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An Inter-Institutional Model for College Writing
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In a FIPSE-funded assessment project, a group of diverse institutions collaborated on
developing a common, course-embedded approach to assessing student writing in our
first-year writing programs. The results of this assessment project, the processes we
developed to assess authentic student writing, and individual institutional perspec-
tives are shared in this article.

A pendulum swinging between demands for reliability and validity—that
is how Kathleen Yancey characterizes the history of writing assessment in U.S.
higher education. She argues that from the 1950s to the early 1970s, university
administrators and faculty demanded reliable processes for placing students
into and out of required composition sequences; the result was heavy reliance
on indirect, objective “tests.” In the 1970s as composition faculty gained ex-
pertise in assessment issues and began to argue that students’ writing abilities
should be directly measured, universities switched to using actual writing
samples to achieve the same goals. To promote reliability, however, the samples
were written under controlled conditions in response to a uniform prompt
that could be holistically scored using a rubric and benchmark papers. The
final period identified by Yancey began in the mid 1980s when composition

e285_320_CCCDec08 12/16/08, 1:12 PM285

selson
Text Box
Copyright © 2008 by the National Council of Teachers of English. All rights reserved.




286

C C C  6 0 : 2  /  D E C E M B E R  2 0 0 8

faculty began to argue even more strongly for assessments that could serve
programmatic evaluation goals and provide students with greater formative
feedback; the instrument of choice in this period was the portfolio. It is this
last phase that Brian Huot so eloquently extols when he argues for
(Re)Articulating Writing Assessment for Teaching and Learning.

Key to understanding this swinging pendulum is knowledge of the audi-
ences and purposes for writing assessment in higher education. In Yancey’s
history the audiences have two primary interests: effective course placement
and meaningful feedback. As we write this article in 2007, however, a new au-
dience for writing assessment in U.S. higher education is appearing on the
scene (see especially U.S. Department of Education, Test of Leadership), an
audience whose gold standard for institutional and program effectiveness is
“value-addedness.” In a business sense, such a model suggests that any busi-
ness activity should accrue to the bottom line and produce a net gain. Applied
to education, all activities, including teaching, should be tied to demonstrable
outcomes.1 Whether such business models effectively serve academic enter-
prises is a contentious issue.

This new audience has actually been around for some time in pre-univer-
sity education. In the first issue of the journal Writing Assessment (1994), Pamela
Moss discussed the then apparent tensions between what Bryk and Hermanson
distinguished as “instrumental” and “enlightenment” uses for assessment in
the public school system (quotations from Bryk and Hermanson):

In the “instrumental use” model, the goals are: to develop a comprehensive set of
outcome measures; to examine the relationship between these outcomes and in-
dicators of school resources and processes; and, based upon that generalized
knowledge, to control schools through allocation of resources, rewards and sanc-
tions, and regulation so as to maximize performance on the outcomes. . . . An
“enlightenment model” of information use reflects a view of schools where inter-
action among individuals is fundamental and reform requires “changing the val-
ues and tacit understandings that ground these interactions (p. 453).” (123)

Moss goes on to characterize the rhetoric of the educational reform move-
ments of the 1990s as instrumental, a prediction that seems to have been ful-
filled in the No Child Left Behind Act.

What is new is the application of this agenda to higher education. Com-
paring different accountability measures, Stephen Klein and his colleagues
provide this contextualization of the current situation:
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Over the past decade, state legislatures have increased the pressure on colleges
and universities to become more accountable for student learning. This pressure
stems from several sources, including decreasing graduation rates and increas-
ing demand, cost, time-to-degree, economic return and public concern for higher
education. Moreover, the federal government has placed student learning as one
of the top priorities for college accrediting agencies. (251–52)

The new interest in accountability measures based on value-added constructs
is likely to have a significant impact on how writing is assessed in U.S. colleges
and universities, not only because composition programs will be asked to dem-
onstrate their contributions to student learning, but also because many uni-
versities are turning to writing assessments to measure a wide range of learning
outcomes, such as critical thinking, research skills, and diversity awareness.
As this new wave of writing assessment develops, the trick will be to deter-
mine better ways to assess individual change and establish effectiveness rela-
tive to national norms, or if not in terms of norms, at least with results
contextualized beyond the local institution. Most important will be to build
on the principles established in previous waves of assessment history that
foregrounded concerns for reliable processes, localized validity, and formative
feedback.

This article describes a pilot endeavor undertaken by six institutions with
such goals in mind. It begins with a description of a collegial process for jointly
assessing authentic, classroom-produced samples of student writing. This de-
scription is followed by a discussion of how the assessment findings were used
both to gauge student development and to create a public argument for the
multiplicity of forces that shape an individual’s writing and an institution’s
writing program. Finally, we consider the project’s implications for both the
institutions involved and writing assessment more generally.

We present some of the data that was gathered during a FIPSE (Fund for
the Improvement of Post-Secondary Education) project. These data provide
confirmation that practices across institutions can be usefully compared and
that programs within each institution are adding value—they are producing
desired outcomes in student writing and faculty communication. However,
our emphasis in this report is not on the data per se but on the processes of
inter-institutional assessment and the rewards it brings to participating
schools.
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Needs and Options
As detailed by Klein and his colleagues, after more than ten years of increasing
pressure for assessments that contextualize student learning for public ac-
countability purposes, institutions still struggle to find useful ways to assess
student achievement, especially in writing. Typically, an institution is faced
with two alternatives for direct measurement: the standardized, nationally
normed instruments offered by national testing services such as ETS and ACT
(characteristic of Yancey’s first and second waves of writing assessment) or
locally developed instruments (i.e., “homegrown”) that are more typical of her
third wave.

Each approach presents advantages and disadvantages. Standardized
measures, such as ACT’s Collegiate Assessment of Academic Proficiency
(CAAP) or ETS’s Major Field Tests, allow for an institution to compare itself to
national means or to those of peer institutions. In addition, these instruments
are the result of intense statistical oversight, so issues of internal validity and
reliability (from a psychometric perspective) are addressed. However, standard-
ized instruments do not elicit the same type of responses that students pro-
duce in class-based work. They are administered in standardized, timed,
artificial environments. In addition, student motivation might be questioned:
what incentives encourage students to perform their best? Finally, there is the
issue of matching the goals of the instrument to the goals of the program be-
ing assessed. Very often, these goals do not match very well.

As described by Huot, locally developed instruments typically match the
specific goals of the programs they are assessing. In addition, because they
often elicit authentic student work as the assessment artifacts (via actual ex-
ams and assignments), students’ work truly reflects their levels of achieve-
ment. However, any benefits of national or inter-institutional comparison are
lost when one assesses locally. It is useful to know how an institution is per-
forming within some larger, comparative context, to have some sort of bench-
mark for contrasting outcomes across institutions. In saying this, it is important
to recognize that the value of comparison does not have to reside in positivis-
tic, statistical norms. As described by Huot, collaborative dialogue over what
constitutes student achievement nurtures validity and lays the basis for an
approach to reliability grounded in consensus (see also Stemler). When that
collaborative dialogue reflects inter-institutional collaboration, it also meets
the standards set down by the Department of Education’s recent report, A Test
for Leadership: Charting the Future of Higher Education:
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The collection of data from public institutions allowing meaningful interstate
comparison of student learning should be encouraged and implemented in all
states. By using assessments of adult literacy, licensure, graduate and professional
school exams, and specially administered tests of general intellectual skills, state
policymakers can make valid interstate comparisons of student learning and iden-
tify shortcomings as well as best practices. The federal government should pro-
vide financial support for this initiative. (23)

If it is not preferable that we teach in isolation, it is also not preferable that we
assess in isolation; collaboration and comparison within and across writing
programs add value to our work.

This project responded to the need to develop a collaborative, course-
embedded approach to assessing student achievement. We hypothesized that
if a group of institutions could develop a shared model of assessment for look-
ing at work from their first-year writing courses, we could garner the benefits
of comparison otherwise available only from nationally standardized instru-
ments and, at the same time, provide feedback that would be locally useful
and meaningful. The core principle of the project was that course-embedded
assessment could give institutions useful performance indices that would also
allow the benefits of comparison across institutions.

We believe this project is worth reporting for several reasons. Results of
efforts to compare writing performance across campuses is scant but inher-
ently intriguing (for one example see Allen). Second, the methods we used are
likely to be of interest to schools undertaking writing assessment. Third, the
approach to analyzing student performance suggests factors that might lead
to gains in writing ability and, equally as interesting, factors that might not
contribute to growth. Finally, we acknowledge that the model itself, of institu-
tions working together to define and measure outcomes of writing courses,
presents both challenges and benefits to the participating individuals and pro-
grams. We offer this as the beginning of a discussion, not a definitive solution.

Project Funding and Participants
The project was funded by FIPSE, with Neil Pagano of Columbia College Chi-
cago the principal investigator. Initially six institutions were involved: Colum-
bia College Chicago, California State University–Long Beach, California State
University–Sacramento, Florida Gulf Coast University, Towson University, and
the University of Delaware. Participation in the project was solicited via an
assessment-related listserv (Assess, supported by the University of Kentucky).
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Three inter-institutional assessment projects were originally proposed to un-
fold over three years: one on writing, a second on quantitative reasoning, and
a third addressing diversity. In subsequent revisions to the scope of work, it
was agreed to spend the first two years on writing and the third on diversity.
The broad goal of the project was to create and test means of assessment that
would provide useful comparative data across campuses and useful informa-
tion on general education outcomes. This report covers only the writing por-
tion of the grant; the initiative on diversity is still under way.

Six institutions elected to participate in the writing part of the project.
(Berea College, the seventh institution, chose to participate in the quantita-
tive reasoning and diversity phases of the project.) In the first phase, an initial
writing sample was collected toward the end of the first term of first-year com-
position courses at the different institutions, with a rubric for assessing the
samples subsequently developed through a process of collaborative dialogue
(described below). After the first year, Towson University dropped out because
of campus assessment priorities while Columbia College Chicago, California
State University–Long Beach, California State University–Sacramento, Florida
Gulf Coast University, Towson University, and the University of Delaware con-
tinued. In the second year, writing samples were gathered at the beginning
and end of the first-term courses and assessed using the previously developed
rubric by representatives from each institution.

Overview of the Project Design Process
The project unfolded within a collaborative, consensus-driven design. Each
participating institution appointed a faculty representative to the project,
someone with expertise in composition studies. Coordinating discussions,
under Pagano’s leadership, took place via email during the spring semester
prior to a project meeting in Chicago in June 2003. At the project meeting,
details were hammered out as to what sort of assessment would be attempted,
how it would be managed, and what shared understandings would shape the
project on the six participating campuses.

Design decisions represented consensus in some instances and judicious
compromise in others. The institutions represented were diverse, with differ-
ing missions, student populations, and expectations for student writing. The
same could be said of the composition programs that were part of each insti-
tution. To the extent that we could, we agreed on what to do and how to pro-
ceed. The general principle throughout the design process was to respect the
autonomy of individual programs, recognizing that the goals of writing as
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taught within a particular institutional setting ought to take precedence over
any controls or constraints that might be imposed by the project. This point
will be returned to at other places in this report. The attempt to embed broadly
similar writing assessments into diverse institutional and programmatic con-
texts proved formidable.

What emerged from this initial project meeting were the parameters for
a shared prompt, “Response to a text,” a six-trait rubric to assess the student
writing, and, through norming sessions, an agreement on standards for the
rubric (Appendix 1). Individual faculty at each institution shaped the prompt
so it would fit their specific composition sections and could be worked into
the instructional sequence of their courses.

During the Fall 2003 semester, faculty in five to eight sections of the first-
semester required composition course at the six institutions crafted prompts
that fit the previously agreed-upon parameters and assigned the prompt to
their students as one of the later assignments in the semester. Table 1 reports
the total number of faculty, sections, and student papers from this first phase
of the project.

Faculty collected digital copies of student responses to the assignments
and sent these and a copy of the assignment prompt to the project director.
These were coded, stripped of any institutional identifier, and randomly dis-
tributed to the participating faculty for reading and scoring. Each assignment
was read by a pair of faculty members, and scores on each category and a com-
posite score (the average of the six categories) were derived.

The group met in Chicago in June 2004 to plan for the second phase. Simi-
lar to the first phase, instructors on the participating campuses shaped their
prompts within the parameters of a text response. However, this time they
created two separate prompts and assigned one early in the term (either the

Table 1: Number of Faculty, Sections, and Students from Project Phase I by Institution

   Faculty   Sections   Students

Columbia College Chicago 3 3 52
CSU–Long Beach 3 3 60
CSU–Sacramento 4 4 69
Florida Gulf Coast University 4 5 75
Towson University 5 5 55
University of Delaware 4 4 61
Total 23 24 372
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first or second assignment) and the second later in the term (the penultimate
or final assignment). The end result was two sets of student work, responding
to similar prompts, from two distinct periods in a semester (one early, one
late). Digital copies of the paired samples of student papers were submitted to
the project director, who coded and redistributed the pairs of papers to pairs
of readers. Therefore, Readers A and B read and rated the pair of papers from
Student 1; Readers A and C would read the pair of papers from Student 2, and
Readers B and C would read the pair of papers from Student 3, and so on.2

Similar to Phase I, the prompts were inserted into each file. Also similar to
Phase I, readers did not know which institution the papers came from; most
importantly, they did not know if the papers they were reading were pre (early)
or post (late), and they did not know which papers were from the same stu-
dent.

Table 2 reports the number of teachers from each institution who were
involved in this second phase as well as the total number of sections for which
they were responsible and the number of students from which the paired writ-
ing samples were collected.

Assignment Prompts
Our search for an assessment prompt that would apply to all of our programs
led us to stipulate that the task would involve “responding to a text.” As a group
we felt that reading, engaging with, and responding to a text in the form of a
critical or analytical paper is both a common and important academic task.
The parameters were left intentionally broad to accommodate the diverse
courses and programs participating in the project. Of note, the term “text”
was here understood in its broadest possible context; the definition extended
to an essay or editorial, a book, a series of articles, a campus or city environ-
ment, or even works of art.

Table 2: Number of Faculty, Sections, and Students in Project Phase II by Institution

   Faculty   Sections   Students

Columbia College Chicago 3 5 66
CSU–Long Beach 6 6 86
CSU–Sacramento 4 4 54
Florida Gulf Coast University 4 5 66
University of Delaware 9 9 107
Total 26 29 379
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Each program adapted this central task to their particular situation. Thus,
a prompt used at the University of Delaware was worded as follows:

In his essay “The Human Cost of an Illiterate Society,” Jonathan Kozol discusses
the problem of illiteracy in the United States. Kozol provides some “real life” ex-
amples to illustrate the many difficulties that illiterate people endure in their daily
lives. Do you think the circumstances surrounding the individuals he quotes are
isolated, or are cases like these more widespread than we would like to believe?

The term “illiterate” can be read as a metaphor for a larger problem beyond
the literal meaning of the term itself. In light of Henry’s argument in his essay “In
Defense of Elitism,” what other meaning/s might we attach to the term “illiter-
ate”? How might Henry’s idea of “elitism” in education affect or perpetuate this
problem? Who do you think is more realistic, Henry or Kozol? Which author do
you agree with more? Why? If you are unsure, how might you improve upon their
ideas?

I ask that you refer to both the Kozol and Henry essays to support your argu-
ments. Of course, cite your sources according to MLA specifications.

This is a fairly straightforward task, one that might be used at either the begin-
ning or end of the course, and one that represents a central skill as most writ-
ing programs are conceived, and certainly so at the University of Delaware,
where there is only a single-term first-year writing course, one that stresses
academic writing from sources.

This task can be compared to one from Columbia College Chicago, where
the program tends to use the surrounding city and its resources as “texts” that
its students need to be able to read and respond to analytically and critically:

At school on the streets of the city:
Project Three Essay

Please respond to the questions in an essay that includes at least 1000–1200 words
of new text (defined as anything that did not appear in the project one or project
two essays). I encourage you to revise and re-use any text from previous essays
and daily assignments that you think is relevant.

In project one you thought about the character of students; in project two
you reflected on the plots that structure students’ lives. In project three, then,
you will consider the settings of higher education, answering the larger question,
what difference does it make that your education happens in this particular place?

As always, I have a few aspects of the problem I want you to consider, and
some questions to get you started:

Histories—what aspects of Columbia College Chicago’s history make it dif-
ferent from the generic image of “College” you explored in project one? How has
Columbia College Chicago been shaped by its urban setting, and how has it
changed the city? Most importantly, how does knowing more about the history of
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Columbia College Chicago change your sense of the meaning and purpose of a
Columbia College Chicago education? (You might use your response to Daily As-
signment 3:4 to help you answer these questions.)

Opportunities—what can you learn from going to school in the city that you
couldn’t anywhere else? How does the urban setting change what your education
is, and what it means? What lessons are taught to you outside of the classroom,
just by the visibility of problems like homelessness and crime, and issues of jus-
tice, security, and freedom? (You might use your response to Daily Assignment
3:3 to help you answer these questions.)

Responsibilities—if Columbia College Chicago students are, in Jane Jacob’s
words, “proprietors of the streets” of our neighborhood, what special duties do
you have as members of a diverse and complex city landscape? What do these
unusual responsibilities add to your education? (You might use your response to
Daily Assignment 3:2 to help you answer these questions.)

Trade-offs—don’t make this essay just an advertisement for Columbia Col-
lege Chicago. What trade-offs do you make when you decide to attend a non-
traditional, urban college rather than a more conventional campus? What bur-
dens or complications result? Do the benefits outweigh the drawbacks? (Any of
the Daily Assignments from this project might include useful draft material for
responding to these questions.)

In some cases, such as the example from University of Delaware above,
the prompts lent themselves well to a pre/post switched-topics design, with
half the students responding to a certain text or texts as pretest and the other
half to a different text or texts, and then reversing the prompts at the end of
term. At other institutions, such as Columbia College Chicago, assignments
tended to build off each other, precluding the use of assignments from the
beginning of the semester at the end. The particular assignment called upon
students to “read” the city in which the college experience is set at Columbia
College Chicago.  Although this may raise questions from a psychometric stand-
point about the comparability of work being sampled, we felt that this was an
issue that could be compensated for somewhat by our scoring procedures. As
always, we were guided by our interest in embedding assessment prompts into
courses that are already part of composition programs, with goals and prac-
tices that differ from campus to campus.

The Rubric
The initial rubric developed by the group prior to collecting any writing samples
identified six categories, each rated using a five-point scale, with 1 and 2 being
low scores, 3 representing adequate performance, and 4 and 5 representing
strong performance:
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• Evidence of controlling idea

• Engagement with the text

• Organization and development

• Use of source material

• Style

• Command of sentence-level conventions

The general categories identified in this list are best understood by reference
to the specific descriptions in the rubric (Appendix 1).

After using this rubric with the samples collected in the first year, we
made several changes. We decided it was important and perhaps more reliable
to judge whether an essay responded to the task as defined by the assignment
than to ask whether the essay was controlled by a strong controlling idea or
sense of purpose. These two ways of thinking are similar, but when students
are given a well-defined purpose for writing as part of the assignment, we
thought it most fair to ask whether the response indeed was responsive to the
task as assigned. This allowed us to finesse the issue of students who wrote
purposefully but did not write what was asked for in the prompt, something
we saw with some frequency during our first assessment round.

We identified a need to separate organization and development because
readers reported encountering texts that were well developed but not orga-
nized, or vice versa. We decided to collapse the categories of style and conven-
tions, since readers were not able to consistently differentiate. We also revised
the wording for several of the categories. The five categories for the revised
rubric were the following:

• Task responsiveness

• Engagement with the text(s)

• Development

• Organization

• Control of language

Additionally, the scale was broadened from five to six points, primarily so scor-
ers could not default to the midpoint, and a more complete set of descriptors
was developed. We confess we have no good explanation for why we went with
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a five-point scale initially, but during the course of scoring writing samples, we
reached the same conclusion others have reached, that a scale with no mid-
point is in many ways preferable. Appendix 2 presents the complete final rubric.

The evolution, piloting, and revision of the rubric were a rich process of
negotiation, one that tested our individual and institutional philosophies and
practices of composition. The categories themselves, stated in simple terms,
obscure deeper, underlying differences in conceptualization that emerged dur-
ing the pilot phase. Could we evaluate a purposeful response, governed by a
central idea, or were those terms we used in classes but found difficult to dis-
tinguish in samples of writing? Could we reliably distinguish control over lan-
guage conventions as a separate variable from control over style? What did it
mean to engage with the text—what was evidence that a student had grappled
with the meaning of a text and was able to discuss some of the complexities of
that text and use the text to form some sort of critical or analytical response?
Asking such questions encouraged each participant to become more articu-
late about governing assumptions, expectations, and performance evaluation
in our courses and programs.

The Rating Process
In keeping with our desire to follow a process that would meet “accepted” cri-
teria for accountability assessments, we followed standard procedures for
norming raters and monitoring inter-rater reliability as outlined by White
(Teaching) and others (e.g., Myers, Weigle). Individual readers participated in
the development of the original rubric at the June 2003 meeting in Chicago
and the revision of the rubric in the June 2004 meeting. They also participated
in periodic refresher sessions that took place virtually and at CCCC meetings
in March 2005. At each of these sessions, the readers discussed student writ-
ing samples and matched scores to the rubric descriptors, thereby generating
the requisite benchmark papers. There was not complete consistency of read-
ers across the two years. One institution (Towson) decided not to continue in
the second year because of local campus priorities for assessment resources.
Within the remaining five institutions, four of the five readers were part of the
team both years, and a substitution was made at the fifth school, with that
new reader integrated through discussion, benchmarking, and practice read-
ing. As a result of this iterative process of consensus building, by the time the
early and late writing samples from the second year were rated, the ratings
assigned by the two raters for each of the five categories were within one point
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of each other in 74 percent of the total number of trait ratings (2678/3633).3

Although some might argue that 74 percent represents borderline acceptabil-
ity, we would argue that given the inherent difficulty of rating diverse writing
samples, it is actually quite high.

An interesting sidebar to this discussion is that although the year-two
ratings were conducted without the readers having knowledge of whether a
sample was from early or late in the semester, the rater agreement was higher
for the writing samples collected later in the semester (70 percent for the early
samples, 77 percent for the late).4 We surmise that this may be because what
students produced after experiencing the socializing forces of the first semes-
ter composition course was a more homogenized type of writing that was easier
for our raters to evaluate; the early writing samples, on the other hand, com-
prised a more diverse—and thus more difficult to rate—sample. We mention
this here as an illustration of how not only the ratings themselves but also the
process used to arrive at them can provide a deeper understanding of what
occurs in our composition classes.

Collection of Demographic Data
The stated goal in the rhetoric driving current accountability assessment for
higher education is the improvement of student learning. Too often, though,
accountability assessment stops with the measurement of student learning; a
process that simply answers whether students learned. As composition teach-
ers and administrators, we wanted to understand the processes that may—or
may not—influence student learning. Because the institutions involved in our
project represented a diverse group, we decided to identify parameters along
which our programs varied and then examine the relation that different con-
figurations might have to student performance.

The parameters we identified derived from factors related to the institu-
tional context, the instructor (employment status and years of experience),
the classroom curriculum (class quota, number of assignments, and typical
number of drafts per assignment), and the individual student (SAT verbal score
used for admission, gender, intended major, and final grade). Composition
teachers know that the list of potential influences is actually much longer. We
would have liked to include information about the specific assignments to
which students were responding as well as student motivation, for example,
but we did not feel that we had reliable ways of defining and collecting data on
these factors. We also knew going in that some of these factors that we did
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define might not generate statistically significant relations to the writing per-
formance scores; nevertheless, we felt that it was important to consider them
and report on them as a way of educating the audiences for accountability
assessments about the complexities of learning to write.

What Scoring the Essays Told Us
We considered our results in several ways: first, for what they told us about
differences between our institutions—the federally desired “interstate com-
parisons;” second, for what they told us about whether students wrote differ-
ently later in the semester than early—the “value-added” perspective; and third,
for what they told us about factors that might or might not influence student
performance at different times—the locally desired, deeper understanding.

Year One, One Writing Sample Only
Table 3 presents the first-year scores, when each program collected a single
sample of writing, late in the term, intended to represent the students’ ability
to respond critically and analytically to a text.

There were few “surprises” in terms of inter-institutional comparisons.
The more selective the institution, the higher the scores. Though there is no
simple and objective way to rank institutions on selectivity, college guidebooks
include certain characteristics that helped define selectivity. Included in these
calculations are acceptance rates and standardized test scores. Table 4 pre-
sents the data found in Peterson’s Guide to Four-Year Colleges, 2008 for the par-
ticipating institutions.

Student papers from the University of Delaware, the most selective insti-
tution (based on admittance of applicants and the highest proportion of ap-
plicants with ACT composition scores higher than 24) were the most highly
rated in all six categories. In fact, when the project had been originally pro-
posed, the project director had hoped to find that student performance might,
in fact, be independent of institutional selectivity. This was not the case. None-
theless, the results suggest with some consistency across institutions that stu-
dents show reasonable control over the characteristics that underlie the rubric.
Most scores fall between 3 and 4, with 3 indicating generally competent per-
formance.

The group learned much from the experience, and as we discussed the
results, we came to a consensus about what might prove to be a valuable next
step. We decided to replicate this model, yet this time to take two samples of
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Table 3: First-Year Mean Scores on Single Sample of Writing, Taken Late in Term, on Six-Category Rubric (standard deviations
in parentheses)

Institution

California California
Columbia State State Florida

College University– University– Gulf Coast Towson University
Chicago Long Beach Sacramento University University of Delaware
N = 52 N = 60 N = 55 N = 75 N = 42 N = 61

Idea 3.18 (.71) 3.66 (.75) 3.29 (.73) 3.16 (.90) 3.30 (.73) 3.62 (.72)
Engagement 2.92 (.85) 3.45 (.83) 3.08 (.76) 2.93 (.81) 2.80 (.86) 3.64 (.73)
Organization 2.93 (.78) 3.35 (.78) 2.94 (.74) 2.86 (.78) 2.98 (.75) 3.45 (.73)
Source 2.98 (.91) 3.29 (.96)   3.20 (1.25) 2.89 (.96) 2.60 (.87) 3.68 (.87)
Style 3.12 (.72) 3.32 (.70) 3.19 (.77) 2.83 (.79) 3.09 (.80) 3.42 (.77)
Conventions 3.07 (.76) 3.36 (.77) 3.26 (.84) 3.01 (.87) 3.17 (.91) 3.59 (.70)
Composite 3.03 (.63) 3.40 (.72) 3.15 (.71) 2.94 (.77) 3.05 (.73) 3.54 (.66)

Note: Range is 1 to 5, with 1 being weak and 5 being strong. Order of columns is alphabetic. Scoring rubric with
descriptors presented in Appendix 1. Composite was not a reader judgment, but simple calculations based
on all scores combined.

Table 4: Admissions Selectivity of Project Institutions

Peterson’s Percentage of Percentage of
Institution Competitive Applicants Admitted Applicants Whose

Admissions Rating   ACT Composite > 24

Columbia College Chicago Non-Competitive 95 n/a
CSU–Long Beach Moderate 52 24
CSU–Sacramento Moderate 62 12
Florida Gulf Coast University Moderate 71 22
Towson University Moderate 69 27
University of Delaware Moderate 47 73

student writing—one early in the term, one later in the term—and examine
them for any possible gains. We had developed the parameters for a shared
prompt, a modified rubric with which we were comfortable, a process for read-
ing and rating student work, and the logistics (file coding and sharing, analysis
of the results) to make this second phase a promising endeavor.
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Year Two, Early and Late Writing Samples (Pre/Post Model)
Tables 5 and 6 present the mean for early (pre-) and late (post-) sample scores
by institution, with tests of significance. These means are pair-wise means; in
other words, each of the 379 students had both an early sample and a later
sample, and mean difference from each sample was compared.

There is remarkable consistency in these data, showing movement in the
desired direction at all institutions in every category, with one small exception
(a slightly lower late score on “Language” for Columbia College Chicago). What’s
more, many of the comparisons of early to late scores attain significance at a
level of p < .05. For each category in the rubric, the average scores for all insti-
tutions combined (All) showed significant increases between the early and late
essays, probably because significance is easier to achieve given the larger n.

Considering the question that accountability audiences most want an-
swered—do students write “better” at the end of the semester—the findings
show statistically significant improvement in scores at each institution. We
found this both personally encouraging and a useful result for campus discus-
sions about program value. Aware of comments about the difficulty of docu-
menting student development in writing in the space of a term (e.g., White,
Developing), we entered this part of our analysis with a healthy skepticism about
what we might find. Thus, we were pleased by the consistent evidence of im-
provement and by the scores tending in the desired direction even when not
achieving significance. These findings confirm what Haswell (“Contrasting”)
has argued: that gains within a semester can be documented if the overall ho-
listic rate is avoided and, instead, if subcriteria are measured. Haswell recom-
mends a method he terms Intrapersonal Paired Comparison. Like Haswell’s
raters, our raters did not know if they were reading a pre- or post-sample; un-
like Haswell’s raters, who compared and rated side-by-side pairs of texts from
individual students, our raters did not have matched pairs in hand. Neverthe-
less, our method demonstrated improvement, though perhaps not as much
improvement as Haswell’s method might have detected.

Although in almost every category at every institution, scores for the later
writing samples were higher—and in many cases significantly higher—than
the samples from early in the semester, we do not wish to interpret these gains
as absolute indicators of what was or was not addressed in the curriculum at
individual schools. Writing programs are complex, and we should not load too
much weight on a score differential. We do see these scores, however, as a basis
for program-internal reflection, allowing each institution to question curricu-
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lar emphases and instructional practices, as well as to question the biases of
the prompts connected with the scores. Discussing the scores among ourselves
naturally led us to try to make sense of the differences, to make arguments
across campuses, and to think about the prompts and conditions under which
assignments were given. We do not believe these scores are fixed or absolute
measures; we would expect to see changes in these scores as programs further
aligned writing prompts and teaching strategies to the rubric. We also recog-
nize that the variety of conditions and tasks would likely influence the distri-
bution of scores in unpredictable ways, and so we do not place great confidence

Table 5: Early and Late Mean Scores for Writing Samples with Tests of Significance for Responsiveness, Engagement, and
Development

                                                          Responsiveness                    Engagement                    Development
Institution (n) Early Late p Early Late p Early Late p

Columbia College (66) 3.76 3.86 .33 3.17 3.47 .00 3.56 3.72 .03
CSU–Long Beach (86) 3.91 4.16 .00 3.75 3.91 .02 3.49 3.73 .00
CSU–Sacramento (54) 3.74 3.78 .75 3.67 3.76 .42 3.60 3.69 .35
Florida Gulf Coast (66) 3.59 3.89 .00 3.37 3.53 .18 3.30 3.50 .06
U. of Delaware (107) 4.13 4.41 .00 3.96 4.24 .00 3.83 4.01 .00
All (379) 3.87 4.07 .00 3.63 3.84 .00 3.58 3.79 .00

Note: Range is 1 to 6, with 1 being weak and 6 being strong. Composite was not a reader judgment, but simple
calculations based on all scores combined. Shaded cells indicate statistically significant differences (p <.05).
Scoring rubric with descriptors is presented in Appendix 2.

Table 6:Early and Late Mean Scores for Writing Samples with Tests of Significance for Organization, Language, and Composite

                                                             Organization                        Language                          Composite
Institution (n) Early Late p Early Late p Early Late p

Columbia College (66) 3.51 3.57 .47 3.56 3.51 .57 3.51 3.63 .07
CSU–Long Beach (86) 3.52 3.63 .15 3.52 3.67 .07 3.64 3.82 .00
CSU–Sacramento (54) 3.39 3.46 .47 3.36 3.56 .03 3.55 3.65 .30
Florida Gulf Coast (66) 3.30 3.41 .26 3.41 3.57 .09 3.40 3.58 .04
U. of Delaware (107) 3.81 3.98 .01 3.89 4.14 .00 3.92 4.17 .00
All (379) 3.54 3.66 .00 3.59 3.74 .00 3.64 3.82 .00

Note: Range is 1 to 6, with 1 being weak and 6 being strong. Composite was not a reader judgment, but simple
calculations based on all scores combined. Shaded cells indicate statistically significant differences (p <.05).
Scoring rubric with descriptors is presented in Appendix 2.
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in the test/retest reliability of these data, especially with regard to compari-
sons across institutions.

With respect to the inter-institutional comparison, as shown in the final
columns of the table, the average of the five-category scores ranked the insti-
tutions identically on both the early and late essays, with the institution that
has the most selective admission policy (University of Delaware) generating
the highest scores, the two California State Universities coming next, and Co-
lumbia College Chicago and Florida Gulf Coast University following close be-
hind. As a team we did not find these relative rankings surprising but rather
felt that they underscored the importance of considering the institutional con-
text and the background of the students when judging a program—a point we
pick up on later.5

What Influences Essay Scores?
As noted above, we were interested in exploring the relation between the stu-
dent performance scores and a group of factors that we had assembled to rep-
resent the variety of potential influences on writing, including the institution,
the instructor, the class curriculum, and the individual student’s background
and general expertise. To examine these factors statistically, we used regres-
sion analysis, which can evaluate the relative significance of a number of fac-
tors simultaneously as predictors of a dependent variable, in this case the
student ratings. We used this procedure to study influences on the early and
late scores separately. (In this analysis, we looked at only the scores for the
second phase of the project.)

For the early scores, we examined factors that we hypothesized might
relate to the abilities with which students enter a program, namely the institu-
tion where they had been admitted, their SAT verbal scores, their gender, and
their intended major. Only the institution proved to have a significant rela-
tion. For the late scores, we added factors related to a student’s course perfor-
mance (the overall course grade), the classroom curriculum (enrollment cap,
number of required assignments and drafts), and the instructor (faculty/ad-
junct/teaching assistant and years of experience) to this model. For the late
scores the institution again proved to be significant, but we also found that
performance on the essays was positively related to the course grade and that
students in classes taught by full-time faculty as opposed to adjuncts tended
to receive slightly higher scores when other variables in the regression model
were held constant. (We had too few graduate assistants in the sample to reach
any conclusion.)
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We would note that gender, SAT verbal scores, and intended majors were
not significant predictors of performance on the essays at either the begin-
ning or end of these initial composition courses. We also did not find a rela-
tion between any of our class-related factors (i.e., enrollment cap, number of
drafts, number of assignments) and the end-of-semester performance. That
we did not find a relation does not mean one does not exist, just that it did not
appear in our data. As for what we did find, it is reassuring to know that the
end-of-semester performance bears a relation to the final course grade, and
for those who believe that the working conditions imposed upon adjunct fac-
ulty frequently impact their ability to offer students the same degree of atten-
tion and planning afforded by full-time faculty, we offer our findings on faculty
status.

Perhaps the most interesting result from this part of our analysis is the
dominating influence of the students’ institutional contexts. We believe that
the proponents of accountability assessment who advocate for “interstate” or
“one-size-fits-all” comparisons likely envision the type of comparisons afforded
by standardized exams, where institutional results are reported in terms of
percentiles. Such percentiles would locate institutions—and students—rela-
tive to an anonymous norming population. If students at an institution were
labeled as being in the twenty-fifth percentile, the institution would be labeled
as serving low-performing students. In our analysis, we found differences be-
tween institutions, but we knew who was being compared, and we could make
sense of the findings. When it came time to measure progress, we compared
our students to themselves, not to national norms or percentile ranks.

This issue of normed populations is key to discussion of any type of ac-
countability assessment. Comparing institutions on normed measures or per-
centiles is likely to measure input (selectivity) as opposed to value-added (gain).
A value-added assessment must account for pre- and post-performance, with
an eye on the difference, the value “added” in the equation. Value can be added
by teaching performance, but as we frequently acknowledge, the teacher can
only do so much in a writing classroom. Improvement in writing skill depends
heavily on student engagement and motivation: the student must be willing to
work at writing, or there is little likelihood of any value being added. The gains
model, based on paired pre/post comparison of performance by the same in-
dividual, generates assessment data that are sensitive to learning and skill
improvement at the individual level, exactly where we want to be assessing the
gain. Note that in this model, students in all institutions have potential—they
can improve in comparison to where they started, assuming good teaching
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but also assuming engagement, motivation, and work on the part of the stu-
dent.

Programmatic Outcomes of the Inter-Institutional Project
Participation in this project was useful at the local level in that it shaped evalu-
ation practices at program or department levels. With funding and impetus
from the FIPSE grant, on each campus groups of instructors met and planned
the writing prompt, discussed the rubric and descriptors, and planned for ad-
ministering a course-embedded writing assessment, on both post-test only
and pre/post model. This participation spawned various activities associated
with the project but enacted in particular ways at the local level. We highlight
here the influence of the project on three participating institutions.

University of Delaware
This inter-institutional project integrated nicely with assessment activities that
were being pursued independently at University of Delaware (UD). On our own
initiative, we opted for a pre/post model in year one, engaging a dozen in-
structors in the collaborative research effort. We developed and piloted a set
of prompts in two sections, prior to the first year of FIPSE data collection, an
activity that led us to consider where students could be expected to be at the
beginning of our course and where we would like them to be at the end. We
used pre/post switched topics, with two parallel prompts (A and B). Half of
the classes wrote on A at the beginning of the term and half on B, with topics
reversed at the end of term. The later samples were used for the FIPSE project,
but the pre- and post-writing samples were also scored locally by the partici-
pating instructors and program administrators. Working with the rubric and
refining the descriptors established a feedback loop that encouraged instruc-
tors to clarify their goals for their assignments and for the course. Sharing the
rubric with students encouraged an approach to teaching where expectations
for written work were explicit and categorical.

The project encouraged instructors to articulate their standards, discuss
the quality of various essays, and compare themselves to other experienced
instructors in the program. A small UD internal grant allowed modest stipends
and provided food for a day of norming and scoring the full set of pre- and
post-test essays. The group was normed using essays that were unmatched for
pre and post, selected to represent a range of quality. The results were of keen
interest, with some course sections showing substantial gains, some showing
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little difference, some suggesting a decline in quality. The effort was manage-
able, collegial, and enjoyable.

At UD, we acknowledged many threats to reliability within our small as-
sessment project. The students came from different populations, with honors,
special needs, and regular admissions students all in the mix. The instructors
had different goals for their courses, and not everyone followed the same pro-
cedures for embedding the task. There were issues of control over administra-
tion of the prompt, with some classes performing strictly in class, some taking
the prompt home to write, and some providing opportunities for revision. We
put those differences out in the open, and we were careful not to read too much
into the results. Treating data as an object of interest helped defuse the threat
of using data to compare individual teachers and class performance. Still, ev-
eryone was excited to engage in proposing rival hypotheses to explain observed
differences. There was much discussion of how student performance is con-
strained by assignment design and task conditions, and there were spirited
arguments about what such results could tell us about our programs.

Having inter-institutional data within a pre/post model proved to be
important within the campus climate at UD. We were just engaging as a cam-
pus with outcomes assessment, tied to Middle States accreditation review. Our
college dean had challenged the writing program to produce evidence that the
cost of a large writing program actually produced desired outcomes. His argu-
ment was this: “If we are going to spend a large part of the College budget on
required writing, we need to know the money is well spent.” This comment
was not offered in a hostile way; rather, it was a friendly but serious request.
We were able to use the FIPSE data with other data we had been collecting,
such as a redesigned student evaluation questionnaire targeted at specific
outcomes from writing courses. We also evaluated samples of writing from
our least qualified students (who were placed into small tutorial sections) along-
side the writing of our mainstream students, finding that there were substan-
tial differences in quality and that we ought to maintain our practice of funding
smaller tutorial sections for less prepared students. Our dean has since moved
to a new institution, but we continue to collect data to make the case for the
quality and value of our writing program, and we use the data to make re-
source arguments (hiring, funding, professional development).

Overall, the FIPSE project stimulated and helped promote a program that
sought to measure outcomes as part of its business, with a sense that it could
define what was important to measure and how it would be done. The efforts

e285_320_CCCDec08 12/16/08, 1:15 PM305



306

C C C  6 0 : 2  /  D E C E M B E R  2 0 0 8

have helped increase budget allocations for program development, outcomes
assessment, and faculty training. The ability to benchmark against other cam-
puses helped us think about how our programs and students compare to those
on other campuses. Such projects connect us to the larger communities of
practice that constitute composition as a field. Working across campuses al-
lowed us to form relationships and to gain perspective because we were able
to transcend our local forums of engagement and sites of work.

California State University–Long Beach
Recalling Moss’s depiction of “enlightenment” assessment models, which in-
volve a change in values and assumptions among participants, we next turn to
California State University–Long Beach. The College of Liberal Arts funded a
local extension of the FIPSE project in spring of 2006 by inviting faculty to
develop two new rubrics that could be used to assess students’ writing—a
project that underscores how “value-addedness” complicates assessment of
student composition.

First-year writing at California State University–Long Beach is taught in
four departments—Asian/Asian-American Studies, Black Studies, Chicano and
Latino Studies, and English. Eight faculty members from these departments
developed two rubrics for writing assessment by using the FIPSE project as a
starting point. Focusing on the category “integration of texts,” which is roughly
synonymous with the project criterion “engagement with texts,” participants
early on voiced some disagreement about which samples of student writing
best met the category. Some participants valued student writers who were able
to demonstrate how the text “relates to” and or “connects with” their personal
experiences. Other participants valued student writers who could concisely
demonstrate comprehension of source material and then apply that under-
standing regardless of personal relevance. Two participants identified these
difficulties in post-project analyses of their work:

I was less interested in determining how [students] had “read the problem”
and more interested in describing how they had “problematized the reading.” And
whereas I myself am more likely to value a clumsy counterpoint over a slick sum-
mary of the issue, I realize that the University requires us to value both.

I had always conceived of the text in a composition classroom as a sort of
stimulus, an “itch,” if you will, to which the appropriate response would be a good,
long, satisfying scratch. With that in mind, I encouraged my students to use the
text as a way of discovering what they themselves thought/felt about a particular
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issue, in other words, to “scratch” the “itch” caused by the ideas in the text, and
not necessarily to “integrate” (which I assume to mean “join with?”) the text into
their writing.

The participants also grappled with constructing a rubric for its two main
readers: students and faculty. One participant argued that language in rubrics
should include terms that students would immediately understand, such as
“phat” and “radical.” Other participants objected to this idea, arguing instead
for more traditional terms.

An additional complication arose from the nexus between assessing par-
ticular student writing and the more general assumptions and values that op-
erate in composition programs. For example, participants were asked to reflect
on the program objectives when developing and using rubrics; the program
objectives state in part that first-year writing courses should “foster thought-
ful questioning of commonplace assumptions” among students. Composition
courses should moreover encourage students to understand how writing at
college “creates, extends, validates, and amplifies knowledge while at the same
time it tests, evaluates and challenges all knowledge claims.” Students must
consequently “be self-reflexive—learn to inquire into the bases of their own
ideas and beliefs in order to compare and contrast their views with the per-
spectives of others.”

The above quotations prompted one participant to question program
values. “Whose ‘commonplace assumptions’ is the Program identifying?” she
wrote. “What assessment language will we devise to determine the validity or
quality of information that might possibly be outside of the mono-cultural
perspective of academia as we know it, and how might the new rubric be ren-
dered less mono-culturally ‘centered’ or biased?”

While the California State University–Long Beach assessment project
ended without full reconciliation of these issues, this participant added value
to our work by reminding us that students sometimes develop undervalued
interpretations of texts: their logic is unconventional, their syntax is convo-
luted, etc. She also reminded us that faculty can bring bias to each assessment
and that we need to question how personal assumptions may affect public
evaluations of student performance. The comparative focus among institu-
tions that the FIPSE project created thus extends to the comparisons indi-
viduals can make on one campus: local assessments of student writing can
add value to larger projects when faculty are willing to question and revise
assumptions about student outcomes. We can be enlightened by readings of-
fered by colleagues across the hall and across the country.
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Columbia College Chicago
Columbia College also used the FIPSE project as an opportunity to engage
with issues of assessment. The first-year writing program at Columbia College
serves approximately 2000 students in 90 sections of three courses (Introduc-
tion to College Writing, English Composition I, and English Composition II)
each semester, including versions of each course (ESL, Enhanced, Service Learn-
ing) tailored to meet the varying needs of a diverse student population. Since
English Composition I (Comp I) and English Composition II (Comp II) are the
only courses that every student takes, these courses are often seen by adminis-
trators as valuable sites for assessment. Unfortunately, our institutional out-
comes-based assessment has often left those involved feeling either defensive
(reacting to mandates and judgments from people outside the writing pro-
gram) or passive (just a condition of the jobs of teaching writing and adminis-
trating writing programs). Given the faculty’s resistance to or grim tolerance
of our college’s attempt to create a culture of assessment, it was not surprising
that the prospect of participating in an inter-institutional assessment of writ-
ing failed to interest writing teachers or our composition committee initially.
As the composition committee began to look at the completed report, how-
ever, they recognized the value in being a part of a larger discourse community
on assessing writing.

In the process of bridging our own material locations with others in the
study, we realized that program renewal at Columbia College would depend
on assessments that made more visible our teaching and intellectual work. In
our college’s outcomes-based assessment plan, the FIPSE results supported
our own judgments about students’ writing and demonstrated to administra-
tors our commitment to assessment. While the FIPSE rubric represented six
features that were inarguably important criteria for evaluating writing, it could
not contain the many other criteria by which a rhetorical performance is judged.
In order to achieve a clear and concise rubric, some of the descriptive and
informative excess represented in the data had to be ignored. In designing our
program’s assessment we focused on one point in the FIPSE report as a plat-
form for developing a more comprehensive and detailed picture of our stu-
dents’ writing.

The Composition Committee (director of composition, six full-time fac-
ulty, and two part-time faculty) used the report’s findings to initiate a discus-
sion of what we valued in our students’ writing. We focused on the small drop
in the score for conventions from the early sample to the later sample. Com-
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mittee members offered several ways of accounting for this drop in score, but
the consensus was that the shift in score could best be attributed to the more
complex kinds of writing we wanted students to be doing by the end of the
course.6 While early writing assignments asked students to respond to texts in
standard forms using their own experiences and insights, later assignments
asked students to respond from multiple perspectives and to consider form
and audience more explicitly. Perhaps the familiar territory of the early writ-
ing assignments enabled many students to pay closer attention to the details
of copyediting, but as the writing assignments progressed, students devoted
more time to experimenting with audience and form. Given the tendency
among our students to enjoy tasks that ask them to think creatively, consider-
ing form and audience energized the drafting and revision of these later es-
says. We hypothesized that the time and energy students spent creating
innovative forms left less time and mental energy/space for copyediting.

Our interpretation of the FIPSE data led us to design an assessment of
our Comp II course that investigated course goals dealing with students’ abil-
ity to control sentence-level features and demonstrate creativity in using the
methods, forms, and genres of research writing. In developing the scoring guide,
instructors used the terms “craft” and “creativity” to evaluate these features.
Comp II has been the focus of recent curricular revision efforts that have re-
sulted in the development of three inquiry-based themes for Comp II: inquiry,
ethnography, and visual rhetoric. While each Comp II theme represents a dif-
ferent focus, in all Comp II courses students develop and sustain a single in-
quiry over the duration of the course. We gathered a random sample of 300
final researched essays and scored them using a rubric with two categories:
craft and creativity. By collaborating on the creation of the rubric, the compo-
sition committee was able to learn more about what course goals mean from
different perspectives. By assessing these essays the program developed a more
comprehensive picture of students’ abilities to write creatively and accurately.
The breakdown of average scores showed a slight drop in craft score, affirming
the FIPSE data that illustrated a similar drop in students’ control over sen-
tence-level features; but the breakdown according to the approach of the Comp
II section was also instructive. Essays written for the inquiry model of the
course, the oldest version of course, was lower than either the overall average
or the creativity category but exceeded the average in the craft category. We
concluded that repetition has made this version of the course a bit less adven-
turesome than newer, fresher approaches. However, we also noted that in this
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course, which places a greater emphasis on more traditional forms of library
research than the newer models, students’ craft scores were slightly higher.

With average overall scores of 3.225 for craft and 3.765 for creativity on a
6-point scale, both craft and creativity were close to the average. Because the
ethnography sections accounted for approximately 60 percent of the overall
sample, it exerted substantial influence in the general results. The questions
the results posed for the ethnography track echoed the FIPSE study and cen-
ter on the integration of stronger instruction in the elements of writing craft
into the course. Ethnography’s lowest-overall craft scores (3.137) may reflect
the added difficulty involved in guiding students in the use of a broader range
of materials than conventional library research typically includes: site descrip-
tions, transcripts of interviews, etc. Nonetheless, the low score in craft on our
local assessment and the low score in control of language in the FIPSE study
represent an area that will receive greater attention.

The visual rhetoric model is the newest and smallest area of emphasis in
the program, so its results were likely the least reliable and predictive in this
sample. Given this track’s emphasis on synesthesia and hybrid textual forms,
it is appropriate that the work being done there reflects the value we place on
innovation and creativity. The very strong results in the craft category also
suggested we should perhaps pay some deliberate attention to how the issues
of convention and correctness are taught in these sections. Some teachers
thought the attention to document design required for the incorporation of
visual elements into alphabetic text requires students to pay more strict at-
tention to editing and presentation.

Limitations
We have tried to be circumspect in our claims throughout this report, since in
terms of assessment models, we realize our work has limitations. Right from
the start, it was evident that we had differences in program philosophies and
practices that would lessen our controls on reliability. Composition programs
have commitments to certain kinds of writing and writing pedagogies, so it
was not easy, or even possible, to standardize a writing task and administer it
at all participating sites.

There are fairly straightforward issues of task (or face) validity here. Not
all programs were willing to introduce an in-class writing task solely for pur-
poses of assessment, as this was viewed as intrusive and out of character with
the purposes of the course. Also, the idea of a self-contained prompt for the
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writing sample simply did not fit the model of composing that informed the
course and therefore would not provide a valid measure of performance. In
some programs, students are taught to do research in preparation to write and
to take their work through drafts with feedback and revision. To make the
project work, we had to surrender control of conditions and task in deference
to program philosophy and practices. Thus, we sacrificed reliability (controls)
for validity (respecting local practices and philosophies).

In the pre/post model, we faced issues arising from different course de-
signs. Some programs were committed to certain forms of engagement to be-
gin a course, and there was resistance to taking an early sample of writing for
assessment purposes. These programs had very specific purposes for early as-
signments, planned as part of a motivated sequence of assignments and ac-
tivities. It was not seen as a good idea to insert a kind of writing not typically
part of the scope and sequence of the course. Doing so would interfere with
normal starting or ending writing activities. Composition programs also tend
to have well-formed ideas about how to end courses. Courses tend to build
toward culminating, complex forms of writing and engagement, so to say that
all the late samples of writing were a simple model of “respond to a text” would
be a misrepresentation. We therefore broadened the timing (the first or sec-
ond assignment, the last or penultimate assignment) and relaxed the controls
over conditions. Some students wrote in-class only, some were able to draft
and revise, some received feedback, and some did not.

Composition programs tend to work with different genres, based on pro-
gram design. The task “respond to a text” therefore had to be very broadly
defined. Students might be working with or responding to multiple texts, and
the kinds of text varied widely. The most interesting variations on the assign-
ments arose at Columbia College, where the course tended toward assignments
that sent students into the surrounding environs, and a text might be a mu-
seum or a canvas, a theater performance or the city streetscape. Seeing text in
such a broad way is theoretically appealing to the semioticians in us all, but
practically, with regard to comparability across institutions, such task vari-
ability presents problems of comparing very different kinds of writing by a
common rubric.

The project, therefore, had serious threats to reliability. We do not believe
the value of the project was compromised by the limits on reliability of our
data, as long as we are careful about how we interpret the results and what we
do with them. We agree with Pamela Moss, who argues that in more herme-

e285_320_CCCDec08 12/16/08, 1:15 PM311



312

C C C  6 0 : 2  /  D E C E M B E R  2 0 0 8

neutic approaches to assessment, there can indeed be validity (and value) with-
out strict reliability:

With respect to generalization across readers, a more hermeneutic approach to
assessment would warrant interpretations in a critical dialogue among readers
that challenged initial interpretations while privileging interpretations from read-
ers most knowledgeable about the context of assessment. Initial disagreement
among readers would not invalidate the assessment; rather, it would provide an
impetus for dialogue, debate, and enriched understanding informed by multiple
perspectives as interpretations are refined and as decisions or actions are justi-
fied. And again, if well documented, it would allow users of the assessment infor-
mation, including students, parents, and others affected by the results, to be-
come part of the dialogue by evaluating (and challenging) the conclusions for
themselves. (9)

As we have tried to show in the descriptions of how the project played out
under local conditions on participating campuses, the act of inter-institutional
assessment was the occasion for extended discussions about writing, rubrics,
scores, teaching, and learning. We have highlighted throughout this report the
collateral benefits of the project, and we have attempted to be cautious about
making generalizations or inferences on the basis of our data. It is clear, how-
ever, that the assessment activities triggered meaningful personal and institu-
tional change.

Conclusions and Closing Comments
In this project, our participating institutions and participants gained new per-
spectives on assessment, demonstrating in the process that we can do inter-
institutional assessment without giving up the things that are important to
us. We were able to embed the assessment into existing course structures, al-
lowing for programmatic differences in prompts and conditions. Programs and
teachers on each campus took ownership of the assessment initiative and found
ways to make assessment work at a local level while still allowing useful com-
parison and discussion across institutions.

Although some in our field urge us to go beyond rubrics to obtain more
richly contextualized assessment data (see especially the arguments in Broad),
the development and refinement of the rubric for this project proved a valu-
able exercise, one that sharpened programmatic goals and classroom prac-
tices. It is important that the inter-institutional development of the rubric
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served as a forum for discussion for those inside the project, while at the same
time providing useful data for stakeholders outside the project who are anx-
ious to compare programs and institutions. Broad notes that rubrics are fre-
quently developed without such consultation among involved parties (12).
Whether one endorses or finds value in developing, using, and reporting re-
sults based on rubrics will always be contingent on the purposes of assess-
ment, the resources available, and the level of granularity or particularity sought
in the data. For our purposes, given our project goals and resources, the rubric
served the project well.

This project had significant collateral benefits, for programs and for the
individuals involved. This inter-institutional assessment project provided an
answer to the question of how we are doing, as well as a mechanism for sus-
taining discussion over a period of time. The project helped us figure out what
works and what does not, and it helped us refine important questions about
our teaching and the performance of our students. Research typically teaches
us the intractability of practice, the irreducibility of complex activity. What is
important is often not so much specific findings that answer questions, but
the learning that derives from engagement with the process. In that sense, we
count this project a success.

Appendix 1: First-Year Rubric and Descriptors for Inter-
institutional General Education Assessment Project (IGEAP)
Writing Assessment Rubric

         Low Scores 1 or 2

Fails to establish purpose
for writing.

No clear point, or purpose;
no central argument to
paper.

Paper drifts substantially
from initial purpose or
controlling idea.

Category

Average Score 3

Purpose or controlling
idea is established initially,
but inconsistently
attended to.

Paper shows some unity of
purpose, though some
material may not be well
aligned.

        High Scores 4 or 5

Establishes strong sense of
purpose, either explicitly or
implicitly.

Controlling purpose
governs development and
organization of the text.

Attends to purpose as
paper unfolds.

Evidence of controlling purpose (central idea or argument)
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Does not connect well to
the source text.

Does not show evidence of
having understood the
reading(s) that should
inform the paper.

Repeats or summarizes
source text without
analyzing or critiquing.

Moves in unpredictable
sequence.

Lacks progression from
start through middle to
end.

Moves from idea to idea
without substantial
development; lacks depth.

References to source
materials are either not
present, or sources are not
well introduced.

It is often not clear where
information is coming
from or whether sources
are properly cited.

In-text citations and end-
of-text references are not

Shows some evidence that
materials were read or
analyzed and that those
texts have shaped the
author’s writing.

Shows basic understand-
ing and ability to engage
the substance of the
text(s).

Goes beyond repetition or
summary of source text(s).

Some evidence of
organization, with
appropriate moves in the
introduction and conclu-
sion and some partitioning
in the body.

Paragraphs tend to have
topic sentences with
supporting details.

Achieves some depth of
discussion.

Source materials are cited,
though not always
consistently.

It is generally clear when
information comes from
sources.

Most in-text citations have
appropriately formatted
end-of-text references.

The writer clearly read and
understood the source
text(s) that inform the
paper.

Summarizes key points or
issues in the source text
and then critically analyzes
or synthesizes those ideas
with the author’s own
ideas.

Extends the ideas of the
source text in interesting
ways.

Establishes clear pattern of
development, so the paper
feels organized and orderly.

Develops ideas in some
depth.

Uses appropriate strategies
of narration, exemplifica-
tion, and exposition
through generalization/
support patterning.

Source materials are
introduced, contextualized,
and made relevant to the
purpose of the paper.

It is always clear when
information, opinions, or
facts come from a source
as opposed to coming from
the author.

Source materials are
conventionally docu-

Engagement with the text

Organization and development

Use of source material
(Rate only if the paper uses sources beyond the text that is being

summarized and analyzed.)
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Style

Style is competent, though
not engaging or inventive.

Shows reasonable
command over phrasing
and word choice.

Some useful transitions
and patterns of reference
provide connection.

Some typical errors are in
evidence, but overall, the
writing is correct.

mented according to
academic style (APA, MLA,
CSE).

Author clearly controls the
pace, rhythm, and variety
of sentences.

Sentence style is smooth
and efficient, with good
use of subordination and
coordination.

Words are well chosen and
phrasing is apt and precise.

Sentences move smoothly
from one to the next, with
clear moves that open,
develop, and close topics.

Few if any errors of
punctuation, spelling,
capitalization (mechanics).

Few if any grammatical
errors (agreement, tense,
case, number, pronoun use)

Appendix 2: Second-Year Rubric and Descriptors for IGEAP
Writing Assessment Rubric

Low Scores 1 or 2

Fails to establish purpose
for writing.

Does not respond to the
task.

Category

Average Scores 3 or 4

Task Responsiveness

Establishes purpose or
controlling idea initially,
but inconsistently
attended to.

High Scores 5 or 6

Establishes strong sense of
purpose congruent with
the task, either explicitly or
implicitly.

formatted according to an
appropriate style sheet.

Lacks control over
sentence structure;
difficult to follow; does
not use appropriate
transitions.

Little control over patterns
of subordination and
coordination.

Requires the reader to
backtrack to make sense.

Uses wrong words and
awkward phrasing.

Many errors of punctua-
tion, spelling, capitaliza-
tion (mechanics).

Many grammatical errors
(agreement, tense, case,
number, pronoun use).

Command of sentence-level conventions
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Paper drifts substantially
from initial purpose or
controlling idea.

Shows little evidence of
having understood the
reading(s) that should
inform the paper.

Repeats or summarizes
source text without
analyzing or critiquing.

References to source
materials are either not
present and/or sources are
not well introduced.

In-text citations and end-
of-text references are not
formatted according to an
appropriate style.

No apparent awareness of
readers’ needs or expecta-
tions.

Claims have little or no
logical support.

Moves from idea to idea
without substantial
elaboration; lacks depth.

Shows little or no support
for narrative, analytic,
and/or expository
patterning.

Shows some unity of
purpose and attention to
task.

Engagement with Text(s)

Shows some evidence that
materials were read or
analyzed and that those
texts have shaped the
author’s writing.

Goes beyond repetition or
summary of source text(s).

Source materials are cited,
though not always
consistently.

It is generally clear when
information comes from
sources. Most in-text
citations and end-of-text
references are appropri-
ately cited.

Development

Some awareness of
readers’ needs and
expectations.

Claims are logically
supported.

Ideas have sufficient
elaboration; achieves
some depth of discussion.

Shows sufficient support
for narrative, analytic,
and/or expository
patterning.

Controlling purpose
governs development and
organization of the text.
Complicates purpose as
paper unfolds.

The writer clearly read and
understood the source
text(s) that inform the
paper.

Summarizes key points or
issues in the source text
and then critically analyzes
or synthesizes those ideas
with the author’s own
assertions.

Introduces, extends and
complicates the ideas of
the source text.

Consistently clear where
information, opinions, or
facts come from a source as
opposed to coming from
the author.

Anticipates readers’
reactions to key points in
paper.

Claims are logically
supported with relevant,
compelling detail.

Ideas are substantially
elaborated with significant
depth.

Shows significant support
for narrative, analytic, and/
or expository patterning.
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Paragraphs do not cohere.

Topics not clearly
introduced, explored, or
concluded.

Essay moves in unpredict-
able and illogical se-
quences for the reader.

Lacks progression in form
from start through middle
to end.

Patterns of exposition/
analysis/argument unfold
with little discernable
purpose.

Lacks control over
sentence structure;
difficult to follow; does not
use appropriate transi-
tions.

Little control over patterns
of subordination and
coordination.

Requires the reader to
backtrack to make sense.

Uses wrong words and
awkward phrasing.

Grammatical errors
disrupt a reader’s progress
through the essay.

Organization

Paragraphs generally
cohere with topic ideas
and supporting details.

Topics are introduced,
explored, and concluded.

Essay moves in predict-
able and logical se-
quences.

Shows progression in
form from start through
middle to end.

Patterns of exposition,
analysis/argument unfold
according to purpose of
paper.

Control of Language

Style is competent,
though not engaging or
inventive.

Shows reasonable
command over phrasing
and word choice.

Some useful transitions
and patterns of reference
provide connection.

Uses mostly appropriate
words and phrases.

Occasional grammatical
errors do not disrupt a
reader’s progress through
the essay.

Paragraphs cohere and
make overall essay more
complex.

Topics are clearly intro-
duced, explored, and
concluded in interesting
ways.

Essay moves in logically
surprising and satisfying
ways for the reader.

Shows compelling
progression of form from
start through middle to
end.

Patterns of analysis/
argument anticipate
readers’ expectations and
meet purposes of paper.

Author clearly controls the
pace, rhythm, and variety
of sentences.

Style is smooth and
efficient, with good use of
subordination and
coordination.

Consistently deploys useful
transitions and patterns of
reference.

Words are well chosen and
phrasing is apt and precise.
Virtually no grammatical
errors.
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Notes

1. Two relevant positions on “value” include Edward White’s 1990 assertion that
statisticians aimed for ostensibly “value-free” assessments of student writing (“Lan-
guage” 197). English departments should consequently “define the value” of our
teaching by reconsidering how language works in our discipline and our assess-
ments (196). Theodore Hershberg more recently lauds assessment aims put forth
by No Child Left Behind, which promotes “value-added” assessment whereby stu-
dent performance is separated into the work supplied by students and the work
provided by teachers and schools (280).

2. The method described here is similar to Haswell’s (Contrasting Ways) paired
comparison method.

3. This figure represents all of the work done by the raters. In some instances only
one writing sample from a student was scored. Additionally in some instances
raters did not provide scores for all five traits. If five traits for two samples for each
of the 379 students had been scored, the total number of cases would have been
3,790. The pattern of greater agreement among the raters on the later samples holds
on a trait-by-trait basis as well.

4. The difference in these proportions is significant at p < .05.

5. A reviewer pointed out that it is also interesting to consider the relation be-
tween relative gain during the semester and institutional selectivity. There was not
a discernable pattern here, although the University of Delaware showed the high-
est or next to the highest gain from the early to late writing samples for each trait.

6. Haswell (Gaining Ground) offers a similar explanation for drops in demonstrated
command of conventions across time.
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