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ABSTRACT— Prior research has demonstrated that lin-
guistic skills and knowledge contribute to successful reading
acquisition. In contrast, little is known about the influence of
domain-general learning abilities on reading. To investigate
associations between general memory functions and reading
during the early stages of learning to read, performance mea-
sures of word-level reading and of declarative and procedural
learning were obtained in a cohort of 140 children, annually
during their first 4 years of school. We hypothesized that dif-
ferences in learning task performance would relate to read-
ing ability in the early years, when children are first learning
to read. We employed a series of linear mixed effects mod-
els to test the relationships between learning abilities and
reading across time. Declarative learning performance pre-
dicted reading ability in first grade, while procedural learning
performance predicted reading ability in second grade. Our
findings suggest that reading acquisition may depend in part
on general capacities for learning.

Converging evidence over decades of research on read-
ing acquisition has highlighted a variety of skills in young
children that are highly predictive of later reading ability.
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These include pre-literacy competencies such as letter
recognition and production, letter-name knowledge, and
letter-sound correspondences (see Ehri, 2005, for review).
Previous research suggests that these competencies are
highly intertwined with awareness of the sound constituents
of words (Byrne & Fielding-Barnsley, 1989). This awareness
is often indexed by phonological processing ability, which
in itself is also a significant early indicator of reading tra-
jectory (Liberman, Shankweiler, Fischer, & Carter, 1974;
see Goswami & Bryant, 1990, for review). All of these skills
reflect capacities within the linguistic domain, and thus
are subject to influence by the acquisition of reading itself
(Hogan, Catts, & Little, 2005; Perfetti, Beck, Bell, & Hughes,
1987). Comparatively, we know very little about how non-
linguistic domain-general mechanisms contribute to how
we learn to read.

Declarative and procedural memory are critical
domain-general learning systems that have been associ-
ated with language skills (Hamrick, Lum, & Ullman, 2018),
and are implicated in the learning of language (Ullman,
2004). The declarative memory system is associated with the
hippocampus and its surrounding structures, while the pro-
cedural memory system relies on the striatum (Poldrack &
Packard, 2003). These neuroanatomical differences underlie
the functional distinctions between the two memory sys-
tems, broadly summarized as the rapid learning of arbitrary
items and their associations (declarative memory), and the
incremental automatization of skills and habits (procedu-
ral memory). In language, the learning of vocabulary and
grammatical rules has been proposed to be differentially
supported according to the functional distinctions between
declarative and procedural memory (Ullman, 2004).

Importantly, these differential roles also appear to be
well-suited for acquiring the different knowledge and skills
involved in learning how to read. While there is no shortage
of unique proposals regarding the developmental trajectory
of literacy and its supporting skills (see Berninger, 1995, for
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review), there exists a general consensus that learning to read
occurs in overlapping and continuous stages. The first step
in learning to read involves the establishment of associations
between letters, sounds, pronunciations, and word meanings
(Marsh, Friedman, Welch, & Desberg, 1981), which together
can be referred to as orthographic mapping (Ehri, 2005).
These mappings must also become increasingly automatized
through repetition, facilitated by frequently occurring words
and letter strings (Reitsma, 1983). This increased efficiency
seems to allow the reallocation of cognitive resources, such
as attention and working memory, to the higher-order task
of reading comprehension (see Logan, 1997, for review).

These stages of reading—orthographic mapping and skill
automatization—are consistent with the respective func-
tional roles of the declarative and procedural learning sys-
tems. Indeed, in adults learning to read an artificial script,
declarative memory has been implicated in forming arbi-
trary letter-sound associations, and procedural memory in
automatization during practice (Bitan & Karni, 2004). Thus,
it stands to reason that these systems play similar roles in
children when they are first acquiring the ability to read.
Moreover, we might predict that such associations will differ
across time. For example, dynamical perspectives consider
the reading performance to reflect interactions between the
state of knowledge by a particular individual and the con-
textual challenge at hand (e.g., Wijnants, Hasselman, Cox,
Bosman, & Van Orden, 2012), eventually leading to a sta-
ble system. Thus, from this perspective performance on the
same reading task may be differently associated with differ-
ent learning capacities at the various states of knowledge
throughout reading development.

A similar link between the acquisition of reading and
domain-general learning systems has been proposed previ-
ously, albeit indirectly, in the developmental dyslexia liter-
ature. Specifically, one hypothesis regarding the etiology of
dyslexia posits that a deficit in implicit learning underlies dif-
ficulties in the automatization of decoding skills (Nicolson &
Fawcett, 2011). Tests of an implicit learning deficit in dyslexia
have yielded mixed results (e.g., Howard Jr, Howard, Japikse,
& Eden, 2006; Lum, Ullman, & Conti-Ramsden, 2013; Rood-
enrys & Dunn, 2008). This inconsistency in findings is unsur-
prising, given the differences across studies regarding the
wide range of task measures of implicit learning, the various
neuroanatomical substrates involved in those tasks, and the
developmental timing of when implicit learning measures
were obtained relative to reading ability.

Interestingly, despite this question regarding a potential
implicit learning etiology in developmental dyslexia, there is
little empirical evidence suggesting that one or more types
of implicit learning support learning how to read. Thus, even
in cases wherein individuals with dyslexia are observed with
implicit learning difficulties, it is unclear if the problems with
reading can be attributed to that impairment. Therefore, an

important goal would be to reveal the relationship between
memory capacities and reading ability in general. In order to
avoid the potential for various interpretations surrounding
the functional distinction in memory as being either “implic-
it” or “explicit,” here we focus on declarative and procedu-
ral memory. Procedural memory that relies on the striatum
appears to be compromised in dyslexia (Lum et al., 2013),
and therefore this type of implicit learning may be relevant
in learning how to read.

In this study, longitudinal measures of reading perfor-
mance, and task-based measures of learning in the declar-
ative and procedural memory systems, respectively, were
obtained from school-age children over their first 4 years
of school. Given the primary emphasis on word reading, or
“learning to read” (Chall, 1983) in early grades, we focused
on word-level reading skills. We assessed declarative mem-
ory via a recognition memory task (Hedenius, Ullman, Alm,
Jennische, & Persson, 2013), and procedural memory via a
serial reaction time (SRT) task (Nissen & Bullemer, 1987).
These two task paradigms were carefully selected on the
basis of independent evidence linking each task to neural
substrates consistent with recruitment of declarative and
procedural memory, respectively (see Methods). Therefore,
while we acknowledge that no single task can capture the
full range of functions of a particular learning and memory
system, performance on these tasks likely reflects at least cer-
tain key functions of these systems. We hypothesized that
declarative and procedural memory may be more relevant
for reading during early stages of literacy, when orthographic
mapping and skill automatization appear to be taking place.

METHODS

Participants
Participants were recruited from public and private schools
from the greater Nashville area. Trained researchers
screened 866 children in these schools in order to capture
an ecologically representative sample of readers. Families
were then called and screened for inclusion criteria prior
to being enrolled in the longitudinal portion of the study.
All participants were native speakers of American English
with normal or corrected-to-normal vision. In addition, all
participants reported no history of major psychiatric illness,
traumatic brain injury, or epilepsy. Informed child assents
and parental consents were obtained according to Vander-
bilt University’s institutional review board (IRB) guidelines.
Participants received compensation for their participation
in the study, as per the study’s approved IRB protocol.

This study was part of a larger longitudinal study of
reading (grades 1–4) at the Education and Brain Sci-
ences Research Lab at Vanderbilt University. At each visit
children were given various tasks, including standardized
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assessments of reading, and the declarative memory (DM)
and procedural memory (PM) experimental tasks reported
here (recognition memory task, as used by Hedenius et al.,
2013; and the SRT task, Nissen & Bullemer, 1987). A total
of 140 children were enrolled at Visit 1. See Appendix
A for demographic data for participants at Visit 1. The
present analyses include data from all participants who were
assessed on PM, DM, or both, at any of the four visits. The
dataset includes 129 unique participants, consisting of 98
children at Visit 1 (mean age 7.49[SD .32]), 90 children at
Visit 2 (age 8.46 [.35]), 89 children at Visit 3 (age 9.49 [.33]),
and 79 children at Visit 4 (age 10.43 [.33]).See Table A1 for
demographic information.

Procedures
Each visit took place following the completion of the school
year, such that Visit 1 took place following first grade, Visit
2 following second grade, and so on. All test administration
and experimental procedures were conducted in a quiet
room one-on-one with a trained experimenter. Nonstan-
dardized (experimental) testing took place on a PC computer
with an LCD screen. The timing of stimulus presentation
and response recording was controlled via E-Prime (Version
2.0, Psychology Software Tools, Pittsburgh, PA). Participants
indicated their responses through a serial response (SR) box
for the DM task, and button presses on a number pad for
the PM task.

Reading Assessments
At each visit, participants completed the Letter-Word Iden-
tification and Word Attack subtests of the Woodcock John-
son Tests of Achievement (WJ-III; Woodcock, McGrew, &
Mather, 2001), and the Sight Word Efficiency and Phone-
mic Decoding Efficiency subtests of the Test of Word Read-
ing Efficiency (TOWRE; Torgesen, Rashotte, & Wagner,
1999). Performance on these assessments served as our mea-
sures of word and nonword reading abilities, under timed
and untimed conditions. Assessments were administered by
trained graduated students who passed a fidelity check at
90% reliability.

Declarative Memory: Recognition Memory Task
DM was assessed using a nonverbal recognition memory
task with incidental encoding (e.g., Hedenius et al., 2013).
Recognition memory tasks are a widely used measure of
declarative memory. Performance on these tasks has been
shown to depend on the hippocampus and other medial
temporal lobe structures (Squire, Wixted, & Clark, 2007).
Furthermore, recognition memory of objects with inciden-
tal encoding minimizes the influence of working memory
and language involvement in task performance that is often
present in other declarative memory tasks, such as word list
learning.

Stimulus materials were 128 black-and-white drawings
of 64 real and 64 made-up objects. Images of real objects
were taken from free websites, purchased collections, and
selections from the standardized set of 260 images published
by Snodgrass and Vanderwart (1980). The real items used
in the stimulus set at each phase (encoding and recogni-
tion) were matched for word frequency, number of syllables,
and number of phonemes. Images of made-up objects were
drawn from stimuli used in previous studies (Cornelissen
et al., 2004; Eals & Silverman, 1994; Williams & Tarr, 1997),
resized and modified as appropriate.

Participants completed the task in two phases, encoding
and recognition, at each of the four visits. During the (inci-
dental) encoding phase, participants were instructed to place
an index finger from each hand on the left and right keys
(positions 1 and 5) on the SR box. Participants were told that
they would see a series of images, some of which were real
and some of which were not real. They were asked to indi-
cate if the object presented on the screen was real or made
up by pressing “left” or “right” on the SR box, as quickly and
as accurately as possible.

Following three practice trials, participants completed 64
trials of the encoding task (32 real/32 made-up), adminis-
tered in a pseudorandom order such that the same trial type
(real or made-up) never exceeded three consecutive trials.
At the start of each trial, a fixation cross appeared in the
center of the screen for 1,000 ms, followed by the target stim-
ulus for 500 ms. The prompts (“real”/“made-up”) remained
at the bottom corners of the screen as a reminder for which
keys corresponded to which response. Following the stim-
ulus presentation, the fixation cross returned until the par-
ticipant indicated their response. If a participant responded
within the 500 ms of stimulus presentation, the trial still
ended at the end of the 500 ms presentation period. This was
done in order to control the duration of exposure to visual
stimuli during the incidental encoding of items. Otherwise,
the trial ended when the participant indicated a response,
with a maximum of 4,500 ms allowed per trial (if a response
was not detected at the end of 4,500 ms, a buzzer sounded
for 200 ms, followed by 800 ms of a fixation cross preceding
the next trial item).

Participants were given approximately 10 min after the
encoding phase before being administered the recognition
phase of the experiment. During the recognition phase, par-
ticipants were told that, again, they would see a series of
images, and that some of these images were seen before
in the previous task (old), and some were not (new). Par-
ticipants were asked to indicate whether or not the pre-
sented object was seen in the previous task or not, using
the left and right keys on the SR box. Following 6 practice
trials, participants completed the 128 trials of this task (64
old/64 new). The trial structure was identical to the encoding
phase, with the visual prompt changed to the question “seen
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before?” at the bottom center of the screen, with “yes” and
“no” at the corners of the screen as a reminder for which keys
corresponded with which response. Proportions of correct
responses in the recognition memory task were transformed,
for each subject, to d’ scores (MacMillan & Creelman, 2004),
defined as the Z-score of the hit rate minus the Z-score of the
false alarm rate.

Procedural Memory: SRT Task
PM was assessed using a version of Nissen and Bullemer’s
(1987) SRT task. This task is widely used as a measure of
procedural memory, and moreover, performance on this task
has been shown to rely on the basal ganglia, in particular the
striatum (Clark, Lum, & Ullman, 2014).

Participants were seated in front of the computer and told
that a smiley face would be presented in one of the four boxes
on the screen, arranged in a diamond pattern (Lum, Gel-
gic, & Conti-Ramsden, 2010). Using their dominant hand,
participants were asked to press, as quickly and as accu-
rately as possible, marked buttons on the number pad (2,
4, 6, 8) corresponding to the location of the smiley face on
the screen. After 10 practice trials, participants completed
6 blocks, each of 60 trials. In the first and last blocks, the
image was presented in a pseudorandom sequence of loca-
tions. In blocks 2–5, the image appeared in a sequence of 10
locations (4–6–2–8–6–4–2–8–4–2), which was repeated 6
times within each of these 4 blocks. Average reaction times
(RT) from the SRT task were calculated by block only for
those trials on which participants responded accurately. The
difference in average RT between the last random (Block 6)
and the prior sequence block (Block 5) was employed as our
measure of PM, as has been done in prior investigations of
PM in children (e.g., Lum et al., 2010).

In order to ensure that the data were treated on com-
mensurate scales across measures in our statistical mod-
els, raw reading scores, PM scores from the SRT task, and
d’ scores from the recognition memory task, were scaled
using the Proximity to Maximum Scaling (POMS) method
(see Moeller, 2015, regarding its application to longitudinal
data). This method of transformation was chosen in particu-
lar in order to conserve the relationship between individuals
within each visit as well as the relationship within individuals
across visits.

See Table B1 for means and standard deviations of per-
formance in each task by Visit, and Table C1 for reliability
estimates.

RESULTS

We were primarily interested in potential relationships
between reading and learning abilities over the first
4 years of formal reading instruction. In order to test these

relationships, we fitted a series of linear mixed-effects mod-
els that modeled separate intercepts for participant-by-visit
variability (VanLeeuwen, Murray, & Urquhart, 1996).
For our outcome measure, we used the average of the
scaled timed/untimed and word/nonword reading metrics
as a composite reading score, since changes in reading
scores across visits were comparable across the four mea-
sures (Appendix B). The full model specified a three-way
interaction term between DM, PM, and Visit, the sub-
suming two-way interactions, individual predictors, and
the by-participant-by-visit intercept as random effects
(see recommendations for longitudinal models by Laird &
Ware, 1982). We employed a backward-fitting procedure
to determine the model of best fit, using a likelihood ratio
test (lmtest package; Zeileis & Hothorn, 2002) in R (R
Development Core Team; Version 3.3.1, 2016). Models were
fitted using the lme4 package (Bates, Maechler, Bolker, &
Walker, 2015) in R. Marginal and Conditional R2 values for
overall models (as described by Nakagawa & Schielzeth,
2012) were calculated using the MuMIn package (Version
1.15.16, Barton, 2016), and proportional effect sizes for
individual predictors in the mixed effects models (partial r2

b
values) as defined by Edwards, Muller, Wolfinger, Qaqish,
and Schabenberger (2008) were computed using the r2glmm
package (Version 0.1.0, Jaeger, 2016) in R.

The accepted model (AIC = −518.7, BIC = −483.8,
Log Likelihood = 269.3, r2

m = .191, r2
c = .965) included a

main effect of Visit as well as a main effect of DM, which
were qualified by a significant interaction between Visit and
DM. There was also an interaction between Visit and PM,
but no significant main effect of PM. The direction of the
main effect of DM suggests that DM was positively predic-
tive of reading overall. The negative interactions suggest that
the effect of both DM and PM on reading ability declined
over the four visits. See Table 1 for parameter estimates and
significance values. Correlations of task performances by
visit are provided in Appendix D (Tables D1-D4).

In order to parse the interactions between Visit and DM,
and between Visit and PM, four separate regression models
were run, one for each visit, with DM and PM as predic-
tors. At Visit 1 (F2,60 = 6.65, p = .002, r2 = .154), we found
that while DM was significantly associated with reading abil-
ity (β = .62, SE = .19, p = .002, r2

β = .154), while PM was
not (β = −.10, SE = .12, p = .409, r2

β = .111). Conversely,
at Visit 2 (F2,42 = 3.42, p = .042, r2 = .100), we found that
while PM was significantly associated with reading ability
(β = .35, SE = .17, p = .049, r2

β = .090), DM was not (β = .34,
SE = .25, p = .178, r2

β = .043). The regression model was not
significant at either Visit 3 (F2,70 = 1.64, p = .201, r2 = .018)
or Visit 4 (F2,60 = 2.86, p = .065, r2 = .058), reflecting no
association between PM and DM with reading ability at
either visit (Visit 3: PM, β = .12, SE = .17, p = .478, r2

β =
.077; DM, β = .36, SE = .23, p = .126, r2

β = .033 and Visit
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Table 1
Linear Mixed Effects Model

Full model Accepted model
Fixed effects Estimate SE p r2

b Estimate SE p r2
b

(Intercept) 0.35 0.25 .151 0.21 0.06 <.001***
Visit 0.05 0.11 .641 0.001 0.13 0.02 <.001*** 0.012
DM 0.02 0.39 .960 < 0.001 0.24 0.08 .003** 0.003
PM −0.10 0.39 .792 < 0.001 0.10 0.06 .067 0.002
Visit * DM 0.06 0.17 .743 < 0.001 −0.07 0.03 .023* 0.002
Visit * PM 0.07 0.17 .666 < 0.001 −0.04 0.20 .032* 0.002
DM * PM 0.31 0.64 .629 < 0.001 n/a
Visit * DM * PM −0.17 0.27 .522 < 0.001 n/a
Random Variance SD Variance SD
Subject (intercept) 0.02 0.15 0.02 0.15
Visit 0.00 0.00 0.00 0.00
Residual 0.00 0.03 0.00 0.03

Parameter estimates, significance values, and proportional effect sizes (r2
b) for the full (AIC = −519.5, BIC = −477.5, Log Likelihood = 271.7, r2

m = .194, r2
c = .963)

and accepted (AIC = −518.7, BIC = −483.8, Log Likelihood = 269.3, r2
m = .191, r2

c = .965) models.
*Statistical significance at .05 level.
**Statistical significance at .01 level.
***Statistical significance at .001 level.

4: PM, β = .26, SE = .16, p = .117, r2
β = .047; DM, β = .49,

SE = .29, p = .097, r2
β = .042). Therefore, the effect of DM

on reading ability appears to be driven primarily by its asso-
ciation with reading at Visit 1, whereas PM has an effect on
reading ability at Visit 2. See Figure 1 for a graphical depic-
tion of these relationships.

DISCUSSION

The current paper presents preliminary evidence that early
stages of reading are associated with domain-general learn-
ing abilities. Specifically, performance reflecting learning in
declarative memory (DM) was associated with word-level
reading ability at the end of first grade. In contrast, perfor-
mance reflecting learning in procedural memory (PM) was
associated with word-level reading ability at the end of sec-
ond grade.

Our findings resonate with well-known theories of read-
ing development (e.g., Ehri, 2005), which posit that as chil-
dren learn to read (around first grade), they must be explic-
itly taught orthographic-phonological mappings, and that
initial application of this knowledge is slow and labored,
presumably because readers are having to remember the
phonemes associated with each orthographic pattern. How-
ever, proficient readers must learn to automatically apply
these phonological-orthographic mappings in order to be
able to focus on the meaning of text. This is best illustrated by
the classic word superiority effect (letters within words are
recognized more readily than isolated letters and nonword
letter strings), which is absent in young readers, but present
in skilled readers (Joula, Schadler, Chabot, & McCaughey,

1978). In other words, beginning reading requires learn-
ing explicit knowledge of correspondences between letter
strings and words, and the phonological constituents of
words, whereas subsequent reading stages require efficient
and automatically applied knowledge of shared orthographic
and phonological features across words in order to optimize
the efficiency of processing written text.

Under this distinction, we might suppose that initial
phonological-orthographic mappings may be supported by
the learning function of DM, whereas PM may assist in
building on this knowledge to facilitate the automatization
of reading. Interestingly, reading theories generally posit
that after about 2 years of learning to read, reading should
increasingly depend upon a common, flexible set of skills
rather than separable strategies. Specifically, the ability to
manipulate speech sounds and learning orthography has
been found to reciprocally influence each other, such that
learning to read reshapes the spoken language system while
simultaneously refining reading skill (Perfetti et al., 1987).
This prediction is echoed by our observations of distinct
associations with DM and PM and reading at Visits 1 and 2,
respectively, but not at later Visits. However, is important to
acknowledge that the process of learning how to read likely
varies within each individual throughout the year, and thus
a more detailed time series of reading growth over first to
fourth grade, which may perhaps be examined in future stud-
ies, could provide deeper insight into this question.

These findings may implicate the importance of timing
for the onset of literacy. Evidence suggests that DM learning
abilities increase during childhood (DiGiulio, Seidenberg,
Oleary, & Raz, 1994). The developmental trajectory of PM
is more complex, though PM abilities may even attenuate at
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Fig. 1. Interactions between visit and DM and visit and PM on reading ability. DM significantly predicts reading at Visit 1 (1.A), but not
at subsequent visits. PM significantly predicts reading at Visit 2 (1.B), but not at other visits. A. The effect of DM on reading by visit B.
The effect of PM on reading by visit. Gray bars denote 95% confidence intervals.

the end of childhood (Zwart, Vissers, Kessels, & Maes, 2017).
This pattern implies that the division of labor between DM
and PM may change over the course of development, rais-
ing questions regarding the potential for an optimal window
for learning how to read. In particular, while aspects of read-
ing (e.g., orthographic mapping) that are supported by DM
may continue to be acquired into adulthood, the subsequent
automatization of reading processes through the procedu-
ral memory system might become increasingly difficult if the
onset of reading is delayed. While this may be a theoretical
point rather than of practical consideration in countries with
compulsory primary education, this issue is of real material
importance for those in developing nations.

The findings may also have implications for struggling
readers. Our results suggest that DM abilities may need to
sufficiently develop prior to first grade to adequately sup-
port the process of learning to read. Furthermore, the suc-
cessful learning of orthographic mapping may not guarantee
a child’s ability to acquire fluent, automatic decoding skills
if the child struggles with PM in general (Lum et al., 2013;
Nicolson & Fawcett, 2011; see Ullman & Pullman, 2015 for
discussion).

It is important to acknowledge certain limitations regard-
ing the current study. For example, the children in this
study performed on average less well at all the tasks during
earlier than later visits (see Appendix B), and thus a potential
concern is that our results are reflecting variability in the
children’s ability to perform tasks in general. However, con-
cerns regarding the validity of the task measures are miti-
gated by the observation that the DM/PM dependent mea-
sures differ in their respective relationships to reading over
time. If these measures were simply an index for the ability
to perform the tasks, we should observe similar relationships
with reading across tasks and across early visits, a pattern
that was not observed. Finally, our classical task-based mea-
sures of declarative and procedural memory are just that:
indexes for functional performance. A future direction of
this research is to examine neuroanatomical structures asso-
ciated with declarative and procedural memory directly, in
order to substantiate these relationships between reading
and the learning and memory systems.

In conclusion, the current study presents behavioral evi-
dence for the contribution of domain-general learning and
memory systems to the acquisition of reading. The results
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suggest the possibility that domain-general learning and
memory may influence learning how to read. The replication
and further examination (e.g., via neuroimaging) of these
findings may offer the potential for identifying localized
weaknesses in learning and memory that may contribute to
particular difficulties with reading, and thus may lead to tai-
lored means of remediation. Such questions offer a poten-
tially rich set of future investigations on the domain-general
mechanisms supporting reading acquisition.
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APPENDIX A

Table A1
Demographic Breakdown of Participants at Visit 1

M (SD) or N

Age, M (SD) 7.49 (.32)
Socioeconomic status, M (SD) 3.7 (1.06)
Sex

Male 65
Female 75

Race/ethnicity
White 85
Black/African American 38
Native American 1
Asian 1
More than one race 14
No response given 0

Hispanic/Latino
Hispanic or Latino 8
Not Hispanic or Latino 129
No response given 3

Handedness
Right 95
Left 11
Ambidextrous 29
No response given 5

Note. The numeric value assigned to socioeconomic status is based on Holling-
shead’s (1975) four-factor socioeconomic status. Handedness was determined by
the Edinburgh handedness Inventory (Oldfield, 1970).
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APPENDIX B

CHANGES IN READING AND EXPERIMENTAL TASK
PERFORMANCES OVER TIME

Changes in reading scores over time
To examine reading during development, we conducted a
4× 2× 2 repeated measures analysis of variance (ANOVA;
Type-III sum of squares) on reading scores with four levels
of Visit, two levels of Word (word/nonword), and two levels
of Speed (timed/untimed) as the within-subjects factors on
the scaled reading scores. Mauchly’s test of multivariate nor-
mality indicated that the assumption of sphericity for Visit
was violated (Mauchly’s W = .849, p = .038), and thus the
Greenhouse–Geisser correction was applied for the effect
of Visit. All other contrasts showed equal variance across
condition. The ANOVA revealed a significant main effect of
Visit (F2.72,198.68 = 458.85, p< .001, η2 = .863), a significant
main effect of Word (F1,73 = 170.78, p< .001, η2 = .701), and
a significant main effect of Speed (F1,73 = 399.29, p< .001,
η2 = .845). We also found a significant interaction between
Word and Speed (F1,73 = 31.74, p< .001, η2 = .303). All other
interactions were not statistically significant (Visit * Time:
F3,219 = 1.93, p = .125, η2 = .026; Visit * Word: F3,219 = 1.12,
p = .343, η2 = .015; Visit * Time * Word: F3,219 = 1.47,
p = .223, η2 = .020). The lack of any significant interactions
involving Visit indicated that the changes in scores over
time were comparable across Word and Speed.

In order to examine the sources of the main effects, we
conducted a series of Bonferroni corrected paired sam-
ples t-tests (α = .05). We found the main effect of Visit to
be driven by significant increases in scores at each Visit
(Visit 1<Visit 2, t73 = 20.34, p< .001, d = −2.365; Visit
2<Visit 3, t73 = −13.44, p< .001, d = −1.563; Visit 3<Visit
4, t73 = −10.99, p< .001, d = −1.278). Unsurprisingly, this
demonstrates that children are becoming better readers
over time.

Fig. B1. Developmental trajectory of reading ability. Note: Mean proximity to maximum scaling (POMS; Little, 2013) scaled reading
ability plotted by Visit, by Word and Nonword. Untimed reading performance are plotted in (a), and Timed performances in (b). Error
bars denote 95% confidence interval.

Table B1
Average Reading Scores by Grade Level

Visit 1 Visit 2 Visit 3 Visit 4
N 98 90 89 79

Age 7.49 (.32) 8.46 (.35) 9.44 (.33) 10.43 (.33)
Untimed Word 38.90 (7.35) 13.68 (6.03) 46.49 (14.67) 18.45 (10.91)

Nonword 47.06 (8.37) 18.2 (6.65) 58.62 (14.05) 26.34 (12.91)
Timed Word 51.79 (7.84) 19.93 (6.88) 65.38 (12.69) 30.30 (13.88)

Nonword 54.65 (7.60) 21.29 (6.70) 70.36 (11.05) 34.36 (14.09)

Note. Means and standard deviations of reading scores at each grade level.

The main effect of Speed was driven by higher perfor-
mance on untimed over timed reading (t73 = 35.58, p< .001,
d = 4.136). This indicates that children performed better
when reading at their natural pace (untimed) than when
encouraged to read more quickly (timed). The main effect
of Word was driven by higher performance on words
over nonwords (t73 = 29.68, p< .001, d = 3.450), indicating
that real words are easier for children to read than non-
words (pseudowords), even when both are phonotactically
plausible.

In order to examine the nature of the interaction between
Word and Speed, we conducted paired comparisons across
differences between word/nonword and timed/untimed
measures, collapsed across Visits. This revealed the source
of the interaction as a greater effect of word in the timed
over untimed condition (t73 = 5.63, p< .001, d = .655), and
a greater effect of time in the word over nonword condition
(t73 = 19.74, p< .001, d = 2.279). Thus, whether or not trials
are speeded has a greater effect on words that are familiar.
See Figure B1 for a summary of the developmental trajec-
tories of the untimed (a) and timed (b) scores. See Table B1
for a means and standard deviations of the reading scores at
each grade.
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Changes in declarative memory scores over time
Proportions accuracy on the object recognition task were
transformed to d′ scores (MacMillan & Creelman, 2004) for
real and made-up objects separately. Prior recognition mem-
ory studies of children have reported a significant advantage
for real objects as compared to made-up objects (e.g., Hede-
nius et al., 2013). Thus, separating d′ scores by Object Type
allowed us to determine if the developmental trajectory of
object recognition differed across real and made up items.

To that end, a 4× 2 repeated measures ANOVA (Type-III
sum of squares) was conducted on object recognition per-
formance by Visit (Visit1–Visit4), with two levels of Object
Type (real and made-up objects). As was the case in read-
ing scores, Mauchly’s test indicated that the assumption
of sphericity for Visit was violated (Mauchly’s W = .369,
p = .018), and thus the Greenhouse–Geisser correction
was applied for the effect of Visit. All other contrasts
met assumptions of multivariate normality. The ANOVA
revealed a significant main effect of Visit (F1.79,26.87 = 3.43,
p = .050, η2 = .188), a significant main effect of Object
Type (F1,15 = 76.20, p< .001, η2 = .836), but no interac-
tion between Visit and Object Type (F3,45 = 1.56, p = .216,
η2 = .093).

In order to examine the sources of the main effects, we
conducted a series of paired samples t-tests (Bonferroni
correction applied). We found the main effect of Visit to
be driven primarily by an increase in scores between Vis-
its 1 and 4 (t = −3.415, p = .011, d = −.854), with no sig-
nificant differences observed between Visits 1 and 2, Vis-
its 2 and 3, and Visits 3 and 4 (t43 = −2.613, p = .082,

Fig. B2. Developmental trajectory of object recognition scores.
Note. Mean POMS scaled object recognition performance across
Visit by, and across, Trial Types. Error bars denote 95% CIs of the
mean. Means and standard deviation of real and made-up trials are
as follows: Visit 1: 1.12 (1.09), .55 (.73); Visit 2: 1.52 (.98), .87 (.72);
Visit 3: 1.55 (.95), .90 (.69); Visit 4: 1.85 (.76), 1.02 (.60).

d = −.653; t43 = .924, p> .999, d = .231; t43 = −1.52,
p = .831, d = −.380, respectively). Thus, declarative mem-
ory scores show evidence of developmental change over
time.

As expected, the main effect of Object Type was driven
by higher performance on real than made-up objects
(t14 = 9.85, p< .001, d = 2.461). However, we did not find a
significant interaction between Visit and Object Type. While
the lack of interaction may be due to parallel developmental
trajectories of real and made-up objects, it is also possible
that no interaction was observed due to the high collinearity
between real and made-up objects across Visits (N = 322,
Pearson’s R = .75, p< .001). Either way, we collapsed scores
across Trial Types into an average object recognition score
per participant per Visit, prior to inclusion in the primary
analyses. See Figure B2 for a graphical summary of the
developmental trajectory of scaled object recognition
performance by Object Type.

Changes in procedural memory (PM) over time
First, we determined whether or not our sample demon-
strated evidence of procedural learning, by conducting a
2× 4 repeated measures ANOVA (Type-III sum of squares)
on the raw average reaction times, with two levels of Trial
Type (Final Random Block/Final Sequence Block), and
four levels of Visit, as within-subjects factors. Mauchly’s
test confirmed that the data met assumptions of spheric-
ity. The ANOVA revealed a significant main effect of
Visit (F3,54 = 65.66, p< .001, η2 = .785), and a significant
interaction between Trial Type and Visit (F3,54 = 2.82,
p = .048, η2 = .135). There was no main effect of Trial Type
(F1,18 = 2.82, p = .108, η2 = .137). We examined the source
of the main effect and interaction by conducting a series of
paired samples t-tests (Bonferroni correction applied). We
found that RTs significantly decreased at each visit (Visit
1>Visit 2, t36 = 10.90, p< .001, d = 2.501; Visit 2>Visit
3, t36 = 3.58, p = .006, d = .822; Visit 3>Visit 4, t36 = 4.50,
p< .001, d = 1.032). In examining the Trial by Visit inter-
action, we included all data available for the contrast of
interest. In doing this, we found that the Trial Type by Visit
interaction to be driven by a lack of significant differences
between Final Random and Final Sequence trials at Visits 1
and 2 (t79 = −.82, p = .413, d = −.092; t47 = 1.33, p = .190,
d = .192, respectively), with a trending difference at Visit 3
(t82 = 1.95, p = .055, d = .214), and a significantly reduced
RT for Final Sequence versus Final Random trials at Visit 4
(t67 = 5.05, p< .001, d = .613).

These results suggest that, while a steady decrease in RT
over the four visits indicates improvement of general skills
contributing to increased motor speed, our specific mea-
sure of PM appears to emerge gradually over the course of
the Visits on average. However, we note that the lack of a
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Fig. B3. Developmental trajectory of SRT scores. Note. Reaction
time (RT) by Visit for the operationalized measure of procedu-
ral memory (PM), that is, the difference between random and
sequence trials (mean scaled RT in random trials—mean scaled
RT in sequence trials), scaled using the POMS method. Error bars
denote 95% CIs of the mean. Means and standard deviations for
scaled PM scores are as follows: Visit 1: .56 (.15); Visit 2: .59 (.12);
Visit 3: .60 (.11); Visit 4: .65 (.12).

statistically significant separation between reaction times for
sequence and random trials at the earlier visits does not
negate the predictive value of task performance in our indi-
vidual differences approach: the wide variability in PM scores
suggest that some students did show evidence of learning
even if the group, on average, did not. See Figure B3 for a
graphical summary of operationalized procedural learning
scores across the four visits.

APPENDIX C

CORRELATION MATRIX BETWEEN TASK
PERFORMANCES BY VISIT

Table C1
Reliability Estimates

Visit 1 Visit 2 Visit 3 Visit 4

PM 0.942 0.855 0.909 0.925
DM 0.841 0.833 0.814 0.79
Reading 0.893 0.923 0.921 0.909

Note. Reliability estimates (Chronbach’s α) is provided by construct by Visit for
procedural memory (PM: reaction time for random—standard trials), declar-
ative memory (DM: d′ for real and made up trials), and reading (word and
nonword reading across timed and untimed conditions). All reliability mea-
sures are good to excellent, except for DM at visit 4 which is considered
acceptable.

APPENDIX D

Table D1
Correlation of Measures at Visit 1

Untimed Timed
DM Word Nonword Word Nonword

PM −0.2 −0.1 −0.03 −0.14 −0.13
DM 0.45* 0.38* 0.33* 0.42*
Word (untimed) 0.82* 0.84* 0.82*
Nonword (untimed) 0.67* 0.87*
Word (timed) 0.76*

*Significance at .05 level (uncorrected).

Table D2
Correlation of Measures at Visit 2

Untimed Timed
DM Word Nonword Word Nonword

PM 0.13 0.3* 0.26 0.3* 0.23
DM 0.1 0.19 0.16 0.16
Word (untimed) 0.88* 0.86* 0.86*
Nonword (untimed) 0.76* 0.9*
Word (timed) 0.82*

*Significance at .05 level (uncorrected).

Table D3
Correlation of Measures at Visit 3

Untimed Timed
DM Word Nonword Word Nonword

PM 0.14 0.1 0.15 0.08 0.11
DM 0.25* 0.16 0.19 0.16
Word (untimed) 0.92* 0.82* 0.86*
Nonword (untimed) 0.78* 0.88*
Word (timed) 0.79*

*Significance at .05 level (uncorrected).

Table D4
Correlation of Measures at Visit 4

Untimed Timed
DM Word Nonword Word Nonword

PM 0.04 0.2 0.13 0.24 0.2
DM 0.23 0.3 0.05 0.13
Word (untimed) 0.89* 0.71* 0.9*
Nonword (untimed) 0.66* 0.91*
Word (timed) 0.8*

Note. Correlations are expressed in Pearson’s r. While the measures of word-level
reading are collapsed across the four measures in our analyses, we report here the
correlations between each reading measure and our measures of DM and PM
separately for those who are interested in potential differences in associations
between timed/untimed, word/nonword measures.
*Significance at .05 level (uncorrected).
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