
A modified transmission eigenvalue problem for

scattering by a partially coated crack

S. Cogar∗

Abstract

We consider the detection of changes in the surface impedance of a
partially coated crack, which we infer from the shift in a target signature
arising from a modified interior transmission eigenvalue problem. We
study this problem in a general setting in which the properties of the
scattering medium are encoded in a Dirichlet-to-Neumann operator T ,
and we provide sufficient conditions for T that imply desirable properties
of the eigenvalues of this problem. We conclude by placing scattering
by a partially coated crack into this general framework and investigat-
ing the sensitivity of the associated eigenvalues to changes in the surface
impedance with a series of numerical examples.
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1. Introduction

Many materials are covered in a thin coating in order to protect them from
external factors, and the ability to evaluate the integrity of these coatings is
an important problem in the field of nondestructive testing. In particular, we
investigate the detection of changes in the material properties of an infinite
cylinder with an open arc Γ in R2 as its cross section. We assume that Γ is a
perfect conductor coated on one side by a material with surface impedance σ,
and we collect far field data of the scattering by this cylinder of time-harmonic
E-polarized electromagnetic incident fields. This scattering problem may be
modeled as a mixed boundary value problem for the Helmholtz equation in R2

in the exterior of the open arc Γ, which is often referred to as a crack. We
acknowledge the realistic possibility that this crack is embedded in a possibly
inhomogeneous and anisotropic background medium [20], but for simplicity we
assume that no such medium is present.
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This problem has received considerable attention for a variety of boundary
conditions beyond those considered here, and we refer to [6] for further details on
its history and appropriate references. Much of the previous work has involved
reconstructing the shape of the crack by qualitative methods such as the linear
sampling method [5] and the factorization method [16], and efforts have also
focused on determining information on the surface impedance σ from far field
data (cf. [19] and [20]). In our case we assume that the shape of the crack is
known using one of the methods mentioned above, and rather than attempt to
determine the surface impedance σ we aim only to detect changes in σ compared
to some reference material. While this change could in principle be observed
from the far field data directly, the presence of noise in realistic measurements
makes this approach unlikely to reliably detect changes in a material.

Instead we use the idea of a target signature, and to this end we introduce
an auxiliary scattering problem depending on a parameter η ∈ C. Modifying
the measured scattering data with this auxiliary data leads us to consider the
eigenvalue problem of finding η and nontrivial fields w, v satisfying

∆w + k2w = 0 in B \ Γ, (1.1a)

γ∆v + k2ηv = 0 in B, (1.1b)

w − v = 0 on ∂B, (1.1c)

∂w

∂ν
− γ ∂v

∂ν
= 0 on ∂B, (1.1d)

w− = 0 on Γ, (1.1e)

∂w+

∂ν
+ iσw+ = 0 on Γ, (1.1f)

where B is a bounded Lipschitz domain with connected complement (e.g. a
disk) chosen to include the closure of the crack Γ in its interior and γ > 0
is a fixed constant. We use the eigenvalue η as the target signature, and we
would like to detect changes in σ from shifts in the eigenvalues compared to
some known reference values. This method has been previously studied in the
context of flaw detection in an inhomogeneous medium in [1], [11], and [12], and
we refer to [8] and [9] for a similar method using a Stekloff auxiliary problem.
However, rather than study this problem directly, we investigate a more general
eigenvalue problem in which the physical scattering problem is encoded in a
Dirichlet-to-Neumann operator T . This approach allows us to derive sufficient
conditions on T which guarantee certain properties of the eigenvalues without
specifying the scattering medium, and we use this general framework in order to
deduce properties of (1.1a)–(1.1f), including the ability to detect the eigenvalues
from far field data.

The outline of our paper is as follows. In the next section we introduce a
general scattering problem in terms of an operator T and the aforementioned
auxiliary problem, which leads us to consider an eigenvalue problem for the neg-
ative Laplacian with a generalized Robin boundary condition dependent upon
T . In Section 3 we study a nonhomogeneous version of this boundary value
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problem and provide sufficient conditions on T which guarantee properties of
the eigenvalues such as discreteness, existence, and their distribution, and in
Section 4 we establish that under certain restrictions on T the eigenvalues may
be computed from far field data using the generalized linear sampling method.
We present our application of interest in Section 5, where we place scattering by
a partially coated crack into the general framework developed in the previous
sections, and in Section 6 we investigate the sensitivity of the eigenvalues to
changes in the surface impedance σ with a series of numerical examples.

2. A general eigenvalue problem

In this section we introduce a generalized scattering problem in which the in-
formation on the particular scatterer is encoded by a bounded linear opera-
tor T : H1/2(∂B) → H−1/2(∂B), and in this framework we derive a general
eigenvalue problem depending on T . We choose a bounded Lipschitz domain
B ⊂ Rm, m = 2, 3, with connected complement (e.g. a disk centered at the
origin in R2) which is sufficiently large in the sense that the total field of the
scattering problem of interest satisfies the Helmholtz equation in Rm \ B, and
we let ν denote the outward unit normal vector to the boundary ∂B. Given an
incident field ui ∈ H1(Rm) which satisfies the Helmholtz equation in Rm, we
consider the problem of finding a scattered field us ∈ H1

loc(Rm \B) satisfying

∆us + k2us = 0 in Rm \B, (2.1a)

∂us

∂ν
− Tus = −∂u

i

∂ν
+ Tui on ∂B, (2.1b)

lim
r→∞

r
m−1

2

(
∂us

∂r
− ikus

)
= 0, (2.1c)

where the wave number k > 0 is fixed and the Sommerfeld radiation condition
(2.1c) is assumed to hold uniformly in all directions. Writing an equivalent prob-
lem to (2.1a)–(2.1c) using an exterior Dirichlet-to-Neumann map and following
the proof of Theorem 1.38 in [7] provides the following result.

Theorem 2.1. The generalized scattering problem (2.1a)–(2.1c) is well-posed
provided that

(i) there exists an operator T̃ : H1/2(∂B) → H−1/2(∂B) with nonnegative
real part for which T − T̃ is compact;

(ii) the imaginary part of T is nonpositive.

For the plane wave incident field ui = eikx·d (with incident direction d ∈
Sm−1) the scattered field us satisfying (2.1a)–(2.1c) has the asymptotic behavior

us(x) =
eik|x|

|x|(m−1)/2
u∞(x̂, d) +O

(
|x|−(m+1)/2

)
,
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where x̂ = x/ |x| and u∞(·, d) is the far field pattern (we have explicitly shown
its dependence on the incident direction d). We define the far field operator
F : L2(Sm−1)→ L2(Sm−1) as

(Fg)(x̂) :=

∫
Sm−1

u∞(x̂, d)g(d)ds(d), x̂ ∈ Sm−1. (2.2)

A desirable property of the far field pattern is that it satisfies the reciprocity
principle

u∞(x̂, d) = u∞(−d,−x̂) ∀x̂, d ∈ Sm−1, (2.3)

and the following theorem establishes a sufficient condition for (2.3) to hold.
We will see further importance of this assumption in Section 4.

Assumption 2.2. Assume that the operator T satisfies∫
∂B

(g1Tg2 − g2Tg1)ds = 0 ∀g1, g2 ∈ H1/2(∂B). (2.4)

Theorem 2.3. If the operator T satisfies Assumption 2.2, then the far field
pattern u∞ satisfies the reciprocity relation (2.3).

Proof. Following the same lines as in the proof of the reciprocity principle for
sound-soft obstacles (c.f. Theorem 3.15 in [13]), we see that

γ−1
m

[
u∞(x̂, d)− u∞(−d,−x̂)

]
=

∫
∂B

[
u(y, d)Tu(y,−x̂)− u(y,−x̂)Tu(y, d)

]
ds(y),

where γm is a constant depending only on m, and consequently (2.3) follows
from (2.4). �

Remark 2.4. Two examples in which (2.4) clearly holds are Tg := 0, in which
case (2.1a)–(2.1c) is an exterior Neumann problem, and Tg := −iσg for some
σ > 0, in which case (2.1a)–(2.1c) is an exterior impedance problem.

As the operator T encodes information about a scattering problem of inter-
est, our aim is to detect changes in the operator T from its associated far field
data, and in order to do so we introduce the following auxiliary problem. We
let γ > 0 be a fixed constant not equal to one, and given a parameter η ∈ C
we consider the transmission auxiliary problem of finding the scattered field
us0 ∈ H1

loc(Rm \B) and the total field u0 ∈ H1(B) which satisfy

γ∆u0 + k2ηu0 = 0 in B, (2.5a)

∆us0 + k2us0 = 0 in Rm \B, (2.5b)

u0 − us0 = ui on ∂B, (2.5c)

γ
∂u0

∂ν
− ∂us0

∂ν
=
∂ui

∂ν
on ∂B, (2.5d)

lim
r→∞

r
m−1

2

(
∂us0
∂r
− ikus0

)
= 0, (2.5e)
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where the Sommerfeld radiation condition (2.5e) is assumed to hold uniformly
in all directions. This problem is well-posed provided that Im(η) ≥ 0 [7], and
moreover it follows from an application of the analytic Fredholm theorem [13,
Theorem 8.26] that (2.5a)–(2.5e) is well-posed for all η except in a discrete
set (cf. [12] for a similar computation). We denote the far field pattern of
the scattered field us0 from (2.5a)–(2.5e) with ui(x) = eikx·d as u0,∞(·, d), and
it has been shown that the auxiliary far field pattern satisfies the reciprocity
principle u0,∞(x̂, d) = u0,∞(−d,−x̂) for all x̂, d ∈ Sm−1 [7]. The auxiliary far
field operator F0 is defined in the same manner as F with u0,∞(·, d) in place of
u∞(·, d).

We define the modified far field operator F : L2(Sm−1) → L2(Sm−1) as the
difference of the far field operators F and F0, which may be written explicitly
as

(Fg)(x̂) :=

∫
Sm−1

[
u∞(x̂, d)− u0,∞(x̂, d)

]
g(d)ds(d), x̂ ∈ Sm−1, (2.6)

and the following theorem provides a characterization of when F is injective
with dense range. We first recall the definition of the Herglotz wave function
with kernel g ∈ L2(Sm−1) as

ug(x) :=

∫
Sm−1

eikx·dg(d)ds(d), x ∈ Rm, (2.7)

and we observe by linearity that Fg is the far field pattern of (2.1a)–(2.1c) with
ui = ug and that the same relationship holds for the auxiliary far field operator
F0 and solutions of (2.5a)–(2.5e).

Theorem 2.5. Under Assumption 2.2, the modified far field operator F :
L2(Sm−1) → L2(Sm−1) is injective with dense range if and only if the inte-
rior Robin problem

γ∆v + k2ηv = 0 in B, (2.8a)

γ
∂v

∂ν
− Tv = 0 on ∂B, (2.8b)

has no nontrivial solutions of the form

v(x) =

∫
Sm−1

u0(x, d)g(d)ds(d), x ∈ B. (2.9)

Proof. If Fg = 0 for some g ∈ L2(Sm−1), then w∞ = v∞, where w∞ and v∞ are
the far field patterns of the scattered fields ws and vs arising from the scattering
problem (2.1a)–(2.1c) and the auxiliary problem (2.5a)–(2.5e), respectively, with
the incident field ui = ug. Rellich’s lemma implies that ws = vs in Rm \B, and
in particular we see that ws and vs share Cauchy data on ∂B. If v ∈ H1(B)
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denotes the total field satisfying (2.5a)–(2.5e) with ui = ug, then it follows that

γ
∂v

∂ν
− Tv =

(
∂vs

∂ν
− Tvs

)
+

(
∂ug
∂ν
− Tug

)
=

(
∂ws

∂ν
− Tws

)
+

(
∂ug
∂ν
− Tug

)
,

which vanishes due to the boundary condition (2.1b). We conclude that v ∈
H1(B) satisfies the interior Robin problem (2.8a)–(2.8b). If this problem admits
only the trivial solution v = 0, then we must have g = 0 by well-posedness of
the auxiliary problem and injectivity of the Herglotz mapping g 7→ ug [13], and
we obtain injectivity of F .

Conversely, suppose that there exists a nontrivial solution v of the interior
Robin problem (2.8a)–(2.8b) of the form (2.9) for some g ∈ L2(Sm−1), and
define

vs(x) :=

∫
S1

us0(x, d)g(d)ds(d), x ∈ Rm \B.

By superposition we see that (v, vs) satisfies the auxiliary problem (2.5a)–(2.5e)
with incident field ui = ug, and in particular the Cauchy data of v and vs + ug
coincides on ∂B. As a result we see that

∂vs

∂ν
− Tvs = −∂ug

∂ν
+ Tug on ∂B,

and it follows that vs ∈ H1
loc(Rm \B) satisfies (2.1a)–(2.1c). Well-posedness of

this problem and linearity of (2.5a)–(2.5e) imply that Fg = v∞ and F0g = v∞,
respectively, and consequently we obtain Fg = 0 by definition. Since this g
must be nonzero in order for the interior Robin problem (2.8a)–(2.8b) to have
a nontrivial solution, we conclude that F is not injective.

It remains to show that F is injective if and only if it has dense range,
but this holds as in the proof of Corollary 1.16 of [7] since both u∞(x̂, d) and
u0,∞(x̂, d) satisfy the reciprocity principle. �

We see that (2.8a)–(2.8b) is an eigenvalue problem for the negative Lapla-
cian with a nonlocal Robin boundary condition, which explains our choice of
the name interior Robin problem. We refer to values of η for which the interior
Robin problem has a nontrivial solution as Robin eigenvalues associated with T .
When the choice of T is understood, we will simply use the term Robin eigen-
value to refer to such values of η. We remark that in the context of scattering
by inhomogeneous media the eigenvalue problem (2.8a)–(2.8b) first appeared in
[1], where it served to relate the structure of this problem to the Stekloff eigen-
value problem. In the next section we study this problem in greater detail and
relate the properties of the Robin eigenvalues to those of the operator T . The
specific properties of T we consider are motivated by different types of scatter-
ing problems, and as a result we stray somewhat from our intended application
of scattering by a partially coated crack for purposes of generality.
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3. Properties of the interior Robin problem

We begin by introducing the following nonhomogeneous version of (2.8a)–(2.8b).
Given f ∈ L2(B) and h ∈ H−1/2(∂B), we consider the problem of finding
v ∈ H1(B) such that

γ∆v + k2ηv = f in B, (3.1a)

γ
∂v

∂ν
− Tv = h on ∂B. (3.1b)

In order to study this problem we consider the equivalent variational problem
of finding v ∈ H1(B) such that

aη(v, v′) = `(v′) ∀v′ ∈ H1(B), (3.2)

where the bounded sesquilinear form aη(·, ·) is defined as

aη(v, v′) := γ(∇v,∇v′)B − k2η(v, v′)B − 〈Tv, v′〉∂B ∀v, v′ ∈ H1(B),

and the bounded antilinear functional ` on H1(B) is defined as

`(v′) := (f, v′)B + 〈h, v′〉∂B .

For a given open set O with boundary ∂O, we have used (·, ·)O to denote the
inner product on L2(O) and 〈·, ·〉∂O to denote the duality pairing of H−1/2(∂O)
and H1/2(∂O). Though not relevant to our present application of interest, in
the following remark we discuss a desirable property of T which guarantees
that this problem is of Fredholm type, and in fact this property is held by the
examples given in Remark 2.4.

Remark 3.1. If T : H1/2(∂B)→ H−1/2(∂B) satisfies

−Re 〈Tg, g〉∂B ≥ 0

for all g ∈ H1/2(∂B), then we see that

Re a−1(v, v) = γ(∇v,∇v)B + k2(v, v)B − Re 〈Tv, v〉∂B
≥ γ(∇v,∇v)B + k2(v, v)B

for all v ∈ H1(B) and hence a−1(·, ·) is coercive. We also see that

aη(v, v′)− a−1(v, v′) = −k2(1 + η)(v, v′)B

for all v, v′ ∈ H1(B), which due to the compact embedding of H1(B) into L2(B)
represents a compact sesquilinear form. If we write

aη(v, v′) = a−1(v, v′) + [aη(v, v′)− a−1(v, v′)],

then we see that aη(·, ·) is a compact perturbation of a coercive sesquilinear form,
and it follows that the variational problem (3.2) and equivalently (3.1a)–(3.1b)
satisfies the Fredholm property.
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We now consider assumptions on T which include scattering by inhomo-
geneous media and scattering by a crack, which is our present application of
interest. We recall the definition of the space H1

∆(B) as

H1
∆(B) := {ψ ∈ H1(B) | ∆ψ ∈ L2(B)}

equipped with the inner product

(ψ1, ψ2)H1
∆(B) := (ψ1, ψ2)H1(B) + (∆ψ1,∆ψ2)B

and the usual induced norm ‖·‖H1
∆(B).

Assumption 3.2. Assume that T : H1/2(∂B)→ H−1/2(∂B) may be factorized
as T = N∂BS, where the bounded linear operator S : H1/2(∂B) → H1

∆(B)
satisfies (Sψ)|∂B = ψ for all ψ ∈ H1/2(∂B) and the Neumann trace operator
N∂B : H1

∆(B)→ H−1/2(∂B) is defined as

N∂Bϕ :=
∂ϕ

∂ν

∣∣∣∣
∂B

.

In addition, we assume that there exists an operator T̃ : H1/2(∂B)→ H−1/2(∂B)
such that T̃ − T : H1/2(∂B) → H−1/2(∂B) is compact and which satisfies the
following conditions.

Condition 1: If 0 < γ < 1, then there exist positive constants α0 > 0
and ε1, ε2 ∈ (0, 1) for which

Re
〈
T̃ g, g

〉
∂B
≥ γε−1

1 (∇(Sg),∇(Sg))B+k2α0ε
−1
2 (Sg, Sg)B ∀g ∈ H1/2(∂B).

(3.3)

Condition 2: If γ > 1, then there exist positive constants δ ∈ (0, γ) and
c > 0 for which

−Re
〈
T̃ v, v

〉
∂B
≥ −δ(∇v,∇v)B − c(v, v)B ∀v ∈ H1(B). (3.4)

Given that Assumption 3.2 holds, we begin by defining the operators Â,Bη :
H1(B)→ H1(B) by means of the Riesz representation theorem such that

(Âv, v′)H1(B) = γ(∇v,∇v′)B + k2α(v, v′)B −
〈
T̃ v, v′

〉
∂B

,

(Bηv, v′)H1(B) = −k2(η + α)(v, v′)B +
〈

(T̃ − T )v, v′
〉
∂B

for all v, v′ ∈ H1(B), where T̃ is the operator from Assumption 3.2 and α > 0
is a constant to be determined later. We observe that

aη(v, v′) = ((Â + Bη)v, v′)H1(B)

for all v, v′ ∈ H1(B), and as a result our study of the solvability of (3.2) reduces

to that of the operators Â and Bη.
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Lemma 3.3. If γ 6= 1 and Assumption 3.2 holds, then the operator Â : H1(B)→
H1(B) is invertible.

Proof. We begin with the case 0 < γ < 1, and we assume that T satisfies
Condition 1. In this case, we must make use of the idea of T -coercivity (cf. [4]
and [7]), and to this end we define the bounded linear operator T : H1(B) →
H1(B) by T v := v − 2Sv for all v ∈ H1(B), where S is the operator from the
factorization in Condition 1 and we have written Sv rather than S(v|∂B) for
convenience. Our assumption that (Sg)|∂B = g for all g ∈ H1/2(∂B) implies
that T 2 = I and consequently T is an isomorphism. We define the bounded
sesquilinear form âT (·, ·) as

âT (v, v′) := (Âv, T v′)H1(B) = (Âv, v′ − 2Sv′)H1(B) ∀v, v′ ∈ H1(B),

and we see that (since v − 2Sv = −v on ∂B)

Re âT (v, v) = γ(∇v,∇v)B + k2α(v, v)B + Re
〈
T̃ v, v

〉
∂B

− 2γ(∇v,∇(Sv))B − 2k2α(v, Sv)B

for all v ∈ H1(B). Applying Young’s inequality with the constants ε1, ε2 ∈ (0, 1)
from Condition 1 yields the inequalities

2Re(∇v,∇(Sv))B ≤ ε1(∇v,∇v)B + ε−1
1 (∇(Sv),∇(Sv))B ,

2Re(v, Sv)B ≤ ε2(v, v)B + ε−1
2 (Sv, Sv)B

for all v ∈ H1(B). It follows that

Re âT (v, v) ≥ γ(1− ε1)(∇v,∇v)B + k2α(1− ε2)(v, v)B

+
[
Re
〈
T̃ v, v

〉
∂B
− γε−1

1 (∇(Sv),∇(Sv))B − k2αε−1
2 (Sv, Sv)B

]
.

From the last part of Condition 1 we conclude that âT (·, ·) is coercive for the
choice α = α0, and the fact that T is an isomorphism allows us to apply the
Lax-Milgram lemma to conclude that Â is invertible with bounded inverse.

We now consider the case γ > 1, and we assume that T satisfies Condition
2. Though the idea of T -coercivity is not explicitly required in this case, we
remark that it is implicitly built into Condition 2. The last part of Condition 2
implies that

Re(Âv, v)H1(B) ≥ (γ − δ)(∇v,∇v)B + (k2α− c)(v, v)B

for all v ∈ H1(B), and taking α to be sufficiently large yields coercivity of Â. An

application of the Lax-Milgram lemma implies that Â is invertible with bounded
inverse. �

Since compactness of Bη : H1(B)→ H1(B) follows easily from compactness

of T̃ − T and the compact embedding of H1(B) into L2(B), we conclude that

Â + Bη is a Fredholm operator of index zero, and we have proved the following
theorem.
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Theorem 3.4. If γ 6= 1 and Assumption 3.2 holds, then (3.1a)–(3.1b) satisfies
the Fredholm property.

An immediate corollary of the Fredholm property of (3.2) is that (3.1a)–
(3.1b) is well-posed provided that η is not a Robin eigenvalue. We now proceed
to establish sufficient conditions for T to guarantee certain properties of its
associated Robin eigenvalues.

Theorem 3.5. If the operator T : H1/2(∂B)→ H−1/2(∂B) satisfies

−Im 〈Tg, g〉∂B ≥ 0 ∀g ∈ H1/2(∂B),

then every Robin eigenvalue associated with T has nonnegative imaginary part.

Proof. If (η, v) is a nontrivial Robin eigenpair, then taking the imaginary part
of the equation aη(v, v) = 0 yields

−k2Im(η)(v, v)B − Im 〈Tv, v〉∂B = 0.

Since v 6= 0, we may solve for Im(η) to obtain

Im(η) = −
Im 〈Tv, v〉∂B
k2(v, v)B

≥ 0.

�

Theorem 3.6. If there exists η0 ∈ C which is not a Robin eigenvalue associated
with T , then the set of Robin eigenvalues is discrete without finite accumulation
point.

Proof. Define Ψη0 : L2(B) → L2(B) such that Ψη0f := v, where v ∈ H1(B)
satisfies

aη0
(v, v′) = k2(f, v′)B ∀v′ ∈ H1(B).

The choice of η0 guarantees that this variational problem possesses a unique
solution satisfying the estimate

‖v‖H1(B) ≤ C ‖f‖B

with C independent of f , which implies that

‖Ψη0f‖H1(B) ≤ C ‖f‖B ∀f ∈ L2(B).

It follows that Ψη0
is bounded as a map from L2(B) into H1(B), and conse-

quently Ψη0 is compact by the compact embedding of H1(B) into L2(B). From
the definition of Ψη0 we see that η is a Robin eigenvalue associated with T if and
only if (η − η0)−1 is an eigenvalue for Ψη0

. The spectral theorem for compact
operators asserts that the eigenvalues of Ψη0

are discrete in the complex plane
with the origin as the only possible accumulation point, from which we conclude
that the set of Robin eigenvalues is discrete without finite accumulation point.
�
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Combining these two theorems, we immediately see that if −ImT is non-
negative definite, then choosing any η0 ∈ C such that Im(η0) < 0 satisfies the
assumptions of Theorem 3.6 and hence the set of eigenvalues is discrete with-
out finite accumulation point. While the following result does not apply to our
present application of scattering by a partially coated crack, it is of interest in
its own right and includes the result found in [11] as a special case.

Theorem 3.7. If there exists η0 ∈ R which is not a Robin eigenvalue associated
with T and T satisfies the symmetry relation

〈Tg2, g1〉∂B = 〈Tg1, g2〉∂B ∀g1, g2 ∈ H1/2(∂B),

then all of its associated Robin eigenvalues are real, and the set of interior Robin
eigenvalues is infinite.

Proof. We recall the compact operator Ψη0
: L2(B)→ L2(B) defined such that

aη0
(Ψη0

f, v′) = k2(f, v′)B ∀v′ ∈ H1(B)

for a given f ∈ L2(B). For any f1, f2 ∈ L2(B), if we let vi := Ψη0fi, i = 1, 2,
then we see that

k2(Ψ∗η0
f1, f2)B = k2(f1, v2)B

= γ(∇v1,∇v2)B − k2η0(v1, v2)B − 〈Tv1, v2〉∂B
= γ(∇v2,∇v1)B − k2η0(v2, v1)B − 〈Tv2, v1〉∂B
= k2k2(f2, v1)B

= k2(Ψη0
f1, f2)B ,

and we conclude that Ψη0 is a self-adjoint operator. Thus, the Hilbert-Schmidt
theorem implies that all of the eigenvalues of Ψη0 are real and infinitely many
eigenvalues exist. Since Ψη0

: L2(B)→ L2(B) is clearly injective, it follows that
the set of Robin eigenvalues corresponding to T is infinite as well. �

We remark that if any η0 ∈ C exists which is not a Robin eigenvalue, then
discreteness of the eigenvalues in the complex plane implies the existence of
some real η which is not an eigenvalue, and as a result η0 may be chosen on the
real line.

Remark 3.8. Though our present application for this general framework lies in
scattering by a partially coated crack, we remark that it may be used to prove the
results in the context of scattering by an inhomogeneous medium (represented
by a function n ∈ L∞(B) with contrast 1 − n supported in a bounded domain
D contained in B) found in [11]. Indeed, in this case we define the operator
Tn : H1/2(∂B)→ H−1/2(∂B) as Tng := ∂w

∂ν |∂B , where w ∈ H1(B) satisfies

∆w + k2nw = 0 in B, (3.5a)

w = g on ∂B, (3.5b)
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and we assume that this problem with g = 0 has only the trivial solution w = 0
in order to guarantee that Tn is well-defined. The choice T = Tn satisfies
Assumption 3.2 and the hypothesis of Theorem 3.7, which implies that the so-
called modified transmission eigenvalues are real and that infinitely many exist.

A persistent difficulty in the study of eigenvalue problems in scattering the-
ory is establishing the existence of eigenvalues, and as such we now briefly
present a generalization of the existence results shown in [11] (for the case
T = Tn from Remark 3.8) to our more general eigenvalue problem. We remark
that this theory does not apply to our intended application of scattering by a
partially coated crack.

It was shown in [11] that under certain conditions there exist infinitely many
Robin eigenvalues corresponding to T = Tn even in the case of complex-valued
n, and we generalize these results to provide a sufficient condition in order to
guarantee existence for other choices of T . We content ourselves with stating
the main assumption and theorem, as the proofs of the necessary lemmas follow
exactly along the lines of Section 6 in [11] except with the more general source
problem defined shortly in place of the modified interior transmission problem
considered in that work. We note that in our analysis we have replaced γ−1

with γ, and we still require γ 6= 1.
For a given z ∈ C and f ∈ L2(B) we consider the source problem of finding

v ∈ H1(B) satisfying

γ∆v + k2zv = k2f in B, (3.6a)

γ
∂v

∂ν
− Tv = 0 on ∂B, (3.6b)

which was already introduced in an equivalent variational form in the defini-
tion of the operator Ψz : L2(B) → L2(B). From that definition, we see that
if (3.6a)–(3.6b) is well-posed with solution v then Ψzf = v. Throughout this
section we assume that T is such that (3.6a)–(3.6b) satisfies the Fredholm prop-
erty (e.g. the assumption of Theorem 3.1 or Assumption 3.2) along with the
assumption of Theorem 3.5 (which implies that the associated Robin eigenval-
ues have nonnegative imaginary part). The following additional assumption on
T provides the a priori estimate required in order to carry out the remainder
of the analysis.

Assumption 3.9. We assume that the operator T is such that if arg z is fixed,
z 6∈ [0,∞), and |z| is sufficiently large, then for v ∈ H1(B) and f ∈ L2(B)
satisfying (3.6a)–(3.6b) it follows that v ∈ H2(B) and

‖v‖B ≤ c
1

|z|
‖f‖B , (3.7)

where the constant c is independent of f .

Remark 3.10. This assumption was shown to hold for the choice T = Tn
whenever n ∈ C∞(B) [11] using the theory of pseudodifferential operators and
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semiclassical analysis [21], and in particular the result of Lemma 6.9 in [11]
implies in general that Assumption 3.9 holds whenever T is of the form op(a1)+
op(a0) for a certain symbol a1 of order one and a symbol a0 of order zero. We
refer to Section 6.1 of [11] for details.

We choose z to satisfy the conditions of Assumption 3.9, and we recall that η
is a Robin eigenvalue if and only if (z−η)−1 is an eigenvalue of Ψz. As a result,
our study of the Robin eigenvalues associated with T reduces to an investigation
of the spectral properties of Ψz. We arrive at the following theorem which is
identical to Theorem 6.6 in [11], the proof of which is also identical once the
minor adjustments have been made to the preceding lemmas.

Theorem 3.11. If T satisfies Assumption 3.9, then there exist infinitely many
Robin eigenvalues associated with T , and the space spanned by the nonzero gen-
eralized eigenfunctions is dense in L2(B). Moreover, for any positive ε there
exist only finitely many eigenvalues lying outside the wedge {η ∈ C | 0 ≤ arg η <
ε}.

In the next section we show that Robin eigenvalues may be computed from
far field data associated with T .

4. Determination of Robin eigenvalues from far field data

A necessary property of a target signature is that it may be computed from
measured scattering data. In this paper we focus on far field data, but many
of the following results are independent of the type of data collected and the
remainder may be easily modified for the case of near field data [3]. We begin
by defining the generalized Herglotz operator H : L2(Sm−1)→ H1(B) as Hg :=
vg, where (vg, v

s
g) is the solution of the auxiliary problem (2.5a)–(2.5e) with

ui = ug, and the solution operator G : R(H)→ L2(Sm−1) as Gϕ := w∗∞, where
w∗ ∈ H1

loc(Rm \B) is the unique radiating solution of

∆w∗ + k2w∗ = 0 in Rm \B, (4.1a)

∂w∗

∂ν
− Tw∗ = −γ ∂ϕ

∂ν
+ Tϕ on ∂B. (4.1b)

We recall from [1] that the closure of the range of H is given by

R(H) = {v ∈ H1(B) | γ∆v + k2ηv = 0 in B},

and it easily follows that the modified far field operator may be factorized as
F = GH. We also recall the definition of the radiating fundamental solution of
the Helmholtz equation in Rm as

Φ(x, z) :=


H

(1)
0 (k |x− y|) in R2,

eik|x−z|

4π |x− z|
in R3,
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where H
(1)
0 is the Hankel function of the first kind of order zero, and we provide

a characterization of Robin eigenvalues in terms of the range of the solution
operator G.

Theorem 4.1. Let z ∈ B. If η is not a Robin eigenvalue, then Φ∞(·, z) ∈ R(G).

Proof. Since η is not a Robin eigenvalue associated with T , there exists a unique
vz ∈ H1(B) satisfying

γ∆vz + k2ηvz = 0 in B, (4.2a)

γ
∂vz
∂ν
− Tvz = −∂Φ(·, z)

∂ν
+ TΦ(·, z) on ∂B. (4.2b)

Then w∗ := Φ(·, z) in Rm \ B satisfies (4.1a)–(4.1b) with ϕ = vz ∈ R(H) and
consequently Gvz = w∗∞ = Φ∞(·, z). Thus, we conclude that Φ∞(·, z) ∈ R(G).
�

Theorem 4.2. Assume that T satisfies Assumption 2.2. If η is a Robin eigen-
value, then the set of z ∈ B for which Φ∞(·, z) ∈ R(G) is nowhere dense in
B.

Proof. We suppose to the contrary that Φ∞(·, z) ∈ R(G) for z in a dense subset
of a ball Bρ ⊂ B, and for each such z it follows that Gvz = Φ∞(·, z) for some

vz ∈ R(H). If we let w∗z be the unique radiating solution of (4.1a)–(4.1b) with
ϕ = vz, then the definition of G implies that w∗z,∞ = Φ∞(·, z). Rellich’s lemma

implies that w∗z = Φ(·, z) in Rm \ B, and in particular we see that the Cauchy
data of w∗z and Φ(·, z) coincide on ∂B. As a consequence we see that vz ∈ H1(B)
satisfies (4.2a)–(4.2b). Since η is a Robin eigenvalue associated with T , there
exists a nontrivial eigenpair (η, vη) satisfying the homogeneous interior Robin
problem (2.8a)–(2.8b), and we observe from Green’s second identity that∫

∂B

(
γ
∂vz
∂ν

vη − γ
∂vη
∂ν

vz

)
ds = 0. (4.3)

Applying the boundary conditions for vz and vη along with (4.3) implies that∫
∂B

(
γ
∂vη
∂ν

Φ(·, z)− ∂Φ(·, z)
∂ν

vη

)
ds =

∫
∂B

(
Φ(·, z)Tvη − vηTΦ(·, z)

)
ds

+

∫
∂B

(
vzTvη − vηTvz

)
ds,

and by Assumption 2.2 both of the integrals on the right-hand side vanish. We
define

viη(z) :=

∫
∂B

(
γ
∂vη
∂ν

Φ(·, z)− ∂Φ(·, z)
∂ν

vη

)
ds, z ∈ B,

and the observation that viη satisfies the Helmholtz equation in B and vanishes
in a dense subset of a ball in B allows us to apply the unique continuation
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principle to conclude that viη(z) = 0 for all z ∈ B. If we define

vsη(z) := −
∫
∂B

(
γ
∂vη
∂ν

Φ(·, z)− ∂Φ(·, z)
∂ν

vη

)
ds, z ∈ Rm \B,

then we see from the jump properties of the single and double layer potentials
that (vη, v

s
η) satisfies the auxiliary problem (2.5a)–(2.5e) with ui = viη = 0, and

since this problem is well-posed we conclude that vη = 0. This result contradicts
the assumption that η is a Robin eigenvalue, and it follows that the set of z ∈ B
for which Φ∞(·, z) ∈ R(G) is nowhere dense in B. �

In order to relate the range of G to some convenient indicator function,
we require a different type of factorization of the auxiliary near field operator
F0 : L2(Sm−1)→ L2(Sm−1). For convenience we define the space

L(B) := (L2(B))m × L2(B),

and we begin by recalling the definition of the standard Herglotz operator U :
L2(Sm−1)→ L(B) as Ug := (∇ug, ug), where ug is the Herglotz wave function
with kernel g defined in (2.7). It is known (c.f. [7, Lemma 2.38]) that the range
of U is dense in the space

Hinc(B) := {(∇ψ,ψ) | ψ ∈ H1(B), ∆ψ + k2ψ = 0 in B}.

In a similar manner to our factorization of F , given (ϕ,ψ) ∈ R(U) we let
v∗ ∈ H1

loc(R2) be the unique radiating solution of

∇ ·A0∇v∗ + k2n0v
∗ = ∇ · (I −A0)ϕ+ k2(1− n0)ψ in Rm, (4.4)

where n0 is equal to η in B and one otherwise and A0 is the 2×2 matrix function
given by A0 = γI in B and A0 = I otherwise. By Green’s formula and the fact
that v∗ is a radiating solution of the Helmholtz equation in Rm \ B we may
write

v∗(x) = −
∫
B

Φ(x, y)
[
∆v∗(y) + k2v∗(y)

]
dy, x ∈ Rm \B,

which implies that

v∗∞(x) = −γm
∫
B

[
ikx̂·(I −A0)(∇v∗(y) + ϕ(y))

+ k2(1− n0)(v∗(y) + ψ(y))
]
e−ikx̂·ydy, x̂ ∈ Sm−1. (4.5)

Since the adjoint U∗ : L(B)→ L2(Sm−1) is given by

(U∗(ϕ,ψ))(x̂) = −
∫
B

[
ikx̂ · ϕ(y)− ψ(y)

]
e−ikx̂·ydy, x̂ ∈ Sm−1, (4.6)

we arrive at the factorization F0 = γmU
∗T0U , where the middle operator T0 :

L(B)→ L(B) is given by

T0(ϕ,ψ) := ((I −A0)(∇v∗ + ϕ), k2(n0 − 1)(v∗ + ψ)) (4.7)
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with v∗ the unique radiating solution of (4.4). We make the following necessary
assumption.

Assumption 4.3. We assume that k, γ, and η are such that there exist no
nontrivial solutions (w, v) of the homogeneous interior transmission problem

∆w + k2w = 0 in B (4.8a)

γ∆v + k2ηv = 0 in B (4.8b)

w − v = 0 on ∂B (4.8c)

∂w

∂ν
− γ ∂v

∂ν
= 0 on ∂B. (4.8d)

We remark that this assumption implies that η is not a Robin eigenvalue as-
sociated with the standard interior Dirichlet-to-Neumann map for the Helmholtz
equation in B. For a given scattering medium of interest (represented by the
choice of T ), this assumption has its own physical interpretation. In the particu-
lar case of scattering by a partially coated crack which we will study in the next
section, this assumption implies that η is not a crack transmission eigenvalue
(a value of η for which nontrivial solutions of (1.1a)–(1.1f) exist) for the case in
which no crack exists in the medium. It is known that the set of η for which
this problem has nontrivial solutions is discrete [11]. The importance of this
assumption is that the middle operator T0 is coercive on R(U) [7, Lemma 2.42],
which is a fundamental property for the application of the generalized linear
sampling method. We refer to [1] for further discussion on this assumption.

We now recall the generalized linear sampling method (GLSM) as given in
the appendix of [1] (see also [3]). We begin by defining B : L2(Sm−1)→ R as

B(g) := |(F0g, g)Sm−1 |

for g ∈ Sm−1. For this choice of auxiliary near field operator F0, it was shown in
[1] that B has the following relationship with the generalized Herglotz operator
H.

Lemma 4.4. If Assumption 4.3 holds, then given a sequence {gn} in L2(Sm−1),
the sequence {B(gn)} is bounded if and only if the sequence {‖Hgn‖H1(B)} is
bounded.

For fixed φ ∈ L2(Sm−1) and α > 0 we define the GLSM cost functional as

Jα(φ; g) := αB(g) + ‖Fg − φ‖2Sm−1 ,

and though this cost functional may not have a minimizer, by nonnegativity we
may define

jα(φ) := inf
g∈L2(Sm−1)

Jα(φ; g).

The following central theorem in GLSM relates the range of G to the functional
B and the modified far field operator F , and we refer to [1] for a proof.
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Theorem 4.5. Assume that F has dense range. Let C > 0 be a given constant
independent of α and consider a minimizing sequence {gα} of Jα(φ; ·) such that

Jα(φ; gα) ≤ jα(φ) + Cα.

Then φ ∈ R(G) if and only if the sequence {B(gα)} is bounded as α→ 0.

We remark that by Theorem 2.5 the modified far field operator F has dense
range provided that there exist no nontrivial solutions of the homogeneous inte-
rior Robin problem (2.8a)–(2.8b) of the form (2.9). By choosing φz = Φ∞(·, z)
for some z ∈ B, we may combine Theorems 4.1, 4.2, and 4.5 to obtain the
following characterization of the Robin eigenvalues associated with T .

Theorem 4.6. Assume that F has dense range and that Assumption 2.2 is
satisfied. Let C > 0 be a given constant independent of α and consider a mini-
mizing sequence {gzα} of Jα(φz; ·) such that

Jα(φz; g
z
α) ≤ jα(φz) + Cα.

Then η is a Robin eigenvalue if and only if the set of z ∈ B for which {B(gzα)}
is bounded as α→ 0 is nowhere dense in B.

In practice the measured scattering data represented by the far field operator
F will be subject to some noise, and as a result we must consider a regularized
cost functional defined as

Jδα(φz; g) := αBδ(g) +
∥∥Fδg − φz∥∥2

Sm−1 ,

where Fδ = F δ − F0, F δ is the noisy far field operator, and we define

Bδ(g) := |(F0g, g)Sm−1 |+ δ ‖g‖2Sm−1

for g ∈ L2(Sm−1). The noise constant δ > 0 is such that
∥∥F δ − F∥∥ ≤ δ. The

regularized cost functional now has a minimizer gzα,δ, and the above theorem
holds with the appropriate modifications. We refer the reader to the discussion
in [1, Section 3] for further details and references.

5. Application to scattering by a partially coated crack

We now apply the theory developed above to the case of scattering by a partially
coated crack. Let Γ ⊂ R2 be a smooth, open, nonintersecting arc, and moreover
assume that Γ is a subset of a smooth curve ∂D that encloses a region D in R2.
In this case we must choose the region B such that D ( B. We choose the unit
normal ν on Γ to coincide with the outward normal to ∂D, and for a function
u with sufficient regularity for the trace on ∂D to be well-defined we denote the
trace from the exterior and the interior of D as u+ and u−, respectively.

Given an entire solution ui of the Helmholtz equation in R2 representing an
incident field, the scattering of ui by a thin, infinitely long, cylindrical obstacle
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with cross section Γ which is coated on one side by a material with surface
impedance σ (which is assumed to be positive and bounded away from zero) is
given by the problem of finding the total field u = us + ui satisfying

∆u+ k2u = 0 in R2 \ Γ, (5.1a)

u− = 0 on Γ, (5.1b)

∂u+

∂ν
+ iσu+ = 0 on Γ, (5.1c)

lim
r→∞

√
r

(
∂us

∂r
− ikus

)
= 0. (5.1d)

The Sommerfeld radiation condition (5.1d) is assumed to hold uniformly in
all directions, and the same arguments as in Section 8.7 of [6] (where constant
σ > 0 was assumed) show that this problem is well-posed. In order to place this
problem into the framework we introduced in Section 2, we define the operator
TΓ : H1/2(∂B)→ H−1/2(∂B) such that TΓg := ∂w

∂ν |∂B , where w ∈ H1(B \ Γ) is
the unique solution of

∆w + k2w = 0 in B \ Γ, (5.2a)

w− = 0 on Γ, (5.2b)

∂w+

∂ν
+ iσw+ = 0 on Γ, (5.2c)

w = g on ∂B. (5.2d)

Writing an equivalent variational formulation of this Dirichlet problem clearly
shows that it is of Fredholm type, and consequently the following lemma guar-
antees that it is well-posed.

Lemma 5.1. The Dirichlet problem (5.2a)–(5.2d) with g = 0 has only the trivial
solution w = 0.

Proof. If w ∈ H1(B \ Γ) satisfies (5.2a)–(5.2d) with g = 0, then it satisfies the
variational problem

(∇w,∇w′)B\Γ − k
2(w,w′)B\Γ − i

〈
σw+, (w′)+

〉
Γ

= 0 (5.3)

for all w′ ∈ H1(B \Γ) such that (w′)− = 0 on Γ and w′ = 0 on ∂B. Taking the
imaginary part of (5.3) with w′ = w yields〈

σw+, w+
〉

Γ
= 0,

from which strict positivity of σ implies that w+ = 0 on Γ. The boundary

condition (5.2c) implies that ∂w+

∂ν = 0 on Γ as well, and an application of

Holmgren’s theorem [13] implies that w = 0 in B \ D. Since w and ∂w
∂ν are

continuous across ∂D \Γ it follows that both vanish on this portion of ∂D, and
another application of Holmgren’s theorem implies that w = 0 in D as well. �
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We observe that TΓ is the Dirichlet-to-Neumann map for the interior Dirich-
let crack problem (5.2a)–(5.2d) and that (5.1a)–(5.1d) is equivalent to (2.1a)–
(2.1b) with T = TΓ. We remark that we may also conclude well-posedness of
(5.1a)–(5.1d) from Theorem 2.1 using the operator T̃ = T̃Γ we will introduce
shortly. We now proceed to verify that T = TΓ possesses the required proper-
ties described in the previous sections. First, by well-posedness and linearity
of (5.2a)–(5.2d), we observe that TΓ is a bounded linear operator, and in the
following lemma we show that Assumption 2.2 is satisfied by T = TΓ.

Lemma 5.2. The operator TΓ satisfies Assumption 2.2.

Proof. For given g1, g2 ∈ H1/2(∂B), let wi ∈ H1(B \ Γ) satisfy (5.2a)–(5.2d)
for g = gi, i = 1, 2. Observing that wi|∂B = gi, i = 1, 2, and applying Green’s
second identity on B \D yields∫

∂B

(g1Tg2 − g2Tg1)ds =

∫
∂B

(
w1
∂w2

∂ν
− w2

∂w1

∂ν

)
ds

=

∫
∂D

(
w+

1

∂w+
2

∂ν
− w+

2

∂w+
1

∂ν

)
ds

since both w1 and w2 satisfy the Helmholtz equation in B \D. The boundary
condition (5.2c) implies that the portion of this integral over Γ vanishes, and
since wi, i = 1, 2, has continuous values and normal derivatives across ∂D \ Γ
and satisfies w−i = 0 on Γ we see that∫

∂B

(g1Tg2 − g2Tg1)ds =

∫
∂D

(
w−1

∂w−2
∂ν
− w−2

∂w−1
∂ν

)
ds.

Since both w1 and w2 satisfy the Helmholtz equation in D, another application
of Green’s identity implies that this integral vanishes, providing the desired
result. �

By Theorem 2.3 it follows that the far field pattern corresponding to (5.1a)–
(5.1d) satisfies the reciprocity principle (2.3), and applying Theorem 2.5 along
with the definition of TΓ implies that the modified far field operator F is injective
with dense range if and only if the interior crack transmission problem of finding
(w, v) ∈ H1(B \ Γ)×H1(B) satisfying

∆w + k2w = 0 in B \ Γ, (5.4a)

γ∆v + k2ηv = 0 in B, (5.4b)

w − v = 0 on ∂B, (5.4c)

∂w

∂ν
− γ ∂v

∂ν
= 0 on ∂B, (5.4d)

w− = 0 on Γ, (5.4e)

∂w+

∂ν
+ iσw+ = 0 on Γ, (5.4f)
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has no nontrivial solutions with v of the form (2.9). In order to emphasize the
specific application of interest, we call a value of η for which the interior crack
transmission problem (5.4a)–(5.4f) has nontrivial solutions a crack transmission
eigenvalue. It is known that the far field operator F corresponding to (5.1a)–
(5.1d) is always injective with dense range [6], and as a result no standard
transmission eigenvalues exist. Thus, although this type of eigenvalue has been
referred to as a modified transmission eigenvalue in [10], [11], and [12] we do
not introduce any confusion in our naming convention.

In order to study the solvability of the interior crack transmission problem
(5.4a)–(5.4f), we consider the following nonhomogeneous version. Given f ∈
L2(B), g ∈ H1/2(∂B), and h ∈ H−1/2(∂B), we seek (w, v) ∈ H1(B\Γ)×H1(B)
satisfying

∆w + k2w = 0 in B \ Γ, (5.5a)

γ∆v + k2ηv = f in B, (5.5b)

w − v = g on ∂B, (5.5c)

∂w

∂ν
− γ ∂v

∂ν
= −h on ∂B, (5.5d)

w− = 0 on Γ, (5.5e)

∂w+

∂ν
+ iσw+ = 0 on Γ. (5.5f)

By defining a lifting function ϕg ∈ H1
∆(B) such that ϕg|∂B = g, replacing v

with v + ϕg, and appropriately modifying the right-hand sides f and h, we
may assume without loss of generality that g = 0 in (5.5a)–(5.5f). With this
simplification we see that (5.5a)–(5.5f) is equivalent to the nonhomogeneous
interior Robin problem (3.1a)–(3.1b) with T = TΓ, and as a result we may
apply the theory developed in Section 3 to obtain results on this problem. We
begin by verifying that TΓ satisfies Assumption 3.2.

Before we factorize TΓ, we first choose a relative neighborhood Ω of ∂B in B
for which Ω is disjoint from Γ, and we choose a smooth cutoff function χ such
that χ = 1 on a relative neighborhood of ∂B contained in Ω, 0 ≤ χ ≤ 1, and
χ is supported in Ω. In particular, we see that χ = 1 near ∂B and χ = 0 in a
neighborhood of Γ. The purpose of introducing this cutoff function is to remedy
the mismatched spaces H1(B) and

H1
Γ− := {w ∈ H1(B \ Γ) | w− = 0 on Γ}

in which solutions of (5.5a)–(5.5f) lie. Indeed, the mapping X : ψ 7→ χψ is
well-defined from H1(B) into H1

Γ−(B \ Γ) and from H1
Γ−(B \ Γ) into H1(B).

If we define the cutoff solution operator SΓ : H1/2(∂B) → H1
∆(B) such

that SΓg := χwg, where wg satisfies (5.2a)–(5.2d) for this choice of g, then we
obtain the factorization TΓ = N∂BSΓ, where we recall that N∂B : H1

∆(B) →
H−1/2(∂B) is the Neumann trace operator on ∂B. From Green’s first identity
it follows that for each g ∈ H1/2(∂B) the operator TΓ satisfies

〈TΓg, g
′〉∂B = (∇wg,∇w′)B\Γ − k

2(wg, w
′)B\Γ − i

〈
σw+

g , (w
′)+
〉

Γ
(5.6)
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for all w′ ∈ H1
Γ−(B \ Γ) such that w′|∂B = g′. For a constant β > 0 to be

determined later, we define the operator T̃Γ : H1/2(∂B) → H−1/2(∂B) such
that〈

T̃Γg, g
′
〉
∂B

= (∇wg,∇wg′)B\Γ + k2β(wg, wg′)B\Γ − i
〈
σw+

g , w
+
g′

〉
Γ
. (5.7)

With this definition, we verify in the following two lemmas that T̃ = T̃Γ possesses
the desired properties described in Assumption 3.2, and we first remark that
even though B \Γ is not a Lipschitz domain due to the presence of the crack Γ,
the space H1(B \Γ) is nevertheless compactly embedded into L2(B \Γ), as can
be seen by writing B\∂D = (B\D)∪D and applying the standard compactness
result for each component.

Lemma 5.3. The operator T̃Γ − TΓ : H1/2(∂B)→ H−1/2(∂B) is compact.

Proof. We first observe that for all g, g′ ∈ H1/2(∂B) we have〈
(T̃Γ − TΓ)g, g′

〉
∂B

= k2(1 + β)(wg, wg′)B\Γ.

The definition of the operator norm and the Cauchy-Schwarz inequality imply
that

∥∥∥(T̃Γ − TΓ)g
∥∥∥
H−1/2(∂B)

= sup
g′ 6=0

∣∣∣〈(T̃Γ − TΓ)g, g′
〉
∂B

∣∣∣
‖g′‖H1/2(∂B)

= sup
g′ 6=0

∣∣∣k2(1 + β)(wg, wg′)B\Γ

∣∣∣
‖g′‖H1/2(∂B)

≤ C1 sup
g′ 6=0

‖wg‖B\Γ ‖wg′‖B\Γ
‖g′‖H1/2(∂B)

.

From well-posedness of (5.2a)–(5.2d) it follows that ‖wg′‖H1(B\Γ) ≤ C2 ‖g′‖H1/2(∂B)

for some constant C2 > 0 in dependent of g′ and we obtain∥∥∥(T̃Γ − TΓ)g
∥∥∥
H−1/2(∂B)

≤ C ‖wg‖B\Γ , (5.8)

where the constant C > 0 is independent of g. If a sequence {gj} in H1/2(∂B)
converges weakly to some g0 ∈ H1/2(∂B), then we see from well-posedness of
(5.2a)–(5.2d) that the sequence {wgj} converges weakly to wg0 in H1

∆(B \ Γ).

The compact embedding of this space into L2(B \Γ) implies that wgj → wg0
in

L2(B \Γ), and consequently from the inequality (5.8) we obtain (T̃Γ−TΓ)gj →
(T̃Γ−TΓ)g0 in H−1/2(∂B). It follows that the operator T̃Γ−TΓ maps weakly con-
vergent sequences in H1/2(∂B) to strongly convergent sequences in H−1/2(∂B),
and we conclude that T̃Γ − TΓ : H1/2(∂B)→ H−1/2(∂B) is compact. �

Lemma 5.4. The operator T̃Γ : H1/2(∂B) → H−1/2(∂B) satisfies Conditions
1 and 2 in Assumption 3.2.
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Proof. We first assume that 0 < γ < 1, and we aim to show that (3.3) in
Condition 1 holds. We let g ∈ H1/2(∂B), and we recall that wg is the solution
of (5.2a)–(5.2d). We first see that by definition of the cutoff function χ we
obtain

(Sg, Sg)B = (χwg, χwg)B = (|χ|2 wg, wg)Ω ≤ (wg, wg)Ω, (5.9)

and we observe that

(∇(Sg),∇(Sg))B = (|χ|2∇wg,∇wg)Ω+(|∇χ|2 wg, wg)Ω+2Re(χ∇wg, (∇χ)wg)Ω.

For any ε0 > 0 Young’s inequality asserts that

2Re(χ∇wg, (∇χ)wg)Ω ≤ ε0(∇wg,∇wg)Ω + ε−1
0 sup

B
|∇χ|2 (wg, wg)Ω,

from which we obtain

(∇(Sg),∇(Sg))B ≤ (1+ε0)(∇wg,∇wg)Ω+(1+ε−1
0 ) sup

B
|∇χ|2 (wg, wg)Ω. (5.10)

Combining (5.9) and (5.10) and defining Ω′ := (B \ Ω) \ Γ, we see that for any
α0 > 0 and ε1, ε2 > 0 we have

Re
〈
T̃Γg, g

〉
∂B
− γε−1

1 (∇(Sg),∇(Sg))B − k2α0ε
−1
2 (Sg, Sg)B

≥ (∇wg,∇wg)Ω′ + k2β(wg, wg)Ω′

+
[
1− γε−1

1 (1 + ε0)
]
(∇wg,∇wg)Ω

+
[
k2(β − α0ε

−1
2 )− γε−1

1 (1 + ε−1
0 ) sup

B
|∇χ|2

]
(wg, wg)Ω,

and the expression on the right-hand side is nonnegative if we choose 0 < ε0 <
γ−1 − 1, γ(1 + ε0) < ε1 < 1, 0 < ε2 < 1, and β > 0 sufficiently large.

We now assume that γ > 1, and we show that (3.4) in Condition 2 holds.
Let v ∈ H1(B), and let g = v|∂B . Then we see that v|∂B = (2χv − wg)|∂B and
we may write

Re
〈
T̃Γv, v

〉
∂B

= Re
〈
T̃Γ, 2χv − wg

〉
∂B

= 2Re(∇wg,∇(χv))Ω + 2k2βRe(wg, χv)Ω

− (∇wg,∇wg)B\Γ − k
2β(wg, wg)B\Γ.

For any δ1, δ2, δ3 > 0 we obtain from Young’s inequality that

2Re(∇wg,∇(χv))Ω ≤ 2 |(∇wg, χ∇v)Ω|+ 2 |(∇wg, (∇χ)v)Ω|
≤ (δ1 + δ2)(∇wg,∇wg)Ω + δ−1

1 (∇v,∇v)Ω

+ δ−1
2 sup

B
|∇χ|2 (v, v)Ω

and
Re(wg, χv)Ω ≤ δ3(wg, wg)Ω + δ−1

3 (v, v)Ω.
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Combining these estimates we observe that

Re
〈
T̃Γv, v

〉
∂B
≤ δ−1

1 (∇v,∇v)Ω+
[
k2βδ−1

3 + δ−1
2 sup

B
|∇χ|2

]
(v, v)Ω

+ (δ1 + δ2 − 1)(∇wg,∇wg)B\Γ + k2β(δ3 − 1)(wg, wg)B\Γ,

and the result holds with δ = δ−1
1 and c = k2βδ−1

3 + δ−1
2 supB |∇χ|

2
provided

that we choose 0 < δ2 < 1− γ−1, γ−1 < δ1 < 1− δ2, and 0 < δ3 < 1. �

Combining Lemmas 5.3–5.4 and their preceding discussion, we see that As-
sumption 3.2 holds for T = TΓ and consequently we obtain from Theorem 3.4
that the interior crack transmission problem (5.5a)–(5.5f) satisfies the Fredholm
property. In particular, this result implies that if η is not a crack transmission
eigenvalue then (5.5a)–(5.5f) is well-posed. From the representation (5.6) of TΓ

we see that
−Im 〈TΓg, g〉∂B =

〈
σw+

g , w
+
g

〉
Γ
≥ 0

for all g ∈ H1/2(∂B) and as a result Theorem 3.5 implies that every crack
transmission eigenvalue has nonnegative imaginary part. Thus, the remark after
Theorem 3.5 implies that the set of crack transmission eigenvalues is discrete
without finite accumulation point. Unfortunately, we cannot conclude existence
of crack transmission eigenvalues from Theorem 3.7 since this problem is not
self-adjoint, and it is unlikely that the existence theory from the end of Section
3 applies due to the lack of interior regularity of the domain B \ Γ.

We have also verified the assumptions required for application of the gener-
alized linear sampling method to compute crack transmission eigenvalues from
far field data corresponding to (5.1a)–(5.1d), and in the next section we provide
numerical examples in which we investigate both the effectiveness of eigenvalue
detection and the sensitivity of crack transmission eigenvalues to changes in the
surface impedance σ of the partially coated crack.

6. Numerical examples for the case of scattering by a partially coated

crack

We use the finite element software FreeFem++ [15] in order to generate simulated
scattering data and to compute eigenvalues for validating our method. We first
describe how we compute eigenvalues and eigenfunctions using finite elements.
It is tempting to use the variational formulation (3.2) with an explicit form of
TΓ in order to compute eigenvalues, in which we seek η and nonzero (w, v) ∈
H := {(ψ,ϕ) ∈ H1(B \Γ)×H1(B) | ψ−ϕ = 0 on ∂B, ψ− = 0 on Γ} such that

γ(∇v,∇v′)B − (∇w,∇w′)B\Γ
− k2(w,w′)B\Γ + i

〈
σw+, (w′)+

〉
Γ

= k2η(v, v′)B ∀(w′, v′) ∈ H.

Using finite element basis functions, we would construct a matrix A from the
left-hand side and a matrix B from the right-hand side (without η) and solve
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the generalized eigenvalue problem Au = ηBu. However, we would also need
to take into account the boundary condition w − v = 0 on ∂B built into the
space H, which is difficult to implement directly. In [11] this issue was overcome
by rewriting the problem in terms of u1 := w− v and enforcing a homogeneous
Dirichlet boundary condition on the outer boundary; in the present case, the
fields w and v do not lie in the same space, and as a result we must find an
alternative manner in which to enforce this boundary condition. Our choice is to
use a mixed finite element method in which we enforce the boundary condition
variationally. In particular, we define the sesquilinear forms ã(·, ·), b(·, ·), and
c(·, ·) as

ã((w, v), (w′, v′)) := γ(∇v,∇v′)B − (∇w,∇w′)B\Γ − k
2(w,w′)B\Γ

+ i
〈
σw+, (w′)+

〉
Γ

for all (w, v), (w′, v′) ∈ HΓ := {(ψ,ϕ) ∈ H1(B \ Γ)×H1(B) | ψ− = 0 on Γ},

b((w, v), ξ′) := 〈ξ′, w − v〉∂B

for all (w, v) ∈ HΓ and ξ′ ∈ H−1/2(∂B), and

c((w, v), (w′, v′)) := k2(v, v′)B

for all (w, v), (w′, v′) ∈ HΓ. It follows that the interior crack transmission
problem (5.4a)–(5.4f) is equivalent to the mixed variational problem of find-
ing ((w, v), ξ) ∈ HΓ ×H−1/2(∂B) such that

ã((w, v), (w′, v′)) + b((w′, v′), ξ) = ηc((w, v), (w′, v′)) ∀(w′, v′) ∈ HΓ, (6.1)

b((w, v), ξ′) = 0 ∀ξ′ ∈ H−1/2(∂B). (6.2)

We use P1 elements to discretize both components of HΓ, and we discretize
H−1/2(∂B) using piecewise constant elements on the boundary mesh induced
by the interior mesh. Representing the sesquilinear forms ã(·, ·), b(·, ·), and c(·, ·)
as finite element matrices A, B, and C, respectively, and enforcing the homo-
geneous Dirichlet condition w− = 0 on Γ, we solve the generalized eigenvalue
problem (

A B∗

B 0

)(
u
p

)
= η

(
C 0
0 0

)(
u
p

)
using the eigs command in MATLAB. We note that due to the lack of positive-
definiteness of the matrix on the right-hand side we slightly perturb the diagonal
by 10−15 before using eigs.

In order to construct the approximation of the far field operator F , we use
Ninc incident directions dj , j = 1, . . . , Ninc, distributed uniformly on the unit
circle, and we compute an Ninc × Ninc matrix F with Fi,j ≈ u∞(di, dj). By
the same process we may approximate the auxiliary far field operator F0 as
an Ninc × Ninc matrix F0 with (F0)i,j ≈ u0,∞(di, dj), but for simplicity we
choose B to be a disk centered at the origin and compute F0 analytically using
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separation of variables. In order to add noise to the data, we choose δnoise > 0
and set

Fδi,j = Fi,j

(
1 + δnoise

ζi,j + iµi,j√
2

)
, i, j = 1, . . . , Ninc,

where ζi,j and µi,j are uniformly distributed random numbers in [−1, 1] com-
puted using the rand command in MATLAB. Once the simulated data has been
computed with suitable noise added, we compute the data vector φz with ith
entry given by (φz)i = Φ∞(di, z), i = 1, . . . , Ninc, for some z ∈ B. In each
example we use Ninc = 51.

We now describe our implementation of the generalized linear sampling
method to compute interior crack transmission eigenvalues given the noisy far
field matrix Fδ, which is similar to that of [12] with the exception that we may
now use the simpler symmetric version of GLSM. Since the interior crack trans-
mission problem is not self-adjoint, we begin by choosing a region in the upper
half-plane in which to sample values of the eigenparameter η in a Cartesian
grid. For each sampled value of η we compute the auxiliary far field matrix
F0 and construct the approximation of the noisy modified far field operator Fδ
as the matrix Fδ := Fδ − F0. We then construct the discrete regularized cost
functional as

Jδα(g) := α |g∗(F0g)|+ αδg∗g + (Fδg − φz)
∗(Fδg − φz) (6.3)

for all g ∈ CNinc , where ∗ refers to the Hermitian transpose and δ > 0 is an
upper bound on the noise level. This cost functional is difficult to minimize
in CNinc as it is neither differentiable nor convex [2], and we follow similar
procedures to those found in [3]. We choose a starting point g0 as

g0 = arg min
g∈CNinc

(
β0 ‖g‖22 +

∥∥∥Fδg − φz

∥∥∥2

2

)
for a regularization parameter β0. The parameter β0 may be allowed to vary
with η and z if we choose it using the Morozov discrepancy principle, but we have
observed no additional benefit from this approach and we instead use Tikhonov
regularization with a fixed choice of β0 = 10−6. We carry out this minimization
procedure with the regtools package in MATLAB [14], and we note that ‖g0‖2
provides the indicator function for the linear sampling method.

With the parameter β0 > 0 and the initial guess g0 chosen, we must choose
the value of α and a suitable optimization algorithm in order to minimize the
cost functional Jδα(·). We adopt the heuristic α = β0/ ‖F0‖2, and we use limited
memory BFGS from the Complex Optimization Toolbox [18] described in [17] in
order to compute the minimizer gglsm

η . We then evaluate the indicator function
(the discrete version of B)

B(g) := |g∗(F0g)|+ δg∗g (6.4)

at g = gglsm
η . For each sampled value of η we repeat this process for 5 ran-

dom choices of z in B. By plotting the values of B(gglsm
η ) (averaged over the
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randomly chosen z) against η in the sampled region of the complex plane, we
obtain a contour map whose peaks should correspond to the crack transmission
eigenvalues. We use the eigensolver described at the beginning of this section
in order to test our ability to compute eigenvalues, and we investigate the sen-
sitivity of the eigenvalues to changes in the surface impedance σ of the partially
coated crack.

We begin by examining the sensitivity of crack transmission eigenvalues to
overall changes in a constant surface impedance σ = 4. We consider the case
when Γ is a circular arc defined parametrically as

rΓ(t) = (cos t+ x0, sin t+ y0), 0 ≤ t ≤ π/4, (6.5)

where (x0, y0) = (− cos(π/4),− sin(π/4)) is defined such that the midpoint of
the arc Γ lies is at the origin (see Figure 6). We choose B to be a disk of radius
R = 1 or R = 0.5 centered at the origin, and we consider both γ = 0.5 and
γ = 2. We note that either choice of R guarantees that Γ is contained in B. In
Figure 1 we plot the magnitude of the shifts in the crack transmission eigenvalues
resulting from overall changes in the surface impedance σ with R = 1 for both
γ = 0.5 (left) and γ = 2 (right), and in Figure 2 we show the same plots except
with R = 0.5. The eigenvalues appear to have a higher sensitivity to changes in
σ for γ = 0.5 compared to γ = 2 in both figures, with the maximum sensitivity
doubled in this example. Moreover, if we compare Figures 1 and 2 for each
value of γ, then we find that the choice R = 0.5 increases the sensitivity of the
eigenvalues by an order of magnitude. However, in the next example we will see
that while the choice R = 0.5 greatly improves the sensitivity of the eigenvalues
to flaws, it drastically decreases the accuracy of their detection from far field
data.

(a) R = 1, γ = 0.5 (b) R = 1, γ = 2

Figure 1: Plots showing the magnitude of the shift in the crack transmission
eigenvalues resulting from an overall change in σ for R = 1 and two different
values of the parameter γ. We observe that the eigenvalues exhibit an increase
in sensitivity for the choice γ = 0.5 compared to γ = 2.
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(a) R = 0.5, γ = 0.5 (b) R = 0.5, γ = 2

Figure 2: Plots showing the magnitude of the shift in the crack transmission
eigenvalues resulting from an overall change in σ for R = 0.5 and two different
values of the parameter γ. We observe that the eigenvalues exhibit an increase
in sensitivity for the choice γ = 0.5 compared to γ = 2.

In order to test the detection of crack transmission eigenvalues from far field
data, we use the same example and we focus on detecting the eigenvalues which
displays the greatest sensitivity. We add approximately 1.5% noise to the data,
and we use the same noisy far field data in each example. Since γ = 0.5 appears
to improve sensitivity of the eigenvalues to changes in σ, we restrict our attention
to this choice and compare the two choices of R in Figure 3. We see that with
the choice R = 1 we successfully detect the eigenvalue η = −0.30956 + 0.40281i,
whereas with R = 0.5 we fail to detect the eigenvalue η = −2.8644 + 3.8467i.
These examples suggest that a good choice of R must balance sensitivity of
the eigenvalues to changes in σ with the ability to accurately detect them from
far field data, and further experimentation for this example has shown that
R = 1 is a good choice to satisfy both of these criteria. We remark that this
phenomenon is not a unique feature of the present problem; it has been observed
for scattering by inhomogeneous media (c.f. [8], [9], and [11]) that domains with
corners often prevent the accurate detection of eigenvalues from far field data
unless B is chosen with smooth boundary ∂B which is sufficiently far from the
corners.

We now provide a more realistic scenario in which we choose a nonconstant
σ defined as

σ(x) = 1 + e−σ0|x|2 , x ∈ Γ, (6.6)

where σ0 > 0 is some constant. In Figure 4 we plot σ as a function of t using
the parametric definition (6.5) of the curve Γ with σ0 = 75 (left) and σ0 = 100
(right). We see that the curve with σ0 = 75 is slightly wider than the curve
with σ0 = 100, and in fact the relative error in the `2-norm between these two
functions is approximately 4%.

We first investigate the sensitivity of the crack transmission eigenvalues to
changes in the nonconstant surface impedance σ given by (6.6), and in Figure
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(a) R = 1, γ = 0.5 (b) R = 0.5, γ = 0.5

Figure 3: The detection of a crack transmission eigenvalue from far field data
with γ = 0.5 and eitherR = 1 (left) orR = 0.5 (right). The white stars represent
the exact eigenvalues computed from finite elements for each example. The
choice R = 1 permits an accurate detection of the eigenvalue η = −0.30956 +
0.40281i, whereas the choice R = 0.5 appears to be ineffective in detecting the
eigenvalue η = −2.8644 + 3.8467i.

(a) σ0 = 75 (b) σ0 = 100

Figure 4: A plot of the function σ as an argument of t using the parametric
definition of Γ for σ0 = 75 (left) and σ0 = 100 (right). The relative error in the
`2-norm betwen these two functions is approximately 4%.
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5a we plot the magnitude of the shift of each eigenvalue due to overall changes
in the constant σ0 = 75. In [11] it was found that for scattering by inhomoge-
neous media the sensitivity of modified transmission eigenvalues can sometimes
be predicted by the magnitude of the scaled eigenfunction w/ ‖v‖L2(B) in a
neighborhood of where the change occurs. Though the lack of self-adjointness
of the interior crack transmission problem prevents any analytic expression of
this fact, we may investigate a similar connection for crack transmission eigen-
values numerically. In Figure 5b each data point represents a crack transmission
eigenvalue (more are shown in this plot than in Figure 5a), and we have labeled
the eigenvalues from Figure 5a with the greatest sensitivity. The x-coordinate
of each point is the `2-norm of the scaled eigenfunction wsc := w/ ‖v‖L2(B)

restricted to Γ (with the restriction from the exterior of D, i.e. w+
sc), and the

y-coordinate is the magnitude of the shift in the eigenvalue from σ0 = 75 to
σ0 = 100. Though the relationship is far from monotonic, the trend is that the
sensitivity increases with the magnitude of w+

sc on Γ.
Though this observation is certainly useful in identifying eigenvalues with

high sensitivity, we remark that the generalized linear sampling method does not
provide any information on the eigenfunctions. Thus, a detailed knowledge of
the geometry and material properties of the reference configuration of the crack
is required in order to take advantage of this relationship. In Figure 6 we plot
the modulus of two eigenfunctions corresponding to η = −0.46627 + 0.23455i
(the eigenvalue in the above example with the greatest sensitivity) and η =
−1.0919 + 0.013252i (the eigenvalue with the least sensitivity), respectively, in
order to visualize the magnitude of the scaled eigenfunction wsc on Γ.

(a) sensitivity of the eigenvalues
(b) relationship between sensitivity and the
eigenfunctions

Figure 5: An investigation of the sensitivity of the crack transmission eigenvalue
to changes in the parameter σ0. The left figure shows the sensitivity of a few
eigenvalues to changes in σ0, and the right figure shows the relationship between
sensitivity of each eigenvalue and the `2-norm of the trace w+

sc of an associated
eigenfunction. We see a general trend that a higher magnitude of w+

sc results in
greater sensitivity of that eigenvalue to changes in σ0.
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(a) η = −0.46627 + 0.23455i (b) η = −1.0919 + 0.013252i

Figure 6: A plot of the modulus of the scaled eigenfunction wsc corresponding
to η = −0.46627 + 0.23455i (left) and η = −1.0919 + 0.013252i (right). The
dashed line represents the crack Γ. We observe from the color map that w+

sc

restricted to Γ has a higher magnitude for η = −0.46627 + 0.23455i than for
η = −1.0919 + 0.013252i.

We now focus our attention on the crack transmission eigenvalue η = −0.46627+
0.23455i, and in Figure 7 we plot the indicator function B(gglsm

η ) for both
σ0 = 75 (left) and σ0 = 100 (right) with approximately 0.8% noise. In both
plots the white star represents the exact eigenvalue computed from finite ele-
ments for σ0 = 75 in order to more clearly show the shift in the eigenvalue to the
change in σ to σ0 = 100. We see from this example that it is indeed possible to
detect crack transmission eigenvalues from far field data even for a complicated
surface impedance σ, and we may also detect small changes (in this case 4%) in
σ from shifts in its associated crack transmission eigenvalues.

7. Conclusion

We began by considering a general scattering problem in terms of a given op-
erator T which may be regarded as an interior Dirichlet-to-Neumann map, and
upon introducing an auxiliary scattering problem depending on a parameter
η we developed and investigated a generalized Robin eigenvalue problem as-
sociated with the operator T . We derived sufficient conditions for T in order
to guarantee certain properties of the associated Robin eigenvalues, including
discreteness of the eigenvalues, their distribution in the complex plane, and a
general existence theory. With the goal of detecting changes in the operator T
(in turn arising from changes to the material properties of the scattering medium
of interest), we showed that the generalized linear sampling method may be ap-
plied in this general framework in order to compute Robin eigenvalues from far
field data associated with T .

After working in generality for the bulk of our analysis, we introduced the
direct problem for scattering by a partially coated crack in R2 with surface
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(a) σ0 = 75 (b) σ0 = 100

Figure 7: Detection of a crack transmission eigenvalue for σ0 = 75 (left) and its
observed shift for σ0 = 100 (right). In both plots the white star represents the
exact eigenvalue computed from finite elements for the case σ0 = 75 in order to
clearly show the shift in the eigenvalue due to the change in σ.

impedance σ as an application of our general results, and we derived various
properties of the so-called crack transmission eigenvalues – the name given to
the Robin eigenvalues for this particular choice of T . Unfortunately, due to
the lack of interior regularity of solutions to this eigenvalue problem we were
unable to apply the general existence theory to conclude that crack transmission
eigenvalues exist, but we continued with a numerical investigation in which their
existence was seen numerically. We ended with numerical examples in which
we showed that crack transmission eigenvalues may indeed be computed from
far field data in the presence of noise and that they shift due to changes in the
surface impedance σ.

Two interesting conclusions from these examples are that the fixed param-
eter γ appearing in the auxiliary scattering problem may be tuned to improve
sensitivity of the crack transmission eigenvalues to changes in σ and that the
choice of the domain B must be a balance of sensitivity of the eigenvalues and
the ability to detect them from far field data. For any choice of the operator
T , an interesting open question is the precise effect of the choice of γ and B on
the distribution and sensitivity of the eigenvalues to changes in T .
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