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Preface

Proteins are highly complex molecules that are actively involved in the most basic and im-
portant aspects of life. These include metabolism, movement, defense, cellular communi-
cation, and molecular recognition. Accordingly, protein science is at the very center of bio-
logical research, and is applied to disciplines such as medicine, agriculture, biotechnology,
and even unconventional warfare.

In the last few decades, with the development of accurate and sophisticated means
of molecular structure determination, it has become clear that the functions of macro-
molecules in general and of proteins in particular are direct results of structure and struc-
tural dynamics. It has similarly become evident that, to obtain a true understanding of pro-
tein function, structure and dynamics, it is necessary to both qualitatively and quantitatively
characterize the dominant physical forces that act on proteins at the atomic level. These in-
sights have prompted the emergence of a new field in biological sciences, termed ‘structural
biophysics’.

This book aims to provide the reader with a detailed description of protein structure
and dynamics, combined with an in-depth discussion of the relationship between these as-
pects and protein function. We approach these topics through the lens of structural bio-
physics, focusing on the molecular interactions and thermodynamic changes that transpire
in highly complex biological systems. There are several types of textbooks describing pro-
tein structure and function. Biochemistry textbooks emphasize the functional aspects of
proteins and provide rather general descriptions of structures and the structure-function
relationships. Structural biology textbooks provide extensive descriptions of protein struc-
tures, and also refer to the structure-function relationships with varying degrees of detail.
However, energy-related aspects are often avoided. Molecular biophysics textbooks focus
on molecular interactions and thermodynamic aspects of protein structures, but tend not
to delve deeply into structural and dynamic aspects or into the structure-function relation-
ships. Our book refers to all of the aforementioned aspects, and attempts to provide a unified
view.Our energy-oriented approach ismanifested throughout the book, whether we discuss
structure, dynamics, or specific functions of proteins, such as catalysis or signal transduc-
tion. An extensive discussion of the energetics of protein structure is also given in a chapter
dedicated to this topic.

Most textbooks that describe the structure-function relationships in proteins do so by
using specific examples or protein types. This approach provides a broad view of protein ac-
tivity, but may be insufficient to enable the reader to draw general conclusions. Here, when
possible, we attempt to provide clear outlines of the principles of protein action (as we un-
derstand them).This is done throughout the book, but particularly in the last three chapters
describing membrane-bound proteins, protein-ligand interactions, and enzyme-mediated
catalysis. These topics, as well as any topic involving protein structure and function, are dif-

xxxv
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ficult to explain by using text and simple graphics. We therefore use the following means to
convey to the reader the full experience of protein science:

1. Numerous high-resolution figures that portray real three-dimensional (3D) protein
structures. Readers with a professional background in structural biology can also use
the (free) PyMOL session files that we provide for each structural figure. These files,
which are available online, can be viewed and manipulated using free PyMOL soft-
ware.

2. Animations of biochemical processes. The animations are fully accessible by
QR codes, which can be scanned directly and easily from the book by any smartphone
(see more in ‘Changes in second edition’ section). The animations can also be found
at the following URL: http://ibis.tau.ac.il/wiki/nir_bental/index.php/Proteins_Book

The central dogma of structural biology is the dependence of function on structure. Yet,
some proteins, termed ‘intrinsically unstructured proteins’ (IUPs), are inherently devoid of
a regular three-dimensional structure, and still have numerous functions. IUPs have been
studied extensively in the last few years, yet are not mentioned in most textbooks. We dedi-
cate a chapter of the book to these proteins, in order to provide amore complete and realistic
view of the proteome and explore the full repertoire of protein functions.

Much of the knowledge on the relationship between protein structure and function be-
came available only with the advent of technologies for the determination or prediction of
proteins’ three-dimensional structures. Accordingly, we provide a concise description of
the main experimental and computational methods used today for studying protein struc-
ture and dynamics. In this respect, we mention various Internet-based resources, such as
databases, algorithms, software and webservers, which are widely used and fully accessi-
ble to the reader. Moreover, as mentioned above, we emphasize that protein science is not
only of academic interest. Indeed, it has been applied in various industrial, medical, and
agricultural fields. In our book we discuss three of these applications: the industrial use of
enzymes, protein engineering, and the rational design of pharmaceutical drugs that target
specific proteins.We believe that our broad coverage of the different facets of protein science
makes our book relevant to both students and scientists of protein-related fields.

Introduction to Proteins: Structure, Function, and Motion is intended for various audi-
ences. First, the book can be used by undergraduate or graduate students of biochemistry,
structural biology, computational biophysics, bioinformatics, and biotechnology, as an in-
troduction to protein structure. In that sense, it may serve as a stand-alone textbook for
basic- to intermediate-level courses in structural biology. For such purposes, we provide
exercises related to theory and practice. Sample answers, as well as a set of PowerPoint slide
shows that incorporate the figures presented in this book, are also available for qualifying
instructors. Second, we expect that the parts of the book that provide detailed discussions of
energetic, dynamic and evolutionary aspects of proteins will be of special interest to post-
graduate scientists and industry professionals. To make it easier for these two groups of
readers to find their texts of interest, we have, in some cases, separated the basic material
from more advanced discussions by putting advanced material in numbered boxes. Finally,
the book refers to many everyday issues related to proteins and enzymes, such as medical
disorders, drugs, toxins, chemical warfare, and animal behavior. We hope that our coverage
of these topics will create interest among some non-professional science enthusiasts as well.

http://ibis.tau.ac.il/wiki/nir_bental/index.php/Proteins_Book
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The following is a general outline of the book:

Chapter 1, ‘Introduction’, includes three parts. The first provides an overview of pro-
teins’ main functions and their importance to various fields, e.g., medicine and
the drug industry. The second explains the central ‘structure-dynamics-function’
paradigm in proteins, thus providing the general rationale of the book. The third
part describes the non-covalent forces acting on macromolecules, an overview that
provides the reader with the necessary background to understand the notions pre-
sented later on in the book. Finally, the general layout of the book is presented.

Chapter 2, ‘Protein Structure’, describes in detail the different levels of protein struc-
ture. The physico-chemical properties of amino acids are described at length. The
descriptions of secondary, tertiary, and quaternary structures that follow empha-
size the structural principles achieved by the observed architectures. Other factors
affecting both protein structure and function — i.e., non-natural amino acids, enzy-
matic cofactors, prosthetic groups, and post-translational modifications — are also
described, with emphasis on the structure-function relationship. All of these top-
ics are exemplified using specific proteins. For instance, protein kinase A (PKA), a
central enzyme in cellular communication, is used to demonstrate some of the main
advantages of quaternary structure. Pyruvate dehydrogenase, a large enzyme com-
plex involved in carbohydrate metabolism, is used to demonstrate the roles of co-
factors and prosthetic groups in protein function. The end of the chapter discusses
a group of proteins that play relatively simple roles inside and outside cells, forming
large fibrous structures.We discuss somewell-studied examples such as collagen, the
principal protein of connective tissues, and keratin, a protein that provides tough-
ness to horns, nails and claws.

Chapter 3, ‘Methods of Structure Determination and Prediction’, describes the main
methods used today for structure determinations, and their applications. First,
methods based on particle and wave diffraction or scattering are described. These
include X-ray crystallography, neutron scattering, electron scattering, and electron mi-
croscopy. We then discuss spectroscopic methods, including nuclear magnetic reso-
nance (NMR) spectroscopy, electron paramagnetic resonance (EPR) spectroscopy, and
circular dichroism (CD). This discussion is followed by a description of computa-
tional methods for predicting protein structure, which can be classified into two
main groups, or approaches.The first, ‘physical’ approach relies onmathematical de-
scriptions of the physical forces acting on a protein’s atoms. We elaborate on several
well-knownmethods corresponding to this approach, includingmolecular dynamics
and simulated annealing. The second, ‘comparative’ approach, the most prominent
of which is homology modeling, relies on sequence comparisons and statistical data.
In covering this topic, we dedicate a great deal of the discussion to analyzing the ad-
vantages and disadvantages of each method and the cases in which a given method
is most applicable. Finally, we present the current tools for comparing the different
methods and evaluating their efficiency.

Chapter 4, ‘Energetics and Protein Stability’, discusses the thermodynamic aspects of
protein structure. It begins with an overview of the basic thermodynamic variables,
the means by which they can be measured or calculated, and their interpretation
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in molecular systems. In discussing the latter, we refer to biological processes that
can be characterized using thermodynamic variables. These include metabolic pro-
cesses, protein folding, and protein-ligand interactions. The second section of the
chapter discusses the main physical forces in a system with respect to their influ-
ence on protein structure. In the third and fourth sections we examine two cases in
which the theoretical principles discussed are applied. The first is the adaptation of
unicellular organisms to extreme environments, and the second is the use of protein
engineering to enhance the industrial uses of enzymes.

Chapter 5, ‘Protein Dynamics’, expands the structure-function paradigm by incorpo-
rating structural dynamics. Two aspects of protein dynamics are discussed: protein
folding, and folded (native) state dynamics. In addressing protein folding, we present
the current views on how proteins acquire their three-dimensional structures. This
field has been studied extensively, and we present the main conclusions. In addition,
we discuss somewell-known pathologies involving proteinmisfolding, such as cystic
fibrosis, Parkinson’s disease, and mad cow disease. Next, we discuss changes that can
occur in a protein’s native structure over time, and illustrate their functional impor-
tance on different levels. In this context, we elaborate on allostery as a key cellular
approach for regulating protein function through manipulation of a protein’s dy-
namic properties. We discuss different models and mechanisms of allostery and use
specific proteins to demonstrate them. For example, we refer to themedically impor-
tant enzyme dihydrofolate reductase (DFHR), which has been shown to be subject to
long-distance allosteric effects. The oxygen-carrying protein hemoglobin is used to
provide a detailed example of multi-level changes in protein dynamics induced by
allosteric regulators.

Chapter 6, ‘Intrinsically Unstructured Proteins’, focuses on a group of proteins that
seem to deviate from the ‘globular’ behavior presented in the previous chapters.
These proteins, called intrinsically unstructured proteins (IUPs), are characterized
by the absence of a regular tertiary structure. IUPs have evolved to fulfill many dif-
ferent functions that do not require a permanent structure, and even benefit from
the lack thereof. As in Chapter 2, we discuss the principal properties of IUPs, with
emphasis on the structure-function relationship.

Chapter 7, ‘Membrane-BoundProteins’, focuses on a subtype of globular proteins that
are located near and inside cellular membranes. These proteins constitute 20% to
30% of the genome and play numerous roles in cellular physiology. Unlike water-
soluble globular proteins, membrane-bound proteins are surrounded by a lipid en-
vironment, and are therefore subjected to different forces, and consequently be-
have differently. The first part of this chapter overviews the structure, organization,
and function of biological membranes. In particular, it discusses membrane asym-
metry and the variability of membrane composition (and hence, the variability of
membrane properties) among different organisms. The second part analyzes mem-
brane proteins, emphasizing common sequence- and structure-related themes, as
well as folding energetics. The third part discusses the important issue of protein-
membrane interactions, which has implications for both structures and functions
of membrane proteins. Finally, to illustrate the structure-function relationship in
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membrane proteins, we focus on G-protein coupled receptors (GPCRs), a group of
receptors that serve as targets of most pharmacological drugs. We discuss in detail
the 𝛽-adrenergic receptor, the structure of which has recently been determined in its
active state. Membrane proteins are notoriously difficult to crystallize, and are there-
fore desirable targets for structure prediction. Throughout this chapter, we mention
key computational approaches for locating membrane proteins within genomes, for
predicting their topology, and for predicting their full three-dimensional structures.

Chapter 8, ‘Protein-Ligand Interactions’, demonstrates the structure-function rela-
tionship in proteins by addressing proteins’ most important ability, i.e., binding to
other molecules. After a short overview of the functional aspects of this ability, we
discuss past and present theories on binding and their thermodynamic implications.
We then analyze protein binding on a molecular level, by focusing on the prop-
erties of protein binding sites. One such property is electrostatic potential, which
we discuss using the example of acetylcholinesterase (AChE). AChE is a major en-
zyme responsible for the correct functioning of the nervous system and is, therefore,
also a major target of various nerve agents and toxins. Its action is extremely fast,
in part because of the mechanism of ‘electrostatic steering’, which the enzyme uses
to draw its natural substrate into a catalytic site. The chapter subsequently illustrates
the principles discussed above of protein-ligand binding by addressing the example
of protein-protein interactions. Finally, we discuss the rational design of pharma-
ceutical drugs, which is a key practical application of protein-ligand interactions.

Chapter 9, ‘Enzymatic Catalysis’, discusses enzymes, which are probably the most so-
phisticated proteins in terms of function and molecular mechanism. In contrast to
most biochemistry and protein structure and function books, this chapter provides
a wide-angle, yet detailed description of various topics related to enzymes, including
types of enzymes and reactions,molecularmechanisms, thermodynamics and kinet-
ics, specificity, regulation, and ‘real-world’ applications, bothmedical and industrial.
In accordance with the central theme of the book, Chapter 9 emphasizes structure-
function relationships in enzyme catalysis, including some aspects that are usually
ignored in other books, e.g., quantum tunneling and vibrational effects. Finally, the
reader is provided with animations of the numerous chemical reactions and enzy-
matic mechanisms described in this chapter. These animations are easily accessible
via in-text QR codes that can be scanned using a smartphone. The animations can
also be found at the following URL: http://ibis.tau.ac.il/wiki/nir_bental/index.php/
Proteins_Book

In this book, we use numerous proteins as examples, demonstrating the various topics and
principles discussed. Some proteins are mentioned in several different contexts, to reflect
the multiple ways in which proteins can be studied and analyzed. For example, hemoglobin
is used to demonstrate quaternary structure, pathologies stemming from structure-altering
mutations, and the role of dynamics in allosteric regulation. Another example is the cancer-
related ras protein, used to demonstrate different types of post-translational modifications.

http://ibis.tau.ac.il/wiki/nir_bental/index.php/Proteins_Book
http://ibis.tau.ac.il/wiki/nir_bental/index.php/Proteins_Book
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Changes in Second Edition

The field of proteins is vast, and in the seven years that have passed since the publication
of the first edition of this book, many exciting discoveries have emerged, covering virtu-
ally every topic discussed herein. We have updated all of our discussions accordingly, with
emphasis on the following:

Membrane proteins (Chapter 7) — Three-dimensional structures of membrane pro-
teins have always been more difficult to determine compared with the structures of
water-soluble proteins. Dramatic progress has been made in structure determina-
tion methods, resulting in numerous new structures of highly important membrane
proteins, including receptors, channels, transporters, and enzymes. Furthermore, in
certain types of membrane proteins, such as GPCRs, the new structures have pro-
vided new functional insights. For example, many of the new GPCR structures were
determined in a partially or fully activated mode. Such structures were almost com-
pletely absent when the first edition of this book came out. Accordingly, in the cur-
rent edition, we are able to elaborate on the activation processes of GPCRs. In ad-
dition, the availability of new structures of GPCRs belonging to classes B, C and F
enables us to describe the features that these proteins share with the more common
class A GPCRs, as well as their differences.

Methods for studying proteins (Chapter 3)— Recent technological breakthroughs in
cryo-electron microscopy (cryo-EM) and small-angle X-ray scattering (SAXS) are
reshaping structural biology. First, thanks to dramatic improvement in the resolu-
tion of cryo-EM, scientists have been able to determine the structures of many pro-
teins that are difficult to crystallize and therefore inaccessible to X-ray diffraction
(e.g., membrane proteins). Second, cryo-EM and SAXS have facilitated the struc-
tural determinations of large protein complexes, which are often the proteins’ func-
tional forms.Third, the data extracted from thesemethods can be used as constraints
that guide computational structure predictions of proteins. Thus, the availability of
such data has revolutionized the field of computational structure prediction. To re-
flect these developments, we have expanded Chapter 3 significantly by elaborating
on the uses of cryo-EM and SAXS. We also provide an extensive discussion of new
hybrid computational methods, which integrate different approaches for the pur-
pose of computational structure prediction.

Enzyme catalysis (Chapter 9) — The relationship between structure and function in
proteins reaches its highest level of sophistication in enzymatic catalysis. Enzymes
are also key components in all life-forms, and are involved in virtually all life pro-
cesses. For this reason, we addressed enzymes and enzymatic catalysis in the first
edition, emphasizing their metabolic roles. However, since enzymes are routinely
described in biochemistry textbooks, we refrained from elaborating on this topic.

xli
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Yet, the recent proliferation of structural and biophysical analysis methods has led to
a better understanding of the structures, energetics, molecular dynamics, and chem-
ical mechanisms of enzymes. This made it possible in the current edition to apply
our physicochemical approach to enzymatic catalysis, as we had done previously for
the other aspects of protein structure and function. Thus, we have added a com-
pletely new chapter to the book, which provides an extensive description of various
aspects of enzymes, including types and classifications, metabolic roles, molecular
mechanisms, kinetics, energetics, dynamics, the use of cofactors, inhibition, related
diseases, engineering, and practical uses in medicine and in other industries. Our
discussion of catalytic mechanisms integrates structural, dynamic, and thermody-
namic aspects, including quantum phenomena, which are ignored in most text-
books. This comprehensive coverage provides the reader with what we believe is
an unprecedented view of enzymes. We decided to make this chapter the last one
in the book, because all the important principles of enzymatic catalysis result from
phenomena described in the previous chapters: preorganized structure (Chapter 2),
dynamic qualities (Chapter 5), and protein-ligand interactions (Chapter 8). Simi-
larly, applications that involve enzymes are also touched on in earlier chapters; for
example, enzyme engineering is largely based on general protein engineering and
drug design principles, which are described in Chapter 8.

In addition to updating the book and expanding its scope, we also aimed to make it more
reader-friendly. Thus, the second edition includes a larger number of figures, and also in-
corporates two new technical features that make the learning experience more enjoyable
and efficient:

Animations — Certain processes, such as multistep chemical reactions and conforma-
tional changes in macromolecules, are difficult to describe using static images alone.
We have therefore created animations of these processes, each of which is linked to
the corresponding book page via a QR code, which the reader can scan using a smart-
phone. Scanning the QR code immediately links the smartphone to the Internet loca-
tion of the animation, enabling the reader to watch the animation while reading the
book. The animations can also be found at the following URL:
http://ibis.tau.ac.il/wiki/nir_bental/index.php/Proteins_Book

PyMOL session files — The book contains numerous images of 3D protein structures,
which are used to explain structural, dynamic, and functional phenomena. While
these images are very informative, readers and instructors often wish they could look
at the displayed proteins from different angles or use different molecular represen-
tations to get a better understanding of the ideas that an image aims to illustrate.
PyMOL is free software that can be used to perform such manipulations, provided
that the user has a file containing the protein’s 3D coordinates. In the current edition,
we provide PyMOL session files (.pse) for many of the structural images in the book.
Each session file allows the reader to use PyMOL to open a molecular representation
of the protein, exactly as it is shown in the corresponding book image. The reader can
then use the representation as a starting point for further changes andmanipulations.
The provided PyMOL session files include, in most cases, pre-defined elements of the
respective proteins (secondary structures, ligands, electrostatic potential maps, anno-
tations of polar interactions, etc.), which make it easier for the readers to manipulate
the proteins.

http://ibis.tau.ac.il/wiki/nir_bental/index.php/Proteins_Book
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Physical Quantities and
Constants

QUANTITIES

Quantity Name Symbol SI units Related units

Base units

length meter m m
mass kilogram kg kg gram = 10−3 kg

Da*a = 1.66 × 10−27 kg
time second s s
temperature kelvin K K
amount of substance mole mol mol
electric current ampere A A

Derived units

force newton N m·kg·s−2

energy joule (N·m) J m2·kg·s−2 calorie = 4.18 J
pressure pascal (N·m−2) Pa m−1·kg·s−2

electric charge coulomb C s·A
electric potential volt V m2·kg·s−3·A−1

Celsius temperature degree Celsius °C K − 273.15
capacitance farad (C·V−1) F m−2·kg−1·s4·A2

permittivity*b farad per meter 𝜀; F·m−1 m−3·kg−1·s4·A2

electric dipole moment coulomb–meter C·m s·A·m Debye = 3.34 × 10−30 C · m
*aDalton, a.k.a. molecular weight or atomic mass unit (a.m.u), is defined as 1/12 of the mass of an unbound, neutral 12C
atom.

*bA measure of how much a medium resists the propagation of an electric field.
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CONSTANTS

Constant Symbol Value Definition

Avogadro’s constant 𝑁A 6.022 × 1023 mol−1 Number of particles in 1mol of substance
Electronic charge 𝑒 1.602 × 10−19 C Electric charge of an electron
Faraday’s constant 𝐹 = 𝑁A𝑒 96,485C·mol−1 Electric charge per mole of electrons
Universal gas constant*a 𝑅 8.314 J·K−1·mol−1

(1.989 cal·mol−1·K−1)
Relation of energy to temperature at mol scale

Boltzmann’s constant 𝑘B = 𝑅/𝑁A 1.381 × 10−23 J·K−1

(3.3 × 10−24 cal·K−1)
Relation of energy to temperature at single
particle scale

Planck’s constant ℎ 6.626 × 10−34 J·s Relation between photon energy and frequency
Permittivity of free space 𝜀0 8.854 × 10−12 F·m−1 Permittivity of vacuum
Dielectric constant*b 𝜀𝑟 = 𝜀/𝜀0 1, 2, 3, … Permittivity of a substance compared to that of

vacuum
Coulomb’s constant 𝑘𝑒 8.987 × 109 N·m2·C−2 Proportionality in equations relating electric

variables (1/4𝜋𝜀0)
*aAlso known as ‘molar gas constant’.
*bAlso known as ‘relative permittivity’.
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CH A P T E R 1

Introduction

1.1 IMPORTANCE OF PROTEINS IN LIVING ORGANISMS

1.1.1 Life, proteins and mysterious forces
What is life? If you could ask an early 18th century scientist this question, he or she would
probably mention ‘vital forces’ — mysterious, metaphysical energies that inhabit ‘organic’
matter, and that keep organisms alive and functional. This concept is very old, preceding
the philosophers of ancient Greece, perhaps even Egypt. Yet, despite the numerous scien-
tific revelations of the last millennia in physics, chemistry and physiology, such ideas advo-
cating the metaphysical uniqueness of living matter continued to be widely accepted until
as recently as 150 years ago [1]. The change came in the beginning of the 19th century, with
the gradual spreading of mechanistic theories regarding nature and physiology [2]. These
philosophies posited that all life-related phenomena can be explained by the same physical
and chemical principles that rule the inanimateworld [3]. An important breakthrough of this
approach was achieved by Louis Pasteur (1822–1895), who demonstrated that the chemi-
cal process of converting sugar into alcohol (i.e., fermentation) was a result of the growth of
microorganisms. In doing so, Pasteur established a link between life processes and chemical
reactions. Pasteur’s work was followed by studies of scientists such as Marcellin Berthelot
and Eduard Buchner [4] (Figure 1.1), who demonstrated that it was possible to achieve fer-
mentation, in addition to other life-related processes, in the absence of microorganisms,
by using substances extracted from those microorganisms*1. These substances were termed
‘enzymes’ [5], which means ‘in yeast’, and although their chemical nature was at first unclear,
they were later found (in all cases) to be proteins. These proteins acted as catalysts, i.e., they
accelerated chemical reactions within cells and tissues without changing their nature. The
discovery of enzyme activity led to a major turning point in scientific thinking: Life was
no longer considered to be a result of mysterious and vague phenomena acting on or-
ganisms, but instead the consequence of numerous chemical processesmade possible by
proteins*2. Indeed, this notion became the cornerstone ofmodern biochemistry andmolec-
ular biology. Since the work of Pasteur and his successors, researchers have identified many
other functionally important proteins, in addition to enzymes. Perhaps the best-known ex-
ample of an important non-catalytic protein is hemoglobin, an animal protein functioning

*1For his work, Buchner received a Nobel Prize in chemistry, considered to be the first awarded to a bio-
chemist.

*2The word ‘protein’ (primarius in Latin, πρώτειος in Greek) means ‘of the first rank’ [6,7]. This term was
coined by Berzelius and used for the first time in a publication by Mulder [8], in 1838.
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2 ■ Proteins: Structure, Function & Motion

in carrying oxygen from the lungs to body organs and tissues, as well as carrying CO2, a
metabolic waste product, back to the lungs. The genetic revolution that started in the sec-
ond half of the 20th century — which has led to the deciphering of DNA structure, as well
as the genetic code — has even further elucidated the nature of proteins. Specifically, we
now know that proteins are more than just ‘molecular machines’ active within cells and tis-
sues; they are also the primary products of genes, responsible (among other things) for the
expression of genetic information.

In this book we aim to convey the principles of protein action to the reader, using a
mechanistic approach. The book is primarily intended for readers who have some basic
background in biochemistry and cell biology. For those readers who are new to biologi-
cal sciences, we use the following subsections to explain the general architecture of living
organisms, and the major roles of their proteins.

FIGURE 1.1 Eduard Buchner, winner of the 1907 Nobel Prize in chemistry. The image is taken
from [9] (originally from [10]).

1.1.2 Molecular organization of living organisms
Earth is populated by a huge diversity of organisms, the number of which is estimated to
be in the millions [11]. Despite this diversity, which is manifested in morphology, behavior,
diet, and modes of reproduction, there is one universal trait shared by all organisms; they
are all made of cells [2,12,13]. Indeed, the basic cellular structure can be found in bacteria and
yeasts, which are made up of single cells (i.e., unicellular); in simple invertebrates that con-
tain several tens of nearly identical cells that all share the same function; and in mammals
(including humans), whose bodies contain trillions of morphologically and biochemically
distinct cells. These cells are organized in a hierarchical manner as tissues and organs, and
carry out distinct functions. Humans were completely unaware of the existence of cells un-
til the invention of the light microscope around the 17th century. That is because even the
largest cells are at least five times smaller than the resolution capacity of the human eye.

It is customary to separate the population of biological cells (and the organisms they
form) into two principal types. The first type, termed ‘prokaryotic’, is small (~1 μm =
10−6 m), and lacks any visible internal organization. A prokaryotic cell consists of a lipid
membrane (the plasma membrane) engulfing an inner aqueous environment (the cyto-
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plasm). The cytoplasm is where all life processes take place, and it is separated from the
external environment of the cell by the plasma membrane. This separation, however, is not
absolute; the membrane selectively allows the uptake of required molecules from the en-
vironment into the cell and the excretion of waste products. In addition, the membrane
‘senses’ the outside environment and relays important information into the cell. Prokaryotic
organisms include all bacteria, which are the most abundant form of life on Earth. Bacterial
cells also have cell walls, which physically protect them from the external environment.

The second and more advanced type of cell is termed ‘eukaryotic’. Eukaryotic cells are
much larger than prokaryotic cells, with a diameter ranging between 10 μmand~100 μm. In
addition to containing aqueous fluid (cytosol), the eukaryotic cytoplasm also includes
inner compartments (organelles) that specialize in carrying out distinct cellular pro-
cesses (Figure 1.2). The nucleus is the organelle containing the cell’s genetic material. A re-
gion in the nucleus called the nucleolus specializes in constructing some of the cell’s biosyn-
thetic machinery. Mitochondria are the cell’s power stations, extracting chemical energy
from food and storing it as accessible energy currency (ATP, see below). The endoplasmic
reticulum (ER), a closed membranous structure extending from the nucleus towards the pe-
riphery, is responsible for the synthesis and modification of membrane proteins as well as
of proteins destined for secretion or for other organelles. Protein synthesis and modifica-
tion take place in a region of the ER termed the ‘rough endoplasmic reticulum’ (rER). As
the major biosynthetic center of the cell, the ER is also responsible for building most of the
cell’s lipids. This process takes place in a different region of the ER, termed the ‘smooth en-
doplasmic reticulum’ (sER). The Golgi apparatus is a collection of membranous sacs near the
periphery of the cell. It receives lipids and proteins from the ER and sorts them for distribu-
tion to different cellular locations, as well as for secretion. Eukaryotic cells may be further
separated into plant and animal cells. Plant cells have several additional features, which are
absent in animal cells: The cell wall of a plant cell resides peripherally to the plasma mem-
brane, and provides mechanical support to the cell. The second feature, the vacuole, plays
several roles. First, it stores nutrients, waste products, and pigments. Second, it participates
in degradation of cellular components. Finally, it regulates cell size, pH, and turgor pressure.
Chloroplasts, which are also present in algae, perform photosynthesis, a highly complex pro-
cess in which solar energy is harnessed for the synthesis of carbohydrates from atmospheric
CO2. In other words, chloroplasts convert inorganic carbon into organic form. In doing so,
plants and algae supply fuel and building blocks for higher organisms, such as fish, insects,
reptiles, birds, and mammals.

In addition to the larger and more complex organelles, eukaryotic cells also contain
vesicles of different kinds, which perform various functions. For example, lysosomes func-
tion as waste disposal units; they contain hydrolytic (i.e., degrading) enzymes that decom-
pose outdated molecules, organelles, and chemicals that have penetrated the cell. Another
type of vesicle, the peroxisome, contains oxidizing enzymes. The oxidation acts on different
molecules for different reasons, e.g., the neutralization of drugs and toxins. Finally, trans-
port vesicles allow the cell to transfer proteins and lipids between the different organelles, to
integrate certain proteins within the plasma membrane, to externalize other proteins (exo-
cytosis), and to internalize extracellular proteins (endocytosis and phagocytosis).

The separation of organisms into prokaryotes and eukaryotes is not just structural; it
also represents the evolution of life on the planet. Although we are not sure when exactly
life began on Earth, there is evidence that unicellular life forms with prokaryotic cell struc-
tures existed as early as 3.2 to 3.8 billion years ago [15–18]. These simple organisms went
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FIGURE 1.2 An illustration of the inner organization of a eukaryotic animal cell. (1) Nucleolus.
(2) Nucleus. (3) Ribosome. (4) Vesicle. (5) Rough endoplasmic reticulum (rER). (6) Golgi appara-
tus. (7) Cytoskeleton. (8) Smooth endoplasmic reticulum (sER). (9) Mitochondria. (10) Vacuole.
(11) Cytosol. (12) Lysosome. (13) Centriole. The image is taken from [14].

through numerous evolutionary cycles of mutations and selection, leading to a morpholog-
ically and metabolically diverse collection of bacteria. Despite these changes, it seems that
for 2 billion years or so there was no change in the basic prokaryotic structure of the bac-
terial organisms populating Earth. Indeed, the first known eukaryotic organisms appeared
only 1.5 billion years ago. These cells contained very simple inner compartments, which,
according to the accepted theory were formed by infolding of intracellular membranes into
hollow bodies. These compartments developed into the nucleus, ER and Golgi apparatus.
Mitochondria and chloroplasts emerged later. Judging by the characteristics of these or-
ganelles, Lynn Margulis has suggested that both mitochondria and chloroplasts originated
from ancient bacteria capable of oxidative metabolism and photosynthesis (respectively),
and internalized by primitive eukaryotic cells (the endosymbiotic theory [19]). According to
this theory, these bacteria somehow escaped digestion by the host cell, and over the eons
gradually lost their independent characteristics. Thus, they turned into cellular organelles
that are dependent on the host, but still capable of carrying out their ancestors’ principal
metabolic functions [19,20].

Unicellular organisms populated the Earth exclusively until about 1 billion years ago,
when the first simple multicellular organisms started to appear. About 600 million years
ago, a sharp rise in the number of different types of complex multicellular species occurred.
The exact reason for this ‘Cambrian explosion’ is still a matter of speculation. However, at
roughly the same time, the atmosphere oxygen levels reached their maximum [21], and it
is assumed that the two events are connected. That is, because complex multicellular or-
ganisms consume large quantities of oxygen, they were not able to form until oxygen levels
in the atmosphere reached a certain threshold value. In any case, this occurrence started a
chain of events, which finally led to the formation of tissues and organs in higher organisms.

Why is the cellular structure so important for maintaining life? There may be several
answers to this question, but at the most basic level, the advantage of cells is that they en-
able the organisms they build to distinguish themselves from the environment. That is to
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say, the cellular structure creates an inner environment that differs in its physical and
chemical properties from the outer environment. The manifestation of this distinction is
what we call ‘life processes’, i.e., the ability of the cell to extract energy from its environ-
ment, build complex materials and degrade waste, grow, divide, move, etc. (see Table 1.1).
Given that living organisms are made of the same atoms as inanimate matter, it may seem
strange that cells are chemically unique. Indeed, carbon, hydrogen, oxygen, nitrogen, and
sulfur, which are the common atoms of living tissues, all come from either the crust or
atmosphere of our planet. However, there is a difference between chemical composition
and molecular composition. That is, the uniqueness of biological cells is not expressed in
their atomic composition, but rather in the way these atoms are organized in the formof
molecules. Whereas the cells’ inanimate environment is made of simple molecules such
as water (H2O), gases (O2, N2, CO2), metals and minerals, cells include, in addition to
the above, complex molecules. In particular, cells are rich in highly complex molecules
termed macromolecules, which may contain thousands to millions of atoms. As we will see
later, macromolecules are built from basic organic building blocks, all of which have
unique properties that make the existence of macromolecules (and life) possible — the
tendency to self-assemble.That is, these small organic molecules tend to chemically re-
act and physically interact with each other to form larger andmore complex molecules.

There are three types ofmacromolecules: proteins, nucleic acids and carbohydrates (Fig-
ure 1.3). These are responsible for the most basic aspects of life processes. Nucleic acids,
i.e., DNA and RNA, function in the encoding and expression of the cell’s own genetic infor-
mation. Complex carbohydrates function as energy stores in animals (glycogen) and plants
(starch); as constituents of the cell wall in plants (cellulose) and of the exoskeleton of in-
sects (chitin); and as a sophisticated means of molecular recognition. In addition, the above
macromolecular building blocks (nucleotides and monosaccharides) and their chemical
derivates fulfill many other roles at the cellular, tissue, and organ levels.

Proteins also play a variety of important roles in cells and tissues, and their unique prop-
erties distinguish them from nucleic acids, lipids and carbohydrates. Proteins are the most
extensively studied, and perhaps the most interesting molecules in life sciences. Why is this
the case? First, they are the most abundant macromolecules in cells, making up as much
as ~50% of the cell’s total dry mass [22,23]. Moreover, the number of different functional
proteins in cells and tissues is much higher than the number of other macromolecules. Al-
though RNA molecules have been discovered in recent years to be much more diverse than
previously believed and to carry out certain cellular functions such as regulation [24] and
catalysis [25,26], they have yet to match the diversity of proteins.

Protein diversity, the importance of which is explained below, is particularly pro-
nounced in eukaryotic cells, due to gene splicing and post-translational processing [27]. For
example, the human body is estimated to contain only 20,500 [28]*1 genes but ~100,000 dif-
ferent proteins [30], and biochemical methods of protein detection suggest that each cell may
express up to 15,000 distinct proteins [31–33]. The total number of protein types in nature has
yet to be determined, although estimates do exist. For example, in specific organisms whose
genomes have been sequenced, it is possible to determine the total number of different pro-
teins according to the number of open reading frames in the organisms’ DNA. The number
of proteins produced thus far by this method is on the order of millions [34,35]. Another esti-
mate, carried out according to the (estimated) number of species on Earth, suggests a much
greater number of proteins: 1010–1012 [30]. In any case, these estimates indicate that large

*1According to a new study the number is even lower, 19,000 genes. [29]
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numbers of proteins exist in nature. This conclusion is highly significant, as it suggests
that proteins are functionally diverse.

TABLE 1.1 Shared characteristics of all life forms. Steven Bottomley (Curtin University), per-
sonal communication.

The tenets of life on Earth

• A highly organized, dynamic, and complex cellular system of enzyme-catalyzed
chemical transformations.

• Ability to extract, transform, and use energy from the environment.
• Self-assembly of simple building blocks into complex molecules and structures.
• Ability to self-replicate.
• Ability to sense and respond to the environment.
• Ability to evolve.

1.1.3 Proteins have numerous biological roles
Indeed, proteins carry out numerous roles, and are involved in virtually all life processes
in biological organisms. These roles can be grouped into a few types, which will be briefly
discussed in the following subsections. Some of the functions overlap, as can be expected
when dealing with such a complex system. More elaborate descriptions can be found in
biochemistry [37] and cell biology [38] textbooks.

1.1.3.1 Catalysis of metabolic processes
Living organisms maintain a wide range of metabolic processes that allow them to grow
or divide, extract energy from foodstuff, build complex materials, decompose waste prod-
ucts, detoxify harmful substances, etc. These metabolic processes, which are responsible
for sustaining life in all organisms, involve thousands of chemical reactions that cells
and tissues execute both simultaneously and consecutively. Many of these reactions oc-
cur readily, as their products are more stable (i.e., have less free energy*1) than their reac-
tants. However, the molecular needs of the organism dictate that these reactions must be
completed within a time scale of 10−5 to 102 seconds [39]. In stark contrast, many chemical
reactions havemuch longer half-lives, whichmay span fromminutes tomillions of years [40].
Obviously, during their long evolution processes, living organisms have developed means
of accelerating the chemical reactions occurring within them.

According to the currently accepted model, a chemical reaction transforms reactants
into products via a short-lived and high-energy transition state (Figure 1.4). The energy
required for a reactant to be converted into its transition state is called the activation en-
ergy (𝐸𝑎), and the rate of the reaction depends directly on the magnitude of this energy,
as well as on the temperature. This relationship is captured by the well-known Arrhenius
equation [41]:

𝑘 ∝ e(−𝐸𝑎/𝑅𝑇 ) (1.1)

(where 𝑘 is the reaction rate, 𝑅 is the universal gas constant (1.989 cal/(molK)), and 𝑇 is the
absolute temperature (in K)).

*1There are different types of energy (thermal, kinetic, electric, etc.), but they all add up to what is called free
energy, which, in other words, is the total energy in the system.This concept is described in detail in Chapter 4.
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(a)

(c)

(b)

FIGURE 1.3 The three types of macromolecules in biological cells and tissues. (a) Proteins. The
enzyme glutamine synthase is shown, with atoms presented as spheres. Each of the six subunits is
colored differently. (b) Nucleic acids.The B-DNA double helix is shown, with covalent bonds shown
as sticks. The color code follows the convention: carbon atoms are green, oxygen atoms are red,
hydrogen atoms are white, nitrogen atoms are blue, and phosphorus atoms are orange. (c) Complex
carbohydrates. The image shows cycloamylose (a.k.a. cyclodextrin), an enzymatic product of starch.
Cycloamylose is a cyclic oligosaccharide, in which the 𝛼-D-glucopyranoside units are linked via
1 ⟶ 4 glycosidic bonds [36]. The atoms are presented as in (b).

In other words, the reactant(s)must gain energy that is equal to or higher than the activation
energy, in order to be able to reach the transition state and turn into product(s).

One way to enable a reactant to gain sufficient activation energy is to increase the tem-
perature to a very high value. This approach is infeasible in living organisms, however, as
they exist and function within a very limited temperature range. Thus, the only way for an
organism to accelerate its metabolic reactions is to lower the activation energy required,
i.e., to stabilize the transition states of its reactions (Equation (1.1)). This can be done by
catalysts, i.e., chemical species that accelerate reactions without changing themselves. Dif-
ferent elements, such as transition metals, may serve as catalysts. Many of these chemical
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Reaction coordinate

Energy

A

B
𝐸𝑅

𝐸𝑎

A#
Reaction: A ⟶ A# ⟶ B

FIGURE 1.4 Energetics of a chemical reaction.Theplot depicts a spontaneous chemical reaction,
in which a hypothetical reactant (A) is transformed into amore energetically stable product (B).The
corresponding drop in energy is represented by 𝐸𝑅. The reaction involves a transition state (A#),
which is higher in energy than the reactant by 𝐸𝑎 (the activation energy).

species are available in the various environments on our planet, and could therefore be eas-
ily harvested by living organisms. Surprisingly, however, these chemical catalysts were not
adopted by biological organisms as catalysts. Rather, organisms have developed awide range
of proteins that can accelerate (catalyze) chemical reactions. These catalytic ‘nanomachines’
are termed ‘enzymes’.

Why were enzymes selected over simple catalysts during evolution? There are several
possible reasons, but the most likely is the high specificity of enzymes towards their intended
reactants (a.k.a. substrates). In contrast to simple catalysts such as metals, which can ac-
celerate many different chemical reactions, each enzyme accelerates only a specific type of
reaction, involving a specific substrate or substrates (Figure 1.5).The specificity results from
the complex three-dimensional structure of the enzyme; this structure includes an active site
that is specifically designed to bind only the enzyme’s intended substrate (via noncovalent
interactions, see Section 1.3 below), as well as to execute only the intended reaction. The
amazing specificity of enzymes constitutes a huge advantage in the highly diverse chemi-
cal environment within living organisms; it allows them to control the rates of each of their
metabolic reactions by controlling the enzymes executing them.

1.1.3.2 Energy transfer
Cells and tissues carry out a diverse set of processes, which are needed for sustaining life
in all organisms. These processes include molecular biosynthesis, transport of chemicals
across biological membranes, and movement. Most of these processes are not spontaneous
and require an input of energy in order to take place.Thismeans that cells must be able to
harness environmentally available energy in order to stay alive. Indeed, a large portion
of each cell’s metabolic activity is dedicated to extracting and processing energy from avail-
able sources. Despite being metabolically complex, all living organisms use at least one
of two available sources of energy: chemical (i.e., food), and electromagnetic (i.e., solar
radiation). In both cases, a complex, multi-componentmachinery within the cell is respon-
sible for utilizing the available energy source. Some of the components of this machinery
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FIGURE 1.5 The specificity of enzymes. A highly schematic representation of an enzyme’s speci-
ficity to its intended substrate. In the depicted reaction, the enzyme (blue circle) facilitates the cleav-
age of a substrate (in orange) into two identical products. As the scheme shows, the enzyme will act
only on its intended substrate, even in the presence of other chemical entities. This results from the
three-dimensional structure of the enzyme, which creates a geometric match between its active site
and the structure of the intended substrate (but not the other possible substrates).

are enzymes performing catabolic reactions, in which foodstuff molecules are simultane-
ously degraded and oxidized in order to extract the chemical energy stored in them (see
Chapter 9 for details). However, there are also other protein components that function in
the efficient transfer of the extracted energy between different cellular compartments, or
along a certain distance within a single compartment. These proteins are not enzymes, as
they transfer energy in its pure form (i.e., as electrons or electromagnetic radiation), without
causing any chemical change. The energy is finally stored as ATP, which is the most acces-
sible form of energy in biological systems, and is therefore often referred to as the ‘universal
energy currency’*1. However, the utilization of raw energy from the source to form ATP is
done gradually (for regulation purposes) using different energy-converting processes. In
the following subsection we will go over the two principal forms of energy utilization in
living organisms.

1.1.3.2.1 Respiration

Organisms referred to as ‘chemotrophs’ extract the chemical energy stored in foodstuff by
oxidizing it.This task is carried out by a series of enzyme-mediated catabolic reactions, orga-
nized as pathways (e.g., glycolysis and the Krebs cycle). The oxidation releases the energy in
the form of electrons, but these high-energy electrons are not used directly to form ATP. In-
stead, they are used to create an electrochemical gradient of protons (H+) across the plasma
membrane (in prokaryotes), or the inner mitochondrial membrane (in eukaryotes) (Fig-
ure 1.6). The proton gradient can be viewed as another temporary means of storing energy.
Maintaining the gradient is possible thanks to the lipid component of themembrane, which
is, in essence, impermeable to the electrically charged protons.The energy of the proton gra-
dient can be released on demand through the formation of a transient opening within the
membrane, which dissipates the gradient. The opening is in fact an ion channel, which is
part of a large protein complex called ‘ATP synthase’. This interesting and highly important
enzyme specializes in harnessing the energy of the proton gradient (via the flow of pro-
tons through its channel) to produce ATP. Thus, the initial process of foodstuff oxidation is
coupled to ATP formation.

*1The central role of ATP as an energy currency is reflected, among other things, by the fact that enzymatic
reactions utilizing this molecule were among the first to evolve on Earth. [42]
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FIGURE 1.6 Cellular respiration within mitochondria. The schematic illustration shows the
main players in this multi-component system. The citric acid (Krebs) cycle completes the aerobic
oxidation of foodstuff inside the mitochondrial matrix. The high-energy electrons released by this
process are first stored as NADH and FADH2, and are then passed on to the first component of the
electron transport chain embedded within the inner mitochondrial membrane. The electrons pass
through several cytochromes and finally pass to molecular oxygen, which is reduced to water. The
electron chain contains three protein complexes (I, III, IV), which use the energy released upon elec-
tron transport to pump protons from the matrix into the intramembrane space. The energy stored
in the gradient is released when the latter dissipates via ATP synthase, a protein complex that cou-
ples proton movement to ATP synthesis from ADP and inorganic phosphate. The image is taken
from [43].

As explained, the electrochemical proton gradient forms across the plasma membranes of
bacteria, or the inner mitochondrial membranes. In any case, this means that the system
carrying out this task must exist almost exclusively within those membranes. Indeed, the
system in charge of this feat is a highly sophisticated complex of proteins (cytochromes) and
small molecules.The system is referred to as the ‘electron-transport chain’, a name that origi-
nates from its principal role: the transfer of foodstuff-borne, high-energy electrons tomolec-
ular oxygen, and the use of the energy released from this process to build the electrochemical
proton gradient. Whereas all proteins of the chain are capable of passing on electrons, only
three components of the chain have the ability to harness the energy released from this pro-
cess to create the proton gradient. These three components are multi-protein complexes,
functioning as proton pumps. Upon the transfer of electrons, these pumps actively move
protons from one side of the membrane to the other, against their electrochemical gradient.
The electrons passing through the chain are finally transferred to molecular oxygen, thus
reducing it to water (H2O). For this reason, the entire process is often referred to as ‘cellular
respiration’.
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1.1.3.2.2 Photosynthesis

Organisms named ‘phototrophs’ use the electromagnetic radiation of the sun directly as an
energy source. They, too, store the absorbed energy as ATP, but in addition, they use it to
convert the biologically inaccessible formof carbon, CO2 into its organic and fully accessible
form, glucose (C6H12O6). This process, called ‘photosynthesis’, was discovered in 1772 by
Joseph Priestley, but is still studied intensively even today. Scientists believe this process first
appeared ~2.5 billion years ago in blue-green bacteria [44], and that it bears full responsibility
for the emergence ofmolecular oxygen in Earth’s ancient atmosphere.Thus, photosynthesis
has also been indirectly responsible for the appearance of aerobic (oxygen-consuming)
organisms. The emergence of these organisms was a major step forward in the history of
Earth’s biochemistry. First, aerobic respiration is ~16 times more efficient than anaerobic
respiration in generating energy (i.e., ATP) [45]. Second, the appearance ofmolecular oxygen
allowed thousands of new biochemical reactions to occur [46], creating new physiologically
important molecules such as steroids, alkaloids, and isoflavonoids [42]. Today, photosynthe-
sis is carried out in cyanobacteria, algae, and plants. In the latter, the process occurs within
chloroplasts, and is carried out by a highly complex system containing ~100 different pro-
teins [47]. The first part of the process, called the ‘light reaction’, uses solar energy to form
ATP and NADPH, a reducing agent. The second part of the process (the dark reaction) uses
those two molecules to reduce CO2 to glucose.

The light reaction begins with the collection and focusing of solar energy. This reaction
is carried out by a network of proteins and pigments, which is referred to as an ‘antenna’,
and resides within an internal chloroplast membrane. The proteins of this network contain
small organicmolecules (pigments) specializing in the absorbance of light energy and trans-
ferring it along via electron excitation. The main pigment in green plants is chlorophyll II,
which gives these plants their color. In addition, there are pigments called carotenoids,
which absorb light energy of different wavelengths than that absorbed by chlorophyll. En-
ergy collected by a few hundred chlorophylls is channeled to a couple of central chlorophyll
molecules called the ‘special pair’ [48]. There, the focused power of light creates an electro-
chemical potential of 1.1 V, which is large enough to oxidize the special pair, i.e., to delo-
calize four electrons. The rest of the process is similar to cellular respiration. That is, the
high-energy electrons are transferred through a chain of cytochromes, and the released en-
ergy is used to create a proton gradient.The latter is then used to generate ATP andNADPH.

1.1.3.3 Gene expression
Genetic information resides within every cell in our bodies (except for red blood cells).This
information is stored inside the nucleus in the formofDNA, a chemical code.DNA is a poly-
mer; it is made of building blocks termed ‘nucleotides’. Nucleotides join together to form a
strand of DNA. Two such strands join together to form a double-helical shape, which con-
stitutes the ‘mature’ form of DNA. There are numerous types of nucleotides, but only four
of these build DNA. The genetic information unique to each organism resides in the exact
sequence of the nucleotides composing its DNA. At first glance, the DNA strand may look
like a continuous thread of nucleotides, devoid of any meaning. However, this sequence is
organized as separate functional units called ‘genes’. Each gene contains instructions for a
different element, important for the existence of the cell. Although each cell contains the
full set of genes (i.e. the genome), only some of the genes are actually expressed at any given



12 ■ Proteins: Structure, Function & Motion

moment*1, and in multicellular organisms, only a subset of genes is expressed in each cell.
These genes make the cells of our body different from one another. Indeed, the selective
expression of genes enables each cell to acquire its unique properties, and specialize in
carrying out certain tasks, depending on the tissue and organ to which it belongs. The
expression of a gene is induced by an inherent plan in the cell, or by an external signal. In
single-cell organisms this signal is environmental, e.g., a change in the temperature, pH,
salinity, pressure, food availability, etc. In multicellular organisms, where cells experience
virtually unchanged environmental conditions, the ‘external’ signals affecting gene expres-
sion are usually sent by other cells (via hormones or other chemical messengers), in accor-
dance with the needs of the body.

The process of gene expression executes the instructions embedded in each gene, which
are written in DNA language. The execution of the genetic instructions is carried out by
proteins, some of which are enzymes that catalyze reactions; others have different roles. The
overall process of gene expression includes two main steps:

1. Transcription – In this step, a copy of the gene to be expressed is formed. This step
takes place as a result of external or internal signals.The signals activate proteins called
‘transcription factors’, which recognize and bind to the gene.Then, a key enzyme called
‘RNA polymerase’ joins the complex of proteins building up on the gene. This enzyme
moves along the DNA strand and creates a copy of the nucleotide sequence in the
form of an RNA strand, a process called transcription. RNA is a type of nucleic acid
similar to DNA, but includes only one strand, and is used for different purposes in the
cellular context. In prokaryotes, the entire process of gene expression is carried out in
the cytoplasm, and the RNA copy formed during transcription moves on to the next
step. In eukaryotes, transcription happens in the nucleus, and the RNA copy created
in this step is then processed to remove unnecessary information (‘RNA splicing’);
only when RNA splicing is complete is the RNA copy transported to the cytoplasm
for the next step.

2. Translation – Formost of the genome, the information within the RNA copy of a sin-
gle gene is used for building a corresponding sequence of amino acids, the building
blocks of proteins.The amino acid chain created by this process folds into a functional
protein. Thus, the information within the ‘average’ gene constitutes instructions
formaking a specific protein and the organism’s genome codes for the complete set
of proteins functioning in that organism (i.e., the proteome). Some genes are the
exception; they code for RNA species that are not translated into proteins, but rather
fulfill different, specific, cellular roles [24–26,49]. One of these roles involves translation
process itself. This process is carried out by a huge protein-RNA complex, the ribo-
some. Thus, the construction of proteins requires existing proteins, which sounds like
a causality paradox. Scientists posit that the first proteins to be made on Earth were
synthesized using RNA molecules alone. These catalytic RNA molecules supposedly
performed other tasks as well, which are carried out today by proteins, including the
RNA molecules’ own replication. This so-called ‘RNA world’ theory [50] is yet to be
proven, but if true, it may explain the ribosome-involving paradox mentioned above.
Other roles of genes that do not code for proteins are regulatory. That is, these genes
are transcribed to RNA molecules that affect the expression of other genes, thus regu-
lating cellular function at the genetic level [24,49]. Such regulation affects many aspects
of cellular physiology, including differentiation and organism development.

*1See description of the gene expression process below.
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In addition to the proteins that participate directly in gene expression, there are other pro-
teins that regulate these processes, to make sure the right genes are expressed in accordance
with the type of cell, its status, and its environment.

1.1.3.4 Transport of solutes across biological membranes
As described above, the core of the plasma membrane is made of lipids, which render
the membrane an excellent physical barrier for biomolecules and ions, most of which are
hydrophilic, i.e. lipid-insoluble. Nevertheless, biological cells must maintain a routine ex-
change of chemicals with their environment in order to survive. Energy sources and build-
ing blocks must enter the cell, whereas waste products and other specific molecules must
be able to leave it. These exchanges are made possible by proteins specializing in molecular
transport across membranes. Since the activity of proteins can be controlled (see Subsec-
tion 1.1.2), using them as a sole means of transport allows the cell to regulate the entire
process, and actively determine its own chemical composition. This issue is discussed in
detail in Chapter 7, which focuses on membrane-bound proteins.

1.1.3.5 Cellular communication
Cells are capable of communicating with one another, whether they are single-cell or-
ganisms occupying the same ecosystem, or tissue cells residing inside the same multi-
cellular body. Cell-cell communication is usually carried out via chemical messengers,
i.e., molecules secreted from the signaling cell and acting on the target cell (Figure 1.7).
When the communicating cells are close, the chemical messenger diffuses from the signal-
ing cell to the target cell. However, when they are part of a multicellular body, and are far
away from each other, the communication is carried out via the body’s circulatory system
(i.e., blood). This signaling system is called the ‘endocrine system’, and the chemical mes-
sengers involved are called ‘hormones’.

In contrast to ion transport, communication does not usually involve the physi-
cal entry of an external molecule (i.e., the chemical messenger) into the target cell [52].
Rather, the target cell internalizes the message using complex signaling systems, which
beginwithmembrane-bound receptors that specifically bind themessenger. Steroid hor-
mones, which are lipid-soluble, are the exception to this rule. They enter the cell, bind to a
cytoplasmic receptor, and migrate into the nucleus, where they take part in the execution
of the information they carry. In all other cases, the binding of a chemical messenger to a
membrane-bound receptor on the target cell induces a chain of molecular events inside the
cytoplasm, and sometimes in the nucleus as well (Figure 1.7a). This chain of events is highly
complex; it involves different components that act as transducers, amplifiers, messengers
and sensors, and the incoming signal leads to the activation of some and the inactivation
of others. These events ultimately lead to one or more changes in the cell’s behavior. The
change may be simple, e.g., an increase in the extent of production or degradation of cer-
tain chemicals; secretion or absorption of molecules, etc. However, the change may also be
dramatic, e.g., cellular division, growth, and even suicide.*1

Proteins constitute a hefty part of signaling processes. First, the extracellular messen-

*1This extreme event, called ‘programmed cell death’, includes two main types: apoptosis and autophagy
(types I and II, respectively) [53]. Whereas the former always leads to cell death, the latter, triggered mainly by
starvation, may under certain conditions lead to the opposite, i.e., cell rehabilitation.
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(a)

(b)
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ger itself (i.e., the stimulus in Figure 1.7a) may be a protein or peptide (short protein seg-
ment). For example, the hormone vasopressin is a peptide secreted from cells in the pituitary
glands of animals following dehydration or blood loss, and affects different cells in the body.
Its effect on kidney cells decreases water loss during urine formation, whereas its effect on
smooth muscle cells around arteries leads to their contraction and, as a result, elevation of
blood pressure [54]. Second, membrane-bound receptors that bind the chemical messenger
are also proteins. Messenger-receptor binding induces a structural change in the receptor,
which is transmitted to intracellular components of the signaling system (transducers, am-
plifiers, intracellular messengers, sensors, and effectors in Figure 1.7a). There are numerous
such components; some are proteins, whereas others are small organicmolecules. For exam-
ple, the heterotrimeric G-proteins, which constitute a central part of many signaling systems,
are large proteins made of three units (Figure 1.7b). These proteins act as transducers; they
relay the initial message from the membrane-bound receptor to the secondary components
of the system inside the cytoplasm. G-proteins have a uniquemechanism involvingGTP hy-
drolysis (see Chapter 7, Subsection 7.5.2.2). That is, their active form binds the nucleotide
GTP and hydrolyzes it after a fixed period of time to GDP and orthophosphate (P𝑖). Since
only the GTP-bound form of the protein is active, these proteins are used in signal transduc-
tion pathways as molecular ‘clocks’ that limit the duration of the signal. Other important
protein components of signaling are cytosolic enzymes, which become either activated or
inhibited as a result of the relayed signal. A prominent group of such enzymes are small
monomeric GTPases, which include ras, rho, ran, and rab. These act similarly to G-proteins
in the sense that they bind GTP and remain active until the latter is hydrolyzed, but they
are much smaller than G-proteins and have only one unit. Nevertheless, the participation
of these enzymes in signal transduction leads to some key cellular processes, such as vesicle
trafficking, cytoskeletal dynamics, cell polarity, membrane fusion, chromosome segrega-
tion, and nuclear transport [55].

FIGURE 1.7 Themain players in a typical signal transduction cascade. (Opposite) (a) A general
scheme showing the principal components in a signal transduction cascade. Stimuli (e.g., hormones,
neurotransmitters, or growth factors) act on cell-surface receptors, which activate transducers to re-
lay the signal into the cell. The transducers use amplifiers to generate internal messengers, which
either act locally or diffuse throughout the cell. These messengers then engage sensors that are cou-
pled to the effectors responsible for activating cellular responses. Note that the order of participation
of pathway components may vary across different signaling pathways. For example, messengers may
be used to activate amplifiers instead of being produced by them (see panel (b)). The green arrows
indicate ON mechanisms, during which information flows down the pathway, and the red arrows
indicate opposing OFF mechanisms that switch off the different steps of the signaling pathway. Vir-
tually all of the components mentioned above may be proteins. The image is taken from [51]. (b) The
cAMP-PKA cascade. Binding of an external chemical messenger (hormone, neurotransmitter, etc.)
to a membrane-bound protein receptor induces the activation of an enzyme called a G-protein,
which acts as a transducer.This activationmakes one of the protein’s subunits detach from the other,
bind to the enzyme adenylyl cyclase (AC), and activate it. Activated AC catalyzes the conversion of
ATP into cyclic AMP, which acts as an intracellular messenger. It binds to and activates the enzyme
amplifier PKA, which in turn phosphorylates a large set of cytoplasmic proteins. The phosphory-
lated proteins may activate other cellular components, or perform a certain function (that is, they
may act as sensors and/or effectors). In any case, this signal transduction eventually leads to changes
in the cell’s behavior, i.e., to a biological response.
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The entire signaling process can be viewed as a molecular version of a relay race, in
which a protein at the top of the signaling chain activates the following one, and so on, until
the last protein in the chain induces the required change in the cell. The difference between
a relay race and signal transduction is that the latter is not linear, but resembles a cascade
or network. That is, many components of the signaling chain act as amplifiers; they activate
(and/or inhibit) more than one target, resulting in the amplification of the initial signal.
For example, the enzyme protein kinase A (PKA), which takes part in the signaling of many
hormones, can activate tens of other different cellular proteins, which act as sensors and/or
effectors [56] (Figure 1.7b). Thus, one extracellular messenger binding to the target cell
is capable of activating or inhibiting numerous cellular components, and such action is
needed to create a significant change in the cell’s behavior.

1.1.3.6 Molecular recognition
Cellular communication, as described above, is based on interaction between the chemical
messenger and its cognate receptor. In most cases, such interactions are highly specific, and
this specificity prevents cellular receptors from being activated by the wrongmolecules.The
capacity of onemolecule to bind another in a specificmanner is at the basis ofmany biologi-
cal processes, and is generally referred to as ‘molecular recognition’ (see a detailed discussion
in Chapter 8). Molecular recognition may take place between two individual molecules, be-
tween a chemical messenger and its receptor, and even between two molecules that are
bound to the surfaces of different cells. Cell-cell recognition may lead to a variety of conse-
quences. For example, adjacent cells tend to stop dividing when they come into contact with
each other. This phenomenon, known as ‘contact inhibition’, is responsible for the normal
structure and organization of tissues inmulticellular cells. Indeed, the formation of a cancer-
ous tumor is usually accompanied by a loss of contact inhibition, which allows the growing
tumor to invade neighboring tissues. Another well-known example of cell-cell recognition
is the transient contact formed among cells of the immune system. In this case, the purpose
of the contact is transmitting information regarding an invading pathogen (disease-causing
organism), which requires the initiation of an immune reaction involving cell division and
production of antibodies (Figure 1.8).

Proteins are involved in most molecular recognition processes. This is probably be-
cause they are complex enough to create the specific contacts required by such processes.
Many recognition proteins include carbohydrate groups, which confer further complexity,
and therefore enhance specificity potential. Such protein conjugates are called ‘glycopro-
teins’. Lipid molecules carrying carbohydrate groups (glycolipids) may also be involved in
recognition. For example, the ABO antigens on the surface of our blood cells are glycopro-
teins and glycolipids differing in carbohydrate composition. Another well-known example
of protein-dependent molecular recognition is the infection of epithelial cells (i.e., cells that
line organs) by the influenza virus [57]. The surface of this virus contains a protein called
‘hemagglutinin’, which recognizes sialic acid (an amino sugar) on the membranes of target
cells. Binding of the hemagglutinin to the sialic acid creates physical contact between the
virus and the target cell, which facilitates fusion between their membranes and internaliza-
tion of the virus by the target (now host) cell. This example is particularly interesting, as it
demonstrates the coevolution of pathogens and their hosts, during which the former ‘learn’
how to exploit natural mechanisms of the latter (in this case, the built-in recognition and
internalization mechanisms of mammalian cells). Other pathogens, such as bacteria, have
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developed different means of tricking the host’s molecular recognition machinery. These
primarily include bacterial toxins that are secreted into the host’s blood stream and rec-
ognize specific host elements, rendering them inactive. The inactivated element is in most
cases a protein that is involved in a central recognition-dependent process. Famous exam-
ples include the inactivation of a protein synthesis elongation factor (EF-2) by the diphthe-
ria toxin, and the inactivation of the aforementioned enzyme adenylyl cyclase by the cholera
toxin [58]. Such inactivation is usually beneficial for the infection and proliferation processes
of the pathogen, but due to its physiological effects on the host, may cause disease and death,
long before the pathogen takes over the body.

FIGURE 1.8 Proteins involved in the interactions between an antigen-presenting cell and a T
helper (TH) lymphocyte. Antigen-presenting cells (APCs), such as macrophages, can internalize
bacteria, cleave their proteins to peptides, and present these peptides on their surfaces while bound
to some of their own proteins, called “major histocompatibility complex type II” (MHC-II). The
TH lymphocyte, a type of immune cell, can recognize the APC-foreign antigen complex using its
own cell-surface proteins. Specifically, the T-cell receptor (TCR) of the lymphocyte recognizes the
particular foreign antigen presented by the APC, whereas another protein, called CD4 (complemen-
tarity determinant 4), recognizes the MHC-II protein. There are other recognition proteins that are
not presented here. The recognition process described above allows the TH lymphocyte to alert the
rest of the immune system about the presence of a pathogen inside the body, which leads to the
mounting of a full-scale immune response against the threat.

1.1.3.7 Defense
Cells contain different mechanisms for fighting invading pathogens. Some of these mecha-
nisms are simple and based on enzymes, which recognize and destroy the foreignmolecules
(e.g., double-stranded RNA, which is present only in viruses). In animals, long evolu-
tionary processes have led to the development of a highly-efficient defense system against
pathogens [59]. This is called the ‘immune system’ because it is capable of remembering
pathogens it has already encountered, and reacts so rapidly that the infected animal does
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not even know it has been compromised. The immune system consists of two branches. The
first, the humoral branch, is mainly based on antibodies, molecules that are formed by white
blood cells called B-lymphocytes, and which patrol the body via the circulatory system, lo-
cating foreign elements by specifically interacting with them.The second branch, referred to
as the ‘cellular branch’, includes T-lymphocytes (some of which have beenmentioned above).
These are white blood cells, formed inside bone marrow, and they can be found in the cir-
culatory system, lymph system, tissues, and some bodily fluids (e.g., milk). The efficiency of
the immune system results from the specialization of each of its components, and from the
tight cooperation between them.

Antibodies specialize in highly specific binding to foreign elements; a particular anti-
body binds an element whose molecular structure is geometrically and physicochemically
compatiblewith its binding site. Such elementsmay be individualmolecules, but alsomolec-
ular configurations on the surfaces of viruses or bacteria. The molecule or molecular con-
figuration recognized by the antibody is called an ‘antigen’. Each antibody can recognize
one specific antigen, and the immense number of antibodies in our body allows us to fight
a corresponding number of foreign elements. When an antibody binds to a small antigen
(toxin, virus), the binding may, in some cases, neutralize the foreign element. However,
when an antibody binds an antigen on the surface of a large pathogen (bacterium, parasite),
the binding itself does not harm the pathogen, but rather ‘tags’ it for the cellular response.
This response includes T-lymphocytes, and natural killer (NK) cells. It also includes phago-
cytes — cells, such as the aforementioned macrophage, that are capable of ‘swallowing’ the
pathogen, degrading it, and presenting its antigens to other parts of the immune system. In
fact, phagocytes are not really a part of the immune system, but rather belong to the innate
system, a defensive response we are born with, and which is active at all times. Nevertheless,
phagocytes cooperate tightly with different components of the immune system, as described
below.

Activation of lymphocytes during the immune response leads to several different events:
activation of B-lymphocytes stimulates them to massively produce antibodies specific for
the pathogen already recognized, thus enhancing the efficiency of the response. Activation
of TH-lymphocytes leads to enhancement and regulation of the entire immune response,
and to the creation of ‘immune memory’. Activation of Tc-lymphocytes leads to the de-
struction of host cells already infected by a virus, and which may compromise the entire
body. As described in Subsection 1.1.3.6 above, a T-lymphocyte recognizes its cognate anti-
gen via a membrane-bound receptor it possesses (TCR, see Figure 1.8). The TCR of each
T-lymphocyte can recognize only one specific antigen, as in the case of antibodies. How-
ever, whereas antibodies are capable of recognizing any type of antigen, the TCR can only
recognize peptide antigens. The latter are produced by the degradation of bacterial proteins
by phagocytes or the degradation of viral proteins by infected host cells. In addition, the
TCR recognizes its cognate antigen only when the latter is presented on the surface of a cell
by an MHC molecule (see Subsection 1.1.3.6 above).

Many of the components of the immune system are proteins, including the TCR, anti-
bodies and MHC molecules. Interestingly, these functionally distinct molecules belong to
the same protein group, referred to as ‘immunoglobulins’. Proteins belonging to this group
possess the same principal structure, which we will discuss in Chapter 2. In addition to the
TCR and MHC, the immunoglobulin group also includes other lymphocytic membrane-
bound molecules, which help regulate the immune response. The humoral branch of the
immune system includes, in addition to antibodies, a set of proteins referred to as the ‘com-
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plement system’. Like antibodies, proteins of the complement system reside in the blood,
and bind to pathogens. However, the rest of the process is different from the case of anti-
bodies; after binding to the pathogen, the complement proteins bind to each other, forming
a killing complex. This complex acts as a molecular drill, which perforates the membrane
of the pathogen or leads to its death by other, indirect means. Finally, proteins are also in-
volved in the long-range communication between immune cells, and between them and
other body cells. Such proteins, called ‘cytokines’, are chemical messengers that are secreted
by activated lymphocytes or by other white blood cells. These not only relay messages be-
tween lymphocytes, but also enhance the anti-viral capabilities of other cells (e.g., in the
case of the cytokine called ‘interferon’).

1.1.3.8 Forming intracellular and extracellular structures
Some proteins may serve as building blocks of large intracellular and extracellular struc-
tures. The most prominent structures of this type are the cytoskeleton and the extracellular
matrix. Bothmay seem relatively passive at first sight, but as we will see, the truth is far from
that. The cytoskeleton is a network of fibers within the eukaryotic cytoplasm. It is made up
of the proteins actin and tubulin, in addition to other proteins that are present in certain
cell types [38]. This complex structure has many roles. First, it determines the shape of the
cell and provides it with mechanical support. Second, the protein building blocks of the
cytoskeleton are in a constant process of joining and detaching the fibers, in accordance
with the needs of the cell. Thus, the cytoskeleton also gives the cell the ability to change its
shape and even move [60–62]. This capacity is specifically important for cells specializing in
functions that require shape shifting, such as phagocytes. For example, macrophages change
their shape dramatically in order to engulf pathogens or foreign bodies, a process leading
to their internalization. Changes in cytoskeletal fibers are responsible for both macrophage
movement and formation of endocytic vesicles [63].

Third, the cytoskeleton affects the inner organization of the cell; cellular organelles are
in physical contact with cytoskeletal fibers. Consequently, the location of each organelle is
affected by the way the cytoskeleton is organized. Moreover, cytoskeletal fibers can func-
tion as railway tracks, on which organelles move throughout the cells using motor proteins
(e.g., myosin) [64,65]. Finally, certain elements of the cytoskeleton are involved in the forma-
tion of the nuclear lamina. It should be mentioned that most of the information we have on
the cytoskeleton comes from eukaryotic cell research. New studies show that bacterial cells,
which have always been thought to lack internal organization, also include polymeric fibers
that are organized similarly to the eukaryotic cytoskeleton [66].

The extracellular matrix (ECM) is a tangled network of fibrous proteins such as collagen
and elastin, which are embedded in a gelatinous material composed primarily of complex
sugar molecules [67,68]. These components are built by fibroblasts (cells that form connective
tissues) and secreted to form the network. In some tissues such as bone, minerals are added
to the protein-sugar network, making it physically tougher. In vertebrates, the ECM builds
connective tissues, which function as a mechanical support for the entire body. Although
this type of tissue is common, the extent of its importance varies across different organs. For
example, in cartilage, bone, skin, and tendon, the connective tissue is the prime component
(Figure 1.9a), whereas in the brain it is of secondary importance.The ECM constitutes most
of the volume of connective tissues, with the cells sparsely checkered into it. This is one of
the differences between connective and epithelial tissues. In the latter, the cells are tightly
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arranged against each other (Figure 1.9b). The composition of the ECM is similar across
the different types of tissues, although there are certain components unique to certain tis-
sues. Bone tissue contains a calcium-phosphorus compound called ‘hydroxyapatite’, which
is the main ingredient conferring toughness to the bone. As mentioned above, collagen and
elastin are the principal components of the ECM. Collagen, the most widespread protein
in mammals, constitutes 25% of their total protein mass. It is also the main component of
the ECM, with the role of keeping tissue organization and conferring it with mechanical
strength. Elastin, as the name implies, confers elasticity to the ECM (see Chapter 2 for more
details on collagen and elastin). Other proteins also present in the ECM mainly function
in connecting different network elements to each other or to nearby cells. For example, fi-
bronectin plays both roles, interacting with different elements, one of which is the common
membrane-bound protein integrin.

Despite being separate entities, the cytoskeleton and the ECM are physically connected
to each other. Integrin, which is directly bound to fibronectin, is connected on its other
side to actin fibers of the cytoskeleton via cytoplasmic proteins such as talin and vinculin.
Thus, extracellular events may be transmitted into the cell via direct physical contact
between different cytoplasmic,membrane-bound, and extracellular proteins [69–71].This
property illustrates the active and complex roles of the ECM beyond providing the cell with
mechanical protection and strength, two roles once considered to be the only functions of
the ECM. Indeed, the physical contact with nearby cells allows the ECM to affect central
processes inside them, whichmay be critical for their survival and overall development.
The importance of mechanical force transduction into cells via the ECM-cytoskeletal sys-
tem has also been demonstrated on the physiological level, e.g., on the development and
maintenance of bone, blood vessels, and muscles; regulation of blood pressure, and motil-
ity of cells [69,72–74]. Finally, ECM proteins are also known to bind soluble growth factors
(GF) and regulate their distribution, activation, and presentation to cells [75]. As a result,
ECM proteins can take part in processes mediated by GF, such as cellular growth and tissue
development.

1.1.3.9 Cell- and tissue-specific functions
Most of the roles described above for proteins are universal*1, but the prominence of par-
ticular protein functions may vary across different types of cells. For example, biosynthetic
enzymes are present in all cells, but in liver cells they are significantly more active than,
e.g., in bone cells [76]. This is because the liver is a major biosynthetic organ in animals.
Another role played primarily by the liver is detoxification, that is, the chemical neutral-
ization and/or clearance of potentially harmful substances ingested by the body, especially
fat-soluble drugs and toxins. The detoxification process is carried out in the sER. It involves
different proteins and occurs in two phases. In phase I, the foreign compound is enzymati-
cally oxidized, hydrolyzed, or cyclicized.Themost famous protein in this group is an oxidiz-
ing enzyme called ‘cytochrome P450’. In phase II, different hydrophilic groups (e.g., sulfate,
uridine diphosphate, and glucuronate) are attached to the already modified compound, to
further increase its water solubility, and thus enhance its efficient removal from the body
via urine or bile.

*1In humans, the proteins carrying out these ‘universal’ roles constitute 44% of the protein-coding
genome [76].
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(a) (b)

FIGURE 1.9 Types of animal tissues. (a) Connective tissue. The picture shows a longitudinal
section of hematoxylin- and eosin-stained skin tissue (×10 magnification). The upper layer is the
skin epithelium (epidermis), containing cornfield cells (transparent) and melanocytes (pigmented).
Beneath the epithelium is the thick connective tissue (dermis), which includes fibroblasts (ECM-
synthesizing cells), protein fibers, and other components. The image is taken from [77]. (b) A vertical
section of an intestinal villus (×80 magnification). The simple columnar epithelium is marked by
the red rectangle. The image is taken from [78] (originally from Henry Gray (1918) Anatomy of the
Human Body).

Other examples of organs in which certain protein roles are more dominant include the
following [76]:

• Skeletal and cardiac muscles – energy utilization.

• Adipose tissues – storage and degradation of complex lipids.

• Thegastrointestinal tract – nutrient breakdown, transport, andmetabolism, host pro-
tection, and tissue morphology maintenance.

Some proteins perform roles that are virtually unique to specific organs. Actin and myosin
are common proteins in cells, but in muscle cells they are organized in a unique way, which
facilitates the mechanical contraction of the entire organ. Furthermore, some protein func-
tions are observed only in certain organisms. For example, the membranes of multicellular
organisms contain proteins that physically connect adjacent cells, thus forming body tis-
sues. Needless to say, unicellular organisms do not contain such proteins, although they do
have surface receptors that enable them to communicate with other nearby bacteria. Some
of the proteins that connect tissue cells also function as junctions that pass chemical com-
pounds or information from one cell to another, thereby facilitating the function of the
tissue. Finally, the oxygen carrier hemoglobin, which is present only in multicellular organ-
isms, allows cells that are far away from the lungs to oxidize foodstuff for energy (i.e., to
respire).
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1.1.4 Physiological and evolutionary importance of proteins
The implications of having a diverse set of proteins in any organism become clear when we
inspect the different levels of protein function. The first level relates to the type of process
carried out by each protein in terms of reaction chemistry and substrate type (in enzymes).
However, when multiple proteins are active within the same environment, they mutually
affect each other, and may form functional networks. This is the second level of function,
the cellular level, and it is also affected by the expression levels of the proteins and their
localization in the cell. Finally, the combined work of cellular and tissue proteins affects the
organism’s overall function, its unique physiological properties, and its ability to react to
different environmental conditions. Thus, the huge diversity of proteins in nature is directly
responsible for the large diversity of organisms. This relationship implies that the evolution
of organisms on Earth has been tightly connected to the molecular evolution of proteins.

This hypothesis has been tested by a comparative study carried out on 38 different eu-
karyotic organisms, differing in their level of complexity (evaluated by their number of
cells) [79]. The specific goal of the study was to see if there is any correlation between or-
ganism complexity and the development of protein groups identified with a specific func-
tion (each such group is referred to as a ‘family’). The extent of development of each protein
family was represented by the number of new ‘family members’. The results of the study
demonstrated two different developmental patterns: most protein families underwent ‘con-
servative’ development, i.e., development that was accompanied by genome enlargement,
but no change in the organism’s level of complexity. In some cases, this pattern of devel-
opment led to enhancement of the organism’s compatibility with its environment. Fami-
lies that underwent conservative development mainly included proteins involved in basic
cellular processes: metabolism, DNA replication, and gene expression. In contrast, a small
number of protein families underwent ‘progressive’ development, i.e., development that was
statistically correlated with the level of complexity of the entire organism. The prominent
proteins in these families were involved in cell- and tissue-specific functions, in intercel-
lular communication (e.g., molecular recognition and signal transduction proteins), or in
functions specific to vertebrates, such as those related to the immune system. To conclude,
protein evolution has indeed contributed to the large diversity of organisms on Earth.
However, not all protein families have contributed equally to this diversity. In particular,
and as might be expected, the proteins that have contributed most are those whose func-
tions impart functional uniqueness to the organism, as compared to its ancestors.

1.1.5 Medical, industrial, and social importance of proteins
1.1.5.1 Proteins as drug targets
Given the numerous roles of proteins, one can conclude that the overall health of an or-
ganism depends on the normal function of its proteins, and that any significant loss of this
function may lead to the development of a pathological process. Indeed, changes in the ac-
tivity of proteins due to hereditary factors or exposure to toxins or radiation lie at the bases
of many pathologies, such as metabolic disease and cancer. It is therefore not surprising that
proteins constitute ~80% of current pharmaceutical targets [80,81]. Most pharmaceutical
drugs act by binding to an enzyme, receptor, ion channel, transport protein, or nuclear pro-
tein, and reversibly changing its activity. Good examples are drugs of the selective serotonin
reuptake inhibitors (SSRI) family (e.g., Prozac®), which are used primarily for treating de-
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pression and anxiety [82,83]. SSRIs are considered to be efficient drugs with relatively mild
side effects. Both of these advantages are attributed to their ability to selectively inhibit a
brain transport protein responsible for the reuptake of the neurotransmitter serotonin, a
protein that pumps serotonin from the nerve synapse back into the secreting neuron; thus,
SSRIs stop serotonin from acting on target receptors. This may seem to be an odd thera-
peutic approach, considering how important the reuptake of neurotransmitters is for brain
function. Indeed, the reuptake of neurotransmitters prevents overstimulation of their tar-
get receptors, and this function should remain active in healthy people. However, in people
suffering from depression, the synaptic steady-state levels of serotonin are low, so inhibiting
its reuptake can actually help these people fight depression.

Functionally, most proteins targeted by drugs are classified as G protein-coupled recep-
tors (GPCRs; common cell surface receptors that relay many physiologically-important sig-
nals) or enzymes [80]. In fact, enzyme-targeting drugs that act as inhibitors constitute 25%
of the drug market. The structures and functions of GPCRs are described in Chapter 7.
Other aspects of protein-drug interactions are described in Chapters 8 and 9, with the latter
focusing on drugs acting as enzyme inhibitors.

1.1.5.2 Proteins as toxin targets
Proteins are also major targets for toxins and drugs of abuse. This is far from being sur-
prising, as both often act similarly to pharmaceutical drugs, especially the latter. Drugs of
abuse are in most cases small organic molecules whose shapes and chemical properties re-
semble those of endogenous neurotransmitters. The similarity allows the drug to compete
with a neurotransmitter on binding to its target protein, whether a receptor, a transport pro-
tein responsible for the neurotransmitter’s reuptake, or an enzyme responsible for the neu-
rotransmitter’s neutralization. By doing this, the drug disturbs the natural function of the
nervous system, and leads to symptoms such as hallucinations, stimulation, and euphoria.
For example, narcotic drugs such as morphine and heroin are chemically similar to a group
of neurotransmitters called ‘opioids’, which include endorphins and enkephalins. The main
physiological function of opioids is to lower the sensation of pain during physical trauma,
by elevating the brain’s pain threshold. They do so by binding to their cognate brain recep-
tor, which regulates pain perception. When a narcotic drug binds to the opioid receptor it
overstimulates it, causing a strong sensation of physical pleasure and euphoria. Moreover,
consistent use of narcotics (and many other drug types) leads to receptor desensitization
and other biochemical phenomena that cause addiction and long-term damages to bodily
functions. Since both pharmaceutical drugs and drugs of abuse act on the same biological
targets, the latter are sometimes used as the former, under medical supervision. For exam-
ple, morphine, a known illegal drug, is used by doctors as an extremely potent painkiller in
cases where conventional drugs lose their edge.

Toxins are chemicals that harm biological organisms upon exposure. The toxic effect
is always harmful, although it may inflict different degrees of damage, and have acute or
chronic effects. Toxins are diverse in terms of their chemistry and origin. They may result
from natural sources, such as snake venom, or artificial ones, such as industrial pollution.
As drugs, many toxins target proteins to exert their effects. Naturally produced toxins are
known in many cases to change the activity of receptors, enzymes, or transport proteins
in the peripheral nervous system. Such neurotoxins have evolved to serve as very efficient
tools that help organisms to defend themselves or to prey on other organisms. For example,
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tetrodotoxin, produced by the puffer fish, blocks voltage-dependent Na+ channels in volun-
tarymuscle cells [84].The inhibition of these channels results inmuscle weakness, whichmay
reach the level of flaccid paralysis of the muscles. The latter is potentially life-endangering,
because the breathing muscles are voluntary, and thus affected by the toxin.

Some of the naturally-produced toxins are proteins, as in the case of ricin, the botulinum
toxin (Botox®), and the infamous anthrax toxin [85]. Ricin, which is present in castor beans,
is one of themost lethal (natural) toxins known toman. It contains two components; the first
enables the toxin molecule to enter a cell by ‘hitching’ onto its natural internalization mech-
anism (i.e., endocytosis), whereas the second component functions as an enzyme, whose ac-
tion neutralizes cellular ribosomes and therefore shuts downprotein synthesis [86].This leads
to cell death and severe damage to the surrounding tissue. The symptoms, as well as their
onset and severity, depend on the way the toxin enters the body. For example, inhaled ricin
is toxic in particularly small quantities and induces respiratory distress, fever, and nausea,
whereas ingested ricin requires a significantly higher dosage and leads to extensive impair-
ment of gastrointestinal functions [87]. In any case, ricin poisoning induces death in four
to five days, if untreated. Unintentional exposure to ricin is highly unlikely, and cases of
poisoning are usually deliberate. For example, ricin is thought to have been used in 1978
to assassinate the Bulgarian dissident Georgi Markov [88]. Markov, who lived in London,
was pricked by an umbrella while walking in the street. The umbrella was equipped with a
small platinum capsule carrying ricin, which was injected intoMarkov’s body.Markov soon
became ill and died a few days later [88].

Similarly to drugs of abuse, some toxins may also serve as therapeutic agents, as in the
case of botulinum toxin (Botox®). This toxin, produced by bacteria in spoiled meat, may
cause lethal paralysis by inhibiting the release of the neurotransmitter acetylcholine at the
neuromuscular junction (see more on acetylcholine physiology in Box 8.1). Botox is an ex-
tremely potent toxin, but when injected in very small amounts, it may actually alleviate
muscle spasms that accompany illnesses such as Parkinson’s disease. In addition, Botox is
very popular in the cosmetics industry, where it is used to smooth wrinkles in the skin. Re-
cently, ricin too has been integrated into medical practice, where its cytotoxic abilities are
used to fight and kill cancer cells [86].

The dual nature of many physiologically active substances such as toxins and drugs of
abuse has been recognized for millennia. For example, this duality is reflected in the ancient
Greek word for ‘drug’ (‘pharmakon’), which refers both to ‘remedy’ and ‘poison’ [89,90]. Ad-
ditional examples of harmful substances that are used in medicine as therapeutic agents are
given in Chapter 8, Box 8.1.

1.1.5.3 Industrial applications of proteins
Proteins in general, particularly enzymes, are currently used for commercial and industrial
purposes [91,92]. Enzymes are used as laundry detergents, food additives, and biological sen-
sors, as well as catalysts in fuel-alcohol production, food, fat, and oil processing, synthesis
of pharmaceutical drugs or agricultural products, and textile applications [92]. The growing
demand for enzymes is driven by the need for catalysts that (1) act specifically on a desired
substrate (thus avoiding side reactions and formation of toxic intermediates), (2) create a
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product with a desired stereochemical configuration*1, and (3) achieve high efficiency un-
der mild temperature, pH, salinity, and other conditions. The industrial uses of enzymes are
discussed in detail in the last part of Chapter 9. Non-enzyme proteins are also used in in-
dustry for various applications. For example, antibody-like proteins are a clean and efficient
means of isolating specific chemicals from a reaction mixture [93].

1.2 STRUCTURAL COMPLEXITY AND ITS EFFECT ON PROTEIN
FUNCTION

The previous section demonstrated the functional diversity of proteins, which leads to the
question of how proteins achieve this scope of diversity. The answer, in short, is: their struc-
tural complexity. To understand the meaning of this assertion, let us use an old example,
Lego. Anyone who used to play this game surely remembers its basic concept; a small num-
ber of simple but distinct building blocks (bricks) are used to build a larger number of ‘func-
tionally’ distinct structures (e.g., house, tractor, windmill, etc.). All Lego bricks are made of
the same material (plastic), but each has a distinct shape. The shape of an individual brick
affects the shape of the structures it builds, both directly and by limiting the number of other
brick types to which it can connect. If we have an unlimited supply of bricks we can build
many different structures, whether we use only 2 types of bricks, or alternatively, 10 types.
However, it will much easier to find a ‘functional’ Lego structure (a house, tractor, wind-
mill, etc.) among the structures built using 10 brick types than among the structures built
using only 2 brick types. This is because a large number of brick types can form more shape
combinations than a small number of brick types, whichmakes the formermore structurally
complex. Similarly, a group of structurally complex structures is likely to include more types
of functional structures compared with a group of structurally simple structure. Thus, an
object with inherent structural complexity has a high potential for functional diversity.
One may argue that many shapes can function as a residence or for mobility, and there-
fore functional diversity does not necessarily stem from structural diversity. This claim can
be counter-argued by stating that while different shapes may serve the same general func-
tion, they do not necessarily execute it in the same exact manner. For example, both car
and tractor shapes can be used for mobility. However, whereas the former is used for trans-
portation alone, the latter can also be used for digging or towing. Thus, the structure- and
shape-function correlation abides.

Does the above example hold for proteins? Like Lego structures, proteins are also poly-
mers, i.e., built from a limited number of basic building blocks. In the case of proteins, these
building blocks are organic molecules called amino acids. These connect to each other to
form long linear chains [94] (Figure 1.10a). Like the different types of Lego bricks, the differ-
ent types of amino acids are also similar but not identical; there are 20 different amino acids,
each characterized by a unique set of physicochemical properties, such as shape and elec-
tric charge. Interestingly, these properties lead to attraction between certain amino acids,
and repulsion between others. For example, a positively charged amino acid tends to be
attracted to a negatively charged one, whereas amino acids that are devoid of any electric

*1For each asymmetric carbon in a molecule there are two possible configurations, S and R. These are
two completely opposite ways of organizing the same chemical groups around the asymmetric carbon. The
molecule corresponding to each of the two configurations is called an ‘enantiomer’, and the two enantiomers
are mirror images of each other.
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charge attract each other. When a sufficient number of amino acids attach to one another to
form a protein chain, the collective set of attractive and repulsive forces between themdrives
the chain to fold in three-dimensional space (Figure 1.10b). This folding process results in
a compact three-dimensional structure, which balances all the forces between the amino
acids building it (Figure 1.10c). In other words, the specific three-dimensional structure
of each protein is that which achieves the best physical proximity between mutually at-
tracted amino acids, and the most distance between mutually repelled amino acids.

What makes the structure of each protein specific is not only the types of amino acids
in the chain, but the unique order of these amino acids along the chain (i.e., the amino acid
sequence). This is because a specific sequence creates a unique pattern of mutual attractive
and repulsive forces between the amino acids, and this leads to a folding process resulting in
one specific three-dimensional structure. Since different proteins have different sequences,
they are expected to fold into different three-dimensional structures [95]. So, as in the case
of Lego structures, the structural complexity of a given protein also depends on the number
of different building blocks joined together, and on the way they are joined. However, the
complexity potential of proteins far exceeds that of Lego structures, or any other man-made
apparatus in existence. To get an idea of the extent of this potential, let us remember that
each position along the protein chain may contain any of the 20 possible types of amino
acids. This makes the number of different possible protein sequences 𝑁20 (where 𝑁 is the
number of amino acid positions in the sequence). As proteins typically include hundreds,
and even thousands of amino acids, this number is very large, which makes the number of
different possible protein structures very large as well. As we will see in Chapter 2, different
sequencesmay yield similar structures, so the number of structures in reality is smaller than
the number of potential structures. Still, this number is very large. To conclude, proteins
are inherently complex due to the large number of ways in which their building blocks
can be combined.

(a)

(b) (c)

FIGURE 1.10 The principal structure and folding of proteins. (a) The protein’s amino acid se-
quence, shown schematically as beads on a string. The different colors represent the physical and
chemical diversity of amino acids. (b) A folding intermediate, in which some of the total possible
amino acid interactions are satisfied (represented by dotted lines). (c) The final (native) structure of
the protein.
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The other assertion we made in our Lego example is that each of the structures built
serves a different function; that is, the structural complexity of Lego translates into func-
tional diversity. Does that conclusion hold for proteins as well? Most scientists believe it
does; the exact three-dimensional structure of a protein directly determines its function.
Thus, similar yet non-identical protein structures usually fulfill different functions.This
assertion is based on numerous studies carried out over a century, but is most heavily in-
fluenced by the studies of three key biochemists. The first, Emil Fischer, suggested as early
as 1894 that the activity of an enzyme results from its spatial-structural compatibility with its
natural substrate [96]. The second biochemist, Linus Pauling, investigated protein denatura-
tion, i.e., the loss of enzyme activity as a result of extreme environmental changes (tempera-
ture, pH, salinity, etc.). On the basis of lab observation, Pauling and his partner Mirsky con-
cluded that the loss of activity of these proteins results from changes in their structure [97].
The third biochemist, Christian Anfinsen, proved this conclusion directly, by experiment-
ing on the enzyme ribonuclease [98]. Today, the structure-function link is a central paradigm
of molecular biology, and is at the basis of a distinct scientific field, structural biology. This
link is discussed throughout the book, but to get the general idea, let us use the example of
enzymes, in which the structure-function relationship has been studied most extensively. A
more thorough discussion is given in Chapter 9, which is dedicated to enzymes.

We have seen that, unlike simple non-protein catalysts, which do not exhibit specificity,
each enzyme acts on a particular substrate, thanks to a built-in, substrate-compatible bind-
ing site. Enzyme-substrate compatibility is made possible by the specific three-dimensional
fold of the protein chain. The specific fold positions chemical groups of the protein,
i.e., amino acid groups, at a specific distance and angle from the substrate’s chemical
groups [99] (Figure 1.11). The attractive forces between enzyme and substrate groups hold
the latter in place within the binding site (see Chapter 9 for details). Other molecules in
the enzyme’s cellular environment are chemically and geometrically different from the sub-
strate. Therefore, they are incompatible with the binding site, and would not be able to bind
to it even if they could somehow gain access. As mentioned in Subsection 1.1.3.1, in some
cases enzyme-substrate compatibility is high enough to enable the enzyme to discriminate
between two stereoisomers of the same molecule (i.e., enantiomers). Such enzymes are said
to be ‘stereospecific’. The compatibility of the enzyme with its substrate is also important to
the step following binding, i.e., catalysis. Whereas some enzyme groups hold the substrate
in place within the binding site, others act on it chemically in a way that accelerates its con-
version into the reaction product [100] (see Chapter 9 for details). These chemical groups are
unique in their ability to destabilize the substrate, or alternatively, to stabilize the transi-
tion state of the reaction, far beyond the capability of the solvent to do so. As explained in
Chapter 9, the catalytic groups of the enzyme do their work using different strategies, such
as formation of transient covalent bonds with the substrate, transfer of protons or electrons
to or from it, electrostatic polarization of its chemical groups, etc.

In conclusion, the activity of each enzyme is made possible by its specific three-
dimensional fold. All enzymes are proteins, and are thus built in principally the same
way. However, since each enzyme has a different amino acid sequence, its exact three-
dimensional architecture is different from those of other enzymes. As a result, its binding
site’s geometry and chemistry are also unique, whichmeans the enzyme will bind a different
substrate, and most likely perform a different type of catalysis than the others.

The above discussion demonstrates the importance of noncovalent bonds in proteins.
In fact, noncovalent bonds have an important role in all macromolecules. These molecules,
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being polymers, are built with covalent bonds that keep their building blocks attached to
each other in the form of a chain. However, it is the noncovalent interactions that drive
a chain to fold into a stable, specific three-dimensional structure, as described here for
proteins*1. The use of noncovalent interactions provides proteins with an important ad-
vantage; these interactions are weak enough to allow the folded structure to constantly
change conformation*2 within a limited range, i.e., to be dynamic.This phenomenon has
been neglected for many years due to the lack of instrumentation fast enough to capture the
different steady-state conformations of proteins. However, more recent studies using state-
of-the-art instruments show not only that proteins exhibit dynamics, but also that such
dynamics is important for protein function. A well-known example of this phenomenon
is the working of the protein hemoglobin, discussed in detail below.

The example of enzymes given above demonstrates another important function of non-
covalent interactions in proteins, namely, facilitating the protein’s binding to its substrate
or any other ligand. Aside from rendering the binding specific, noncovalent interactions
render it reversible, which prevents the enzyme from getting ‘stuck’ with the first ligand or
substrate it binds. This book will discuss in detail all of the three phenomena mentioned
above, i.e., fold stabilization, dynamics, and ligand binding, emphasizing their dependency
on various physical forces and effects. In order tomake it easier for the reader to understand
these issues, we first discuss noncovalent interactions and forces.

FIGURE 1.11 Structure-function relationship in the binding site of an enzyme (lysozyme).
Left: The overall structure of an enzyme (PDB entry 9lyz). The contours of the enzyme are shown
as a yellow surface. The substrate (blue spheres) is shown within the binding site (red circle).
Right: A magnification of the binding site, showing the substrate and some of the enzyme’s amino
acids that participate in the binding (green sticks) and catalysis (orange sticks) of the substrate.

*1Noncovalent interactions in proteins are often cooperative.That is, the formation of one interactionmakes
the following interactions stronger, thus encouraging the formation of complex structures (see also Chapter 4).
This phenomenon is considered to be one of the hallmarks of protein structure and function, as it contributes
not only to the stabilization of protein structure but also to ligand binding.

*2The conformation of a molecule denotes the spatial arrangement of its atoms. Different molecular confor-
mations can have the same connectivity (i.e., the pattern of covalent bonds between the atoms), but differ in
the direction that some of the atoms face. Thus, molecules can switch between different conformations with-
out breaking covalent bonds, just by moving their atoms. This is made possible by the thermal energy in the
surroundings of the molecules, which is converted into kinetic energy (see Box 1.2 below for details).



Introduction ■ 29

1.3 NONCOVALENT INTERACTIONS BETWEEN ATOMS IN
BIOMOLECULES

Noncovalent interactions are very common in macromolecules (including proteins), due
to the relative weakness of these interactions. Indeed, whereas covalent bonds require an
energy input of 65 to 175 kcal/mol to be broken [101], the energy content of a noncovalent
bond is only up to a few kcal/mol. As explained above, the weakness of these interactions
allows proteins to change conformation and bind ligands, two properties that are highly
important for their function. Although they are weak, the high number of noncovalent in-
teractions still allows them to stabilize three-dimensional protein structures.The nature and
strength of noncovalent interactions in a protein are affected by the chemical nature of the
protein’s environment. It is therefore customary when discussing protein structure to take
into consideration not only the protein and any ligand it may bind (both are referred to
as the ‘solute’), but also the molecules constituting their environment (referred to as the
‘solvent’).

There are two main types of noncovalent interactions (see also Figure 1.12):

1. Electrostatic interactions – These are interactions that occur between electrically
charged atoms, and include both attractive and repulsive forces. The charges may be
full or partial*1, and partial charges may be fixed or induced (see details below). One
class of electrostatic interactions, van der Waals interactions, occur between induced
partial charges. This type of interaction has several unique features (e.g., it occurs be-
tween any pair of atoms that are close enough to each other) and is therefore described
separately from other electrostatic interactions.

2. Nonpolar interactions – These attractive interactions, resulting from the hydropho-
bic effect, are most noticeable between atoms or chemical groups that are devoid of
charge.

In the following subsections we discuss in detail the physicochemical features of the two
interaction types. Due to the unique features of van der Waals interactions and their math-
ematical treatment, we will describe them separately from other electrostatic interactions.
As mentioned above, noncovalent interactions are central to virtually any aspect of protein
structure and function. Therefore, these interactions will also be discussed in detail in other
chapters, in the following contexts:

Chapter 2: the groups and substructures in proteins that interact via noncovalent forces.

Chapter 4: the quantitative contribution of noncovalent interactions to protein structure.

Chapter 8: protein-ligand binding via noncovalent interactions.

Chapter 9: the importance of noncovalent interactions to enzymatic catalysis.

*1As shown in Figure 1.12 and explained in Box 1.1 below, partial charges exist as dipoles. A dipole can
form, for example, when covalently bonded atoms possess significantly different electronegativities [102]. In
such cases, negative charge is built up on the more electronegative atom, making it more negative than its
bonded counterpart.
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1.3.1 Electrostatic interactions
1.3.1.1 Introduction
Two atoms that are electrically charged interact electrostatically with each other (Fig-
ure 1.13). The nature of these interactions depends on the signs of the charges; charges of
the same sign repel each other, and charges of opposite sign attract each other. Each of the
interacting charges generates an electric field, which surrounds it. The interaction between
the two charges results from the way the electric field emanating from one charge affects
the other charge [103]. Since both full and partial charges may be involved, there are various
types of electrostatic interactions between atoms, including charge-charge, charge-dipole,
and dipole-dipole (Figure 1.12), where the latter two may involve fixed or induced dipoles.
In proteins, the most common interactions (except for van der Waals interactions, which
will be discussed separately) are:

1. Ionic interaction occurs between fully charged atoms.When the atom-atom distance
is less than 4Å, the ionic interaction is referred to as an ‘ion pair’ or ‘salt bridge’ [104].

2. Hydrogen ‘bond’ occurs between two electric dipoles, one of which includes a hy-
drogen atom. Less standard hydrogen bonds may involve a full charge and a dipole.

Electrostatic interactions, and hydrogen bonds in particular, are very common in proteins,
and play different roles, such as imparting specificity to the protein structure or to its asso-
ciation with other molecules [105]; contributing to protein folding; and aiding in enzymatic
catalysis [106]. In proteins, these interactions may occur as follows:

1. Between charged atoms belonging to different chemical groups within the protein.

2. Between charged atoms on the protein surface and charges in the environment
(e.g., the cytoplasm, membrane, interstitial fluid, or other bodily fluids).

3. Between charged atoms of the protein and those present on its ligand.

In the following two sections we focus on the physical principles underlying electrostatic
interactions. Ionic interactions can be described by the basic concepts of electrostatics,
whereas hydrogen bonds require the consideration of other characteristics. Accordingly, we
will begin with a description of the principles underlying both interaction types, and then
discuss separately the additional qualities pertaining to hydrogen bonds alone. Table 1.2,
which is given at the end of this subsection, summarizes key quantitative features of the
main electrostatic interactions in Figure 1.12.

FIGURE 1.12 Main noncovalent interactions found in proteins. (Opposite) (a) The relation-
ship between the interaction types (see more detailed description in the main text). The dominant
interactions in proteins are colored in blue. vdW: van der Waals. (b) Types of charges involved in at-
tractive electrostatic interactions. Plus andminus symbols indicate full positive and negative charges
(respectively) on the atoms; 𝛿+ and 𝛿− indicate (permanent) partial positive and negative charges
(respectively). Left: A schematic representation of the interactions. The covalent bonds are marked
by bars, and the electrostatic interaction is marked by the orange dotted line. Right: Examples of
the interactions, between the following groups: a positively charged ammonium and a negatively
charged carboxylate (top), a positively charged ammonium and a hydroxyl dipole (middle), and an
amino dipole and a hydroxy dipole (bottom). Induced dipoles are not shown and will be discussed
in Subsection 1.3.2.
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(a)
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𝑞𝑖 𝑞𝑟
𝑟

(b)

FIGURE 1.13 Electrostatic interaction between two point charges of opposite sign. (a) The
charges are depicted as two points, with 𝑟 denoting the distance separating them. One of the charges,
𝑞𝑖, is positive (blue), whereas the other, 𝑞𝑗 , is negative (red). The gray box represents the medium,
of dielectric constant 𝜀, in which the charges are situated. Note that in cases in which the charges
are also chemical entities (atoms, molecules), they too have dielectric constants. (b) The electro-
static field between two interacting charges of +1 and −1 units (right–positive, left–negative). The
charges are separated by 10Å in a medium of dielectric 80. The blue and red lines denote positive
and negative electrostatic field lines. The electrostatic field was calculated and presented using BAL-
LView [107].

1.3.1.2 Basic principles
1.3.1.2.1 Coulomb interactions

The potential energy*1 of interaction between two point charges in a uniform medium is
described by Coulomb’s law:

𝑈Coul =
𝑞𝑖𝑞𝑗

𝜀𝑟𝑟𝑖𝑗
(1.2)

(where 𝑈Coul is the potential interaction energy (multiply by 332 (kcal/mol)Å/𝑞2
𝑒 to obtain

the energy in kcal/mol), 𝑞𝑖 and 𝑞𝑗 are the interacting charges (in electron charges), 𝑟𝑖𝑗 is the
distance between the charges (inÅ), and 𝜀𝑟 is the relative dielectric constant of themedium).

Equation (1.2) demonstrates the three quantities on which the interaction energy de-
pends:

1. The magnitude of the interacting charges.

2. The distance between the charges.

3. The dielectrics of the medium (see Box 1.1 for detail).
*1The potential energy of a noncovalent interaction describes the energy resulting from interaction between

two species (atoms, groups, molecules) in a static system. It is therefore only one component of the total
(i.e., free) energy of the system; the latter accounts also for changes in the interaction resulting from dynamics
of both the interacting species and their environment (i.e., entropic changes). A more extensive description of
the potential energy of a system and its relation to the free energy is given in Chapter 4.
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The dependency of the interaction on the second and third quantities provides important
information on its physical nature. First, the energy depends inversely on the distance be-
tween the charges (𝑟𝑖𝑗).That is, the chargesmust be separated by a relatively large distance in
order for the interaction to become insignificant. Thus, electrostatic interactions are long-
ranged. For comparison, attractive van der Waals interactions, which are discussed below,
depend on the inverse of the sixth power of the distance, making them short-ranged. In-
deed, electrostatic interactions in proteins may be significant even at distances of up to a
few tens of Ångströms [106]. By ‘significant’ we mean an energy value equal to or greater
than 𝑅𝑇 (≈ 0.6 kcal/mol) (see Box 1.2 for details).

The dependency of electrostatic interactions on the dielectric constant provides a great
deal of information about the environmental aspect of the interactions. The dielectric con-
stant represents the ability of the medium to mask (i.e., reduce) the energy of the interac-
tion between charges (see Box 1.1). In a vacuum, there is no masking at all, and the di-
electric constant is 1. The resulting potential energy of the Coulomb interaction is in this
case maximal. For example, two opposite charges with a magnitude of 1 electron charge,
placed in a vacuum 4Å away from each other, will have a Coulomb interaction energy
of −83 kcal/mol (Table 1.1). Water represents the other extreme; there is ample masking of
electrostatic interactions, as reflected by the high dielectric constant (~80).The electrostatic
interactions in water will therefore be 80 times weaker than in a vacuum. The cytoplasm of
cells is generally considered to be an aqueous, high-dielectric environment. However, as
explained in Box 1.1, measurements indicate that the dielectric constant inside cells is ~60
at the most [108]. Lipid media, such as biological membranes, have dielectric constants of
2 to 30 [109,110], higher than that of a vacuum but still considered low. Thus, the Coulomb
interaction in these media will be considerably stronger than in water. Even inside the pro-
tein, the dielectrics may change, which makes things much more complicated, as described
in the following section.

Finally, note that although 𝑟𝑖𝑗 and 𝜀 may change the strength of theCoulomb interaction,
they cannot change its nature, i.e., attractive or repulsive. That depends only on the signs of
the interacting charges.

BOX 1.1 THE DIELECTRIC CONSTANT AND POLARIZATION

The dielectric constant is a general property of a medium, representing its ability to
polarize in response to an externally applied electric field. On the molecular level, po-
larization of a medium involves reorientation of its molecules, to optimize their inter-
actionwith the electric field.This is similar to the needle of a compass reorientingwhen
positioned in a magnetic field. Not all media are capable of becoming polarized, only
those containing molecular dipoles. A dipole is formed when covalently bonded atoms
possess significantly different electronegativities [102]. In such cases, a negative charge
is built up on the more electronegative atom, making it more negative than its bonded
counterpart.Molecules containing a bond dipole are considered ‘polar’. Molecules con-
tainingmore than one dipole can be considered polar as well, provided that the dipoles
are oriented such that they do not cancel each other out. This is the case in the water
molecule, themost common component in living organisms (Figure 1.1.1).The oxygen
atom in water is more electronegative (3.5) than the hydrogen atom (2.1). Therefore,
each of the two O−H bonds in water is a dipole, with the oxygen atom being partially
negative compared to the hydrogen atom.
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FIGURE 1.1.1 The polarity of a water molecule. The electronegativity value of each atom
is noted. The most electronegative atom and its bonded partner are noted by red and blue
numbers, respectively; 𝛿+ and 𝛿− denote the positive and negative poles of each bond.

Themagnitude of a dipole is expressed as its moment (𝜇). In the case of two charges
of opposite sign but equal magnitude, the moment dipole is:

𝜇bond = 𝑞𝑟 (1.1.1)

(where 𝑞 is the magnitude of the charges (in Coulombs), 𝑟 is the separation between
them (in meters), and 𝜇 is expressed in Coulomb × meter. Here we use a more conve-
nient unit for 𝜇, the Debye (D), where 1 D = 3.336 × 10−30 Coulomb × meter).

For example, each of the O−H bonds of a water molecule has a dipole moment of
1.51D. In the water molecule, the twoO−Hbonds are separated by an angle of 104.45°
(Figure 1.1.2).

Since the two hydrogen atoms face the same general direction, i.e., away from the
oxygen atom, the entire molecule is a dipole, which should be stronger than the dipoles
of the two separateO−Hbonds.Themolecular dipole (𝑑) can be calculated byweighting
the two bond dipoles according to the angle between them (𝜃):

𝑑 = 2𝑟 cos (
𝜃
2) (1.1.2)

The moment of the molecular dipole is as follows:

𝜇mol = 𝑞𝑑 (1.1.3)

For water, 𝜃 = 104.45°, 𝑟 =0.96Å, and 𝜇mol = 1.85 D, expressing the high polarity of
this molecule.

𝜃 = 104.45°

𝑑

FIGURE 1.1.2 The geometry of a water molecule. 𝜃 is the angle between the two O−H
bonds. The direction of the molecular dipole (𝑑) is shown on the right.
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Methane represents the opposite end of the polarity scale. This molecule includes
four C−H bonds (Figure 1.1.3), and is completely nonpolar, for two reasons. First, un-
like oxygen, carbon is close to hydrogen in terms of electronegativity. Moreover, each
of the C−H bonds faces a different direction, so the weak C−H dipoles that do exist
essentially cancel each other out. As a result, methane has a polarity of 0D.

FIGURE 1.1.3 The nonpolar nature of methane. The electronegativity values and colors
are presented as in Figure 1.1.1. The hydrogen atom bonded by the solid wedge points out of
the plane of the paper or screen, towards the observer, whereas the hydrogen atom bonded
by the hashed wedge points into the plane of the paper or screen, away from the observer.

As explained above, the polarity of any medium can also be described by its di-
electric (𝜀). So, which represents polarity better, 𝜇 or 𝜀? In fact, they both describe the
same phenomenon, but on different scales; 𝜇 represents the polarity of a single bond or
molecule, whereas 𝜀 is an average quantity representing the polarity of a bulk medium.
Thus, the two values offer two different ways of relating to the medium’s polarity, de-
pending on the requirements of the model chosen to represent it. We have seen that a
single water molecule possesses a significant dipole moment. Indeed, the dielectric of
bulk water is the largest observed in biological systems (𝜀 ≈ 80).

Electrostatic interactions depend on the dielectric of themedium in which they oc-
cur (see Box 1.3 and the main text). Pairwise (Coulomb) interactions between solutes
depend inversely on 𝜀, meaning that they are weakened by polar media. In suchmedia,
the solvent dipoles reorient in order to optimize their interactions with the electric field
emanating from each of the solutes. In water, for example, the reorientation allows the
(partially) charged oxygen atoms to face positively charged solutes, whereas the hydro-
gen atoms face negatively charged solutes (Figure 1.1.4).When the system includes two
adjacent charges interacting with each other, the reoriented water dipoles around each
of the charges create a screening effect, which weakens the Coulomb interactions be-
tween the charges. This process does not happen to a large extent in nonpolar media,
since the molecules of these media contain weak dipoles, and therefore do not pro-
vide the interacting charges with sufficient screening. It should be mentioned, though,
that with the exception of a vacuum (𝜀 = 1), no medium is completely nonpolar. For
example, octanol, which contains one polar OH group attached to a long nonpolar hy-
drocarbon chain, has a dielectric of 10.3 [111]. In fact, even liquid alkanes, which are
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completely devoid of electronegative atoms, have some polarity (𝜀 = 2). Still, com-
pared with water, alkanes and long-chain alcohols are considered nonpolar.

FIGURE 1.1.4 Charge screening by surroundingwatermolecules.Thedotted lines repre-
sent hydrogen bonds.The angle separating the twoO−Hbonds in watermolecules is 104.45°.
Here we used a smaller value for graphic purposes.

Biological systems include media with different degrees of polarity. The cytoplasm is
based on water, which allows intracellular molecules to be efficiently screened and
thus function independently. However, as noted above, the dielectric inside cells is
still lower than that of water, and according to measurements is estimated to be up
to ~60 [108]. A less polar environment would allow these molecules to interact non-
specifically with each other, aggregate, and lose their biological function. It is therefore
not surprising that water is often termed ‘the universal solvent’. Indeed, despite the
large morphological, genetic, and biochemical variety of organisms on Earth, they are
all mademostly of water, and cannot exist without it*a.Water-based (aqueous) environ-
ments can also be found in the extracellular matrix, and in bodily fluids. In contrast,
the plasma membrane and the inner membranes of eukaryotic cells are largely non-
polar (𝜀 ≈ 2), increasing the electrostatic interactions ~30 fold compared with the
cytoplasm. As demonstrated in Chapter 7, membrane-bound proteins have evolved to
take advantage of this phenomenon, in order to remain stable and active.

*aThe general importance of water to the physical world has been recognized since antiquity. The most
famous reference in this regard is probably the statement of the Greek philosopher Thales of Miletus (6th cen-
tury BCE), that water is the ‘nature of matter’ [112].
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BOX 1.2 THE SIGNIFICANCE OF 𝑅𝑇

𝑅𝑇 is the heat energy present in a system, e.g., an aqueous solution. At room tem-
perature (𝑇 = 25 °C = 298 K), with 𝑅 = 1.989 cal/(mol × K), the product yields a
value of 0.6 kcal/mol.The heat energy is absorbed bymolecules within the solution and
converted into kinetic energy (𝐾):

𝐾 ∝ 𝑘B𝑇 (1.2.1)

(where 𝑘B is the Boltzmann universal constant).
The above implies a similarity between 𝑅 and 𝑘B. Indeed, they are essentially the

same, but whereas 𝑘B refers to 1 molecule, 𝑅 refers to 1mol (Avogadro’s number of
molecules/atoms (𝑁A)): 𝑅 = 𝑁A𝑘B (1.2.2)
The kinetic energy provided by the adsorbed heat to the solvent molecules manifests as
internal motions, such as atomic vibrations andmovements of regions of the molecule,
as well as external motions, i.e., those of the entire molecule in solution (Brownian
motion). The higher the kinetic energy of a molecule, the larger the motions associated
with it:

𝐾 = 1
2𝑚𝑣2 (1.2.3)

(where 𝑚 is the mass and 𝑣 is velocity).
The capacity of the kinetic energy to induce both internal and external motions

explains the general dependency of 𝐾 on 𝑇 in Equation (1.2.1). For example, when the
internal motions of each molecule are neglected, and only its ‘rigid-body’ movements
are considered, the dependency factor is 1.5.Then, we can say that each watermolecule
has a kinetic energy of about 𝑘B𝑇 , which translates to 𝑅𝑇 if the energy is considered
per mole.

𝑅𝑇 is significant not only in its physical sense and its relationship to the kinetic
energy, but also as a general reference for energy changes inmolecular systems. Indeed,
it is considered as the ‘noise’ always present in solution, and therefore, energy changes
that are lower than 𝑅𝑇 are considered negligible.

1.3.1.2.2 Electrostatic interactions also include a polarization component

The dielectric dependence of electrostatic interactions draws attention to the fact that elec-
tric charges within the solute (i.e. fixed charges) interact not only with each other (Fig-
ure 1.14a, left) but also with their environment (Figure 1.14a, right). This is easy to under-
stand when considering a simple ion in water. As described in Box 1.1, the electric field of
the ion polarizes the surrounding water molecules, which reorganize to optimize their in-
teractions with the field. Put simply, they mask the charge electrostatically. Such an effect of
a charge on its environment is called ‘polarization’, and the energy it creates is referred to as
‘polarization energy’ [113,114]. The same phenomenon also happens inside proteins (or other
macromolecules); a charge that is part of the protein polarizes the charges around it, which
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generates favorable polarization energy. However, if the charge’s environment is devoid of
other charges, i.e., includes nonpolar chemical groups, there is nothing to mask the charge,
and the resulting polarization energy is highly unfavorable. Thus, the interaction between a
charge and its environment, i.e., the polarization energy, is not always favorable. This is in
contrast to the pairwise (Coulomb) interaction between adjacent charges, which is always
favorable between charges of opposite sign.

To summarize, electrostatic interactions between charges of opposite sign include a
favorable Coulomb component but also a polarization component, which may or may
not be favorable, depending on the immediate environment of the interacting charges.
The potential energy of the total electrostatic interaction (𝑈elec) is therefore a sum of the
Coulomb (𝑈Coul) and polarization (𝑈pol) components:

𝑈elec = 𝑈Coul + 𝑈pol (1.3)

This can be illustrated quantitatively using a simple case of two monovalent ions of oppo-
site charge (e.g., Na+ and Cl– ) in water. When the ions are far from each other, each is
completely surrounded by water molecules, which electrostatically mask its charge. How-
ever, if we bring the two ions to a distance of only 3Å from each other, which is similar
to their distance in a salt crystal, the water molecules between them are pushed aside, and
as a result, the dielectric constant in this region drops considerably. Both the proximity of
the two charges and the drop in dielectrics stabilize the Coulomb interaction between the
two charges by 55 kcal/mol*1. However, the drop in dielectrics also creates an unfavorable
change of 57 kcal/mol in the polarization energy. Accordingly, the total potential energy
change in the electrostatic interactions in the system, as a result of bringing the two charges
together, is unfavorable by 2 kcal/mol.

As explained above, the potential energy (𝑈 ) is only one component of the total (free)
energy of the system (𝐺). Thus, when describing noncovalent interactions in a system, we
are interested in the free energy of the interactions. Since the free energy incorporates ad-
ditional factors beyond those described by the potential energy, calculating it is more com-
plicated. This issue is described in Box 1.3.

What about electrostatic interactions between fixed charges (of opposite sign) within
proteins? Are they favorable? This issue is a bit more complicated than the case of two sim-
ple ions in solution, and is discussed in detail in Chapter 4. For now, it will suffice to say that
measuring the energy of such interactions is technically difficult, and calculating it yields
significantly different values, depending on the exact method used to calculate the polar-
ization energy. The complexity of proteins’ geometrical shapes further factors into this dif-
ficulty. The different approaches to calculating the polarization free energy, and the reasons
why they yield different results, are described in Box 1.3.

*1Calculated using DelPhi [115]. For simplicity, the radius of each of the two ions was set to 1Å.
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(a)
𝑈Coul

𝜀 = 80

𝑈pol

𝜀 = 80

(b)

FIGURE 1.14 Components of the total electrostatic interaction. (a) Schematic illustration of
the two types of interactions involving two simple ionic charges (blue and red circles) inside water:
pairwise (Coulomb) interactions between the two charges (left), and the (polarization) interactions
between each of the charges and the aqueous environment (right). 𝑈Coul and 𝑈pol denote the poten-
tial energies of the two types of interactions, respectively. (b) The same types of interactions, when
the interacting charges (white circles with plus or minus signs) are in a protein. The surface area
of the protein is shown in blue, along with the first layer of solvent water molecules around it (red
and white spheres). Two types of electrostatic interactions are presented: between charges within
the protein (green dotted line), and between protein and solvent charges (yellow dotted lines).



40 ■ Proteins: Structure, Function & Motion

1.3.1.2.3 Solute-solute vs. solute-solvent interactions

The need to take polarization effects into account applies not only to interactions between
fixed charges inside the protein, but also to interactions between charges in the protein and
the solvent (Figure 1.14b). Most cellular proteins reside in an aqueous (water-like) environ-
ment. Such environments include the cytoplasm and the fluids filling the various organelles.
Electrostatically, an aqueous environment consists of the partial charges of water molecules
(see Box 1.1), and the full charges of solvated ions. As explained in the previous subsec-
tion, protein charges tend to interact favorably with polar media due to electrostatic mask-
ing. Some cellular proteins, however, reside inside the lipid core of the plasma membrane,
which is nonpolar. In such cases, the electrostatic interaction between protein charges and
their environment is unfavorable, which is why these membrane proteins tend to include
chemical groups devoid of any significant charges (i.e., nonpolar).

Accounting for the solvent in computational studies of proteins is a difficult task, not
only because of the need to address polarization effects, but also because water is a dynamic
solvent, which makes protein-solvent interactions change constantly. All of these effects
must be accounted for in order to describe the behavior of the protein reliably. These issues
are addressed in Box 1.3.

BOX 1.3 CALCULATING THE ELECTROSTATIC FREE ENERGY

In a system containing charged solutes immersed in a solvent, the potential electro-
static free energy (𝑈elec) results from two types of interactions: the (sum of) pairwise
interactions between the solutes, and the solvent polarization (see main text for de-
tails). The potential energy of pairwise interactions (𝑈Coul) can be described using the
Coulomb equation (Equation (1.2)). Solvent polarization results from the interactions
of solvent charges with the charges of the solute [113,114,116]. In polar media such as wa-
ter, these interactions involve the reorientation of water dipoles around the solute. As
explained in Box 1.1 and in the main text, the reorientation of the water dipoles opti-
mizes their interactions with the electrostatic field emanating from the charges of the
solute. In principle, any of the solute-water interactions can be described using the
Coulomb equation, and the total polarization (potential) energy can then be obtained
by integrating over all interactions. In reality, using this approach is unrealistic, be-
cause Coulomb’s law refers to point charges, whereas biological solutes (e.g., proteins)
are bulky, and usually contain many charges. As a result, the system contains at least
two different dielectric regions: the low dielectric solute (2 < 𝜀 < 20), and the high
dielectric aqueous solvent (𝜀 ≈ 80).

In addition, the potential energy provides only partial information on the electro-
static interactions, as it describes them in a static system in which all atoms are ‘frozen’.
In reality, both the solute and the aqueous solvent surrounding it are dynamic, which
means that the Coulomb interactions between them change constantly. To describe the
electrostatic interactions fully, their free energy (𝐺elec) must be calculated, as it accounts
also for the changes in interactions resulting from system dynamics*a.

*aIn a broader sense, the free energy of a system includes both its potential energy and its entropy, a ther-
modynamic quantity representing the number of possible configurations of the system.This topic is described
in detail in Chapter 4.
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Thus, calculating 𝐺elec requires the consideration of solute-water interactions in all pos-
sible configurations of the system — that is, in all solute conformations and with all
possible water arrangements. In biological systems containing macromolecules, this
task is in many cases computationally infeasible.

To solve this problem, an alternative approach can be used. Instead of calculating
each protein-solvent interaction separately, the total effect of solute charges on the sol-
vent is calculated. This is done by replacing the all-atom (explicit) description of the
solvent with an implicit one; the solvent is described using a single parameter, its di-
electric constant. The approach is called the ‘continuum-solvent (CS) model’ [117–120]. It
is based on the assumption that the dielectric, being an average property, embodies all
the features of the solvent relevant to its electrostatic interaction with the solute charges
(see Box 1.1). A key advantage of this model is that it avoids the computational burden
of the explicit description.

The interaction energy between the solute charges and the surrounding dielectric
body is calculated in two steps:

First step: The electrostatic potential (Φ) is calculated using the Poisson equation. This
equation describes the dependence of Φ on the solute’s charge density (𝜌) and
the dielectric constant (𝜀) [117]:

Δ
[𝜀(𝑟)ΔΦ(𝑟)] = −4𝜋𝜌(𝑟) (1.3.1)

Note that 𝜌 replaces the detailed description of the solute’s charges, used in
Coulomb’s equation.
What is themeaning ofΦ?The charged solute (𝑞1) emits an electric field in all di-
rections (Figure 1.3.1). A probe charge (𝑞2) positioned within the field senses the
field and has electrostatic energy (𝐺elec). The electrostatic potential, Φ, is defined
as the energy of that charge:

Φ = 𝐺elec

𝑞2
(1.3.2)

Φ depends on the proximity to the source charge, but also on the local dielectric.
In the solute-solvent system, each point in space has a value of Φ, which depends
on the charge and dielectric values at that point. Indeed, in the Poisson equation,
Φ, 𝜌, and 𝜀 depend on the position vector, 𝑟.This complex dependency cannot be
solved analytically, except in cases where the solute has a simple geometry, such
as a charged sphere or plane. In all other cases, numerical solutions are used. The
approach here is to make an initial estimate of Φ, and use it as a basis for further
calculations that provide more accurate estimations. After numerous iterations,
the calculation converges to yield the final value of Φ (Figure 1.3.2). One of the
popular forms of solving the Poisson equation is the finite difference method [121],
in which the protein-solvent system is mapped onto a three-dimensional grid.
Each grid point is assigned charge and dielectric values, which are used to cal-
culate Φ.
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FIGURE 1.3.1 The electrostatic potential. The potential (Φ) is the energy acquired by a
probe charge (𝑞2) positioned within an electrostatic field (black arrows) that is emitted by a
source charge (𝑞1). This is also a way to measure the potential.

FIGURE 1.3.2 An equipotential surface representation ofΦ around the amino acid Lys.
The blue and red nets represent equipotential surfaces, i.e., all points in space in which Φ is
+2 or −2𝑘𝐵𝑇 /𝑒, respectively.

Second step: The system’s electrostatic free energy (𝐺elec) is calculated by integrating
the values of (𝜌 ⋅ Φ) over all grid points:

𝐺elec = 1
2 ∫ 𝜌(𝑟)Φ(𝑟) d𝑟 (1.3.3)

Since the calculation is based on an average property of the system, the calcu-
lated quantity is the free energy (𝐺elec), not just the potential energy (𝑈elec) (see
Chapter 4 for details). Thus, the CSmodel allows one to calculate free energies
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without the need to sample the entire configurational space of the system, as
explained above.
The CSmodel may also account for the electrostatic interactions between the so-
lute and physiological salt ions in the solvent. In this case, the Poisson equation
is supplemented with an additional expression that refers to the salt charge den-
sity, using the ionic strength (𝐼) and the Boltzmann constant (𝑘B).The underlying
assumption is that the salt ions equilibrate rapidly and adjust their locations in
space to the distribution of the source charges of the macromolecule. Thus, their
local concentration follows the Boltzmann distribution. The full expression is
termed the ‘Poisson-Boltzmann (PB) equation’:

Δ
[𝜀(𝑟)ΔΦ(𝑟)] − 𝜀(𝑟)

(
8𝜋𝑞2𝐼
𝜀𝑘B𝑇 )

sinh [Φ(𝑟)] = −4𝜋𝜌(𝑟) (1.3.4)

(where 𝑞 is the charge of the ions).
The ionic strength, 𝐼 , is related to the charges and concentrations of all ions
present in the solution:

𝐼 = 1
2 ∑ 𝐶(𝑖)𝑍2

(𝑖) (1.3.5)

(where 𝐶(𝑖) is the molar concentration of ion 𝑖, 𝑍𝑖 is its charge number, and the
sum is taken over all ions in the solution). The ionic strength of biological cells
is estimated to range between 50 and 250mM [122].

There are a number of computational tools capable of solving the PB equation;
some are accessible free-of-charge on the Internet. Two popular tools in this cat-
egory are DelPhi [123] and the adaptive Poisson-Boltzmann solver (APBS), which
can be used in a stand-alone mode, or as a plug-in in program packages, such as
GRASP [124], visual molecular dynamics (VMD) [125] and PyMOL [126]. In addition,
pre-calculated electrostatic potential maps can be viewed by a variety of molecu-
lar viewers such as those mentioned above, as well as by protein modeling packages
such as UCSF Chimera [127]. For inexperienced scientists and students we recom-
mend automatic web-based servers, such as the protein continuumelectrostatics (PCE)
server [128]*a. These and other molecular graphic tools are able to represent the elec-
trostatic potential on the surfaces of proteins and other biomolecules, as depicted in
Figure 1.3.1b. As explained in Chapter 2, this form of representation is very helpful in
relating structure to function in many proteins. For example, some proteins use posi-
tively charged residues to associate electrostatically with the negatively charged DNA
or negative side of the plasma membrane. It is difficult to find such regions using a
simple representation of the protein. However, in an electrostatic potential map of the
protein, such regions are easily spotted as distinct ‘clouds’ of positive potential. A pow-
erful demonstration of the use of such representation to investigate structure-function
relationships has been given by Murray and Honig [129].

*ahttp://mobyle.rpbs.univ-paris-diderot.fr/cgi-bin/portal.py#forms::PCE-pot

http://mobyle.rpbs.univ-paris-diderot.fr/cgi-bin/portal.py#forms::PCE-pot
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1.3.1.3 Hydrogen bonds
Electrostatic interactions may involve partial charges constituting an electric dipole. In bi-
ological macromolecules we find many interactions between permanent dipoles (Keesom
interactions [130]) or between full charges and dipoles, with the most common type being
the hydrogen bond. The standard hydrogen bond involves two dipoles [131] (Figure 1.15a):

1. D−H, where D is a hydrogen donor, an atom that is significantly more electronegative
than carbon and hydrogen (e.g., oxygen or nitrogen). As we will see in the next sub-
section, less standard (and weaker) hydrogen bonds may involve heavy atoms such
as sulfur, which are not as electronegative as oxygen or nitrogen, but have substantial
electron density.

2. A−C, where C is carbon and A is a hydrogen acceptor, an electronegative atom hav-
ing non-bonding polarized orbitals (e.g., the same atom types as D). Again, in non-
standard, weaker hydrogen bonds, D may be other electron-dense species, e.g., an
aromatic group containing a cloud of 𝜋 electrons (see next subsection).

Since the hydrogen of the D−H dipole is partially positive, and the acceptor atom A is par-
tially negative, the hydrogen and the acceptor atom are attracted to each other. As a result,
the distance separating them is shorter than the sum of their van der Waals radii. This has
led to the traditional view of the interaction as a ‘bond’, in which there is a type of shar-
ing of the hydrogen atom between D and A. In reality, however, the hydrogen atom stays
covalently attached to D, and there is no real sharing.

As in ion interactions, the strength of a hydrogen bond depends on the types of inter-
acting atoms (specifically, the heavy, electronegative atoms participating in the hydrogen
bond), and on the interatomic distance. While hydrogen bonds in molecules display a vari-
ety of lengths, most tend to be within a limited range [132,133]. For example, the typical D⋅⋅⋅A
and H⋅⋅⋅A distances are 2.8 to 3.0 Å [133] and ~2Å [134], respectively (Table 1.2). However,
in contrast to ionic interactions, the strength of hydrogen bonds depends also on the ori-
entation of the dipoles of the donor and acceptor, as reflected by the angles between them
(Figure 1.15b). In proteins and small molecules the angles characterizing hydrogen bonds
vary, albeit within a certain range due to geometric constraints imposed by the other parts
of the molecule [132,133].

Given the bond length and angle, the potential electrostatic energy of a hydrogen bond
can be approximated by the following equation, which corresponds to Figure 1.15c):

𝑈 =
𝜇𝑖𝜇𝑗(2 cos 𝜃𝑖 cos 𝜃𝑗 − sin 𝜃𝑖 sin 𝜃𝑗)

𝜀𝑟𝑟3
𝑖𝑗

(1.4)

(where 𝑈 is the potential energy (multiply by 14.4 to obtain the energy in kcal/mol), 𝜇𝑖 and
𝜇𝑗 represent the strengths of the two interacting dipoles (in Debye), 𝑟𝑖𝑗 is the distance be-
tween their centers, 𝜀𝑟 is the relative dielectric constant, and 𝜃𝑖, 𝜃𝑗 are the angles between
each of the interacting atoms and the imaginary axis connecting the two centers; see Fig-
ure 1.15c).

Equation (1.4) shows that the electrostatic energy depends inversely on the third power
of the distance (𝑟3

𝑖𝑗). The optimal interaction energy is produced by a head-to-tail ar-
rangement of the two dipoles (Figure 1.15d). In such a geometry, the energy is equal
to −2𝜇1𝜇2/𝜀𝑟𝑟3

𝑖𝑗 . It should be mentioned that Equation (1.4) is only an approximation. First,
it is based on classical electrostatics and excludes any quantum chemical effects. Second, it
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does not take into account the temperature dependence of the dipole. Third, most of the
hydrogen bonds in proteins are not collinear, due to factors we will not go into at this point.

The importance of hydrogen bond geometry is supported by the fact that algorithms
using geometric considerations are much more efficient in predicting energies of hydrogen
bonds, as compared with algorithms that are based on classical electrostatic calculations
alone [134]. In the former type of algorithm, the interaction energy is usually represented by
a geometry-dependent expression, produced statistically from known protein structures. In
addition to interatomic distance and angle, the electron densities of the two electronegative
atoms are important as well: the lower the electron density of the donor atom, and higher the
electron density of the acceptor atom, the greater the magnitude of the interaction energy.
In extreme cases, the donor is positively charged (e.g., the C−−N+H2 group of the amino acid
arginine), or the acceptor is negatively charged (e.g., the COO– group of the amino acids
glutamate and aspartate). Such bonds are called ‘ionic hydrogen bonds’. Finally, as in any
electrostatic interaction, the interaction energy depends on the polarity of the medium. In
water, hydrogen bonds have an energy of ~−1 kcal/mol [135], whereas insidemacromolecules
the energy depends on the immediate chemical environment of the charge, but does not
exceed a few kcal/mol [136] (see also Chapter 4).

Hydrogen bonds are extremely common in proteins [132,137,138], and they are among
the factors determining the unique architecture of these molecules. Most hydrogen
bonds are formed between a hydroxyl (−OH) or amino (−NH2) group of the donor, and
a nitrogen or oxygen atom of the acceptor. In addition, water molecules caged inside the
protein tend to take part in hydrogen bonds as well, interacting with chemical groups of the
protein chain. Sometimes, hydrogen bonds involve C−H as the donor group. Since the elec-
tronegativity of the carbon atom is lower than that of oxygen or nitrogen atoms, the strength
of such bonds is about half of the strength of ‘regular’ hydrogen bonds [139], and they tend
to appear only in nonpolar environments (i.e., the protein core or the membrane). Finally
there are low-barrier hydrogen bonds (LBHBs), which occur between donor and acceptor
atoms that are separated by less than ~2.5Å and have similar pKa values [140] (see Box 2.2
in Chapter 2 for an explanation of pKa). In this state, the energy barrier for proton transfer
between the two atoms is very low, and the hydrogen bond itself is very strong, estimated to
be about half the strength of a single covalent bond. LBHBs are often formed within the cat-
alytic sites of enzymes, where they play an important role in the stabilization of the reaction’s
transition state.

1.3.1.4 Other types of electrostatic interactions
Salt bridges and standard hydrogen bonds constitute the bulk of electrostatic interactions
within proteins. In addition, there are chemical species (atoms, groups) capable of par-
ticipating in other electrostatic interactions, as described below and summarized in Ta-
ble 1.3. While most of these interactions are generally considered to be weaker than those
discussed above, including standard hydrogen bonds, their microenvironment inside the
protein (dielectric, polarization by adjacent groups) may raise their energy. Like hydrogen
bonds, most of these interactions are strongly affected by stereoelectronic considera-
tions in addition to pure electrostatics [105], and are therefore directional (i.e., geometry-
dependent).This directionality in turn contributes to the specificity of the interactions,
which is highly important in biological systems (see Chapters 4 and 8). The chemical
species and the interactions in which they participate are as follows:
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(a)

(b) (c)

(d)



Introduction ■ 47

Aromatic rings and 𝜋 interactions: Aromatic groups are common in proteins and appear
in four of the twenty natural amino acid types that constitute proteins (see Chapter 2).
Furthermore, they are highly common in many of the small molecules that proteins
bind (ligands), such as hormones, neurotransmitters and pharmaceutical drugs. Aro-
matic rings are planar and have a very characteristic electronic configuration; they
contain resonant double bonds, which include 𝜎-orbital electrons within the ring
plane, and 𝜋-orbital electrons above and below the plane (Figure 1.16aI). The latter
provide the ring with a partially negative electric charge, which allows it to interact
with other aromatic rings (see Chapter 2, Subsection 2.2.1), polar atoms and groups
(e.g., amides [145], which are dipolar and also contain 𝜋 electrons), metals (cation-𝜋
interactions [146], Figure 1.16aII) and even participate (as acceptors) in weak hydrogen
bonds (Figure 1.16aIII) [147,148]. The latter, called 𝜋-hydrogen bonds, are geometrically
more flexible than standard hydrogen bonds [149].

Sulfur: Sulfur appears in two of the twenty natural amino acids that build proteins, as well
as in many organic molecules that interact with proteins. Examples include the fol-
lowing: (i) vitamins that form enzyme cofactors (e.g., coenzyme A, created from vita-
min B5, see Chapter 9), (ii) protein-bound organic complexes (e.g., the Fe−S clusters
in respiratory proteins), and (iii) pharmaceutical drugs (e.g., penicillin-group antibi-
otics). In contrast to oxygen and nitrogen, the sulfur atom has low electronegativ-
ity (2.5), which should prevent it from participating in hydrogen bonds. However,
the two lone electron pairs on sulfur allow it to participate in electrostatic interac-
tions, including hydrogen bonds. Hydrogen bonds involving sulfur are of interme-
diary strength compared with standard hydrogen bonds, and occur between thiol
(S−H) groups as donors and O and N-containing groups as acceptors [150]. Another
type of sulfur-mediated electrostatic interaction involves the 𝜋 electrons of aromatic
groups [141,151]. Quantum-mechanical calculations, as well as surveys of thiol-𝜋 cou-
ples in proteins, show that the geometric positioning of the two interacting groups is
limited to certain configurations (Figure 1.16b). This limitation is probably a means
of avoiding electrostatic repulsion between the two lone pairs of the thiol group and
the 𝜋 electron cloud of the aromatic group. However, while one of the three most

FIGURE 1.15 Thehydrogen bond. (Opposite) (a) Top: A general depiction of the hydrogen bond
between a donor D and an acceptor A. 𝛿+ and 𝛿− indicate the signs of the partial positive and neg-
ative charges (respectively) on the atoms. The covalent bonds are marked by bars, and the hydrogen
bond is marked by the orange dotted line. Bottom: examples of hydrogen bonds found in proteins.
The R groups signify the moieties bound to the reactive groups; in all cases the heavy atom in the
reactive group is bound to a carbon atom in the R group. (b) The three geometric parameters used
to characterize hydrogen bonds (see main text for details). The bond is shown schematically, with
the four atoms involved represented as spheres, and each of the covalent bonds between them repre-
sented as a bar. (c) The parameters used for calculating the potential energy of two interacting elec-
tric dipoles. The scheme is similar to (b), except that the two dipoles are positioned with their heads
in parallel, and the two 𝜃 angles are equivalent instead of complementary. (d) The electrostatically-
preferable dipole-dipole interaction geometry. As explained in the main text, Quantum-Mechanical
effects might favor a non-linear configuration. In addition, entropy considerations would favor non-
linear configurations, as there are more such configurations for each fixed angle, which is non-zero.
Atoms and bonds are represented as in (b).
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(a) (I) (a) (II) (a) (III)

(b) (I) (b) (II) (b) (III)

(c) (I) (c) (II) (c) (III)
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common configurations can easily be explained by simple dipole-dipole interactions
(Figure 1.16bI), the other two (Figure 1.16bII and III) suggest different types of fa-
vorable interactions. Indeed, sulfur is also able to interact with electron-dense species
via its low-lying 𝜎∗ orbitals [152–154].

Lone electron pairs and 𝑛 → 𝜋∗ interactions: Lone electron pairs on atoms such as oxy-
gen and nitrogen can interact favorably with the antibonding orbital (𝜋∗) of adjacent
species. Such interactions, involving protein carbonyl and amide groups, have been
demonstrated [155,156], and their energy has been estimated at a value of ~5% to 25%
of that of a standard hydrogen bond.

Halogens and X-bonds: The halogens that are most prevalent in biological systems (F, Cl,
Br, I) do not normally appear in proteins, but can sometimes be introduced enzy-
matically during an inflammatory response (e.g., asthma [157]) [158]. In contrast, halo-
gens are quite common in protein ligands, such as the iodine-containing thyroid
hormones [159], as well as in pharmaceutical drugs (e.g., the antibiotic vancomycin
and anti-cancer drugs that inhibit protein kinases [160]) [143]. In drugs, the halogen
is usually F or Cl (the heavier Br and I are less commonly used). The general view
is that halogens are very poor hydrogen bond acceptors, even F, which is the most
electronegative halogen [161]. However, halogens are capable of participating in an-
other favorable electrostatic interaction, called an ‘X-bond’ [143,144,162,163]. This interac-
tion occurs between a carbon-bound Cl, Br or I atom (C−X) and an electron-dense
species, typically, the lone pairs of O, N or S atoms, whole charges on groups contain-
ing these atoms, and the 𝜋 electrons of aromatic rings. The interaction results from

FIGURE 1.16 Weak electrostatic interactions in proteins. (Opposite) (a) (I) Electrostatic prop-
erties of aromatic rings. Delocalization of 𝜋 electrons in aromatic rings (in this case benzene) creates
a partially negative charge above and below the ring plane (marked by the dashed line), and a par-
tially positive charge at the ring plane. (II) Cation-𝜋 interactions between anNa+ ion (purple sphere)
and an indole ring (shown as sticks with carbon atoms colored green and nitrogen atoms colored
blue) in the protein lysozyme (PDB entry 1lpi). (III) 𝜋-hydrogen bond between an OH group and
a phenol ring (both shown as sticks) in the protein glutathione transferase (PDB entry 6gst). The
atoms are colored as in II, with the hydrogen atom colored white. (b) Interactions between thiol
groups (represented here by SH2) and aromatic rings. The three geometric configurations shown in
the figure are known to be common in proteins [141]. Configuration I represents simple electrostatic
interactions between (𝑖) the lone electron pair of S (shown as red dots) and the positive potential
around the plane of the aromatic ring (the potential’s extrema are shown as blue spheres (created
using TorchLite*1 [142])), and (𝑖𝑖) the partial positive charges of the thiol’s hydrogen atoms (𝛿+ signs)
and the 𝜋 electron clouds above and below the ring’s plane (red shapes, created using TorchLite). In
configurations II and III the sulfur atom is right above the plane of the aromatic ring. These con-
figurations are stabilized primarily by interactions between the sulfur’s low-lying 𝜎∗ orbitals and
the aromatic ring’s 𝜋 electron cloud. (c) Interactions between halogens and electronegative species.
(I) Schematic representation of electron distribution on the halogen. Reprinted with permission
from [143]. Copyright (2013) American Chemical Society. (II) The 𝜎-hole resulting from redistribu-
tion of the valence electron in the pz-atomic orbital (blue) to form the covalent C−X 𝜎-bond (yellow)
of a halomethane (X−Me) molecule (taken from [144]). (III) Interactions between a carbonyl oxy-
gen (red) in the enzyme MEK kinase and an iodine atom (purple) in its ligand (PDB entry 3dv3).
Adapted with permission from [143]. Copyright (2013) American Chemical Society.



50 ■ Proteins: Structure, Function & Motion

the uneven distribution of electrons along the C−X 𝜎 bond, creating a positive elec-
trostatic potential on the side of the halogen that is opposite the bond (Figure 1.16cI).
This potential can then interact favorably with the negative potential of the electron-
dense species. The polarity of the C−X bond results from the orbital configuration of
the halogen (Figure 1.16cII). Specifically, the pz orbital of the halogen’s valence shell
is collinear with the C−X 𝜎 bond and facing away from it. The electron of this or-
bital participates in the formation of the 𝜎 bond, leaving the orbital depopulated and
partially exposing the high effective charge of the halogen’s nucleus [144]. This par-
tially positive region of the halogen atom is called the ‘𝜎-hole’ [164,165]. Since pz faces
away from the C−X bond, a positive potential is created opposite the bond, i.e., facing
outwards (Figure 1.16cI). This makes X-bonds directional with preference to linear-
ity [143], similarly to hydrogen bonds. Indeed, the 𝜎-hole in an X-bond can be viewed
as analogous to the hydrogen-bond donor. The magnitude of the C−X positive po-
tential increases with the size of the halogen (F < Cl < Br < I). The polarizability of
F is so small that this halogen does not contain a significant 𝜎-hole. Another factor
that increases the potential and resulting X-bond energy is the group containing the
C−X carbon, with electron-withdrawing groups (e.g., aromatic rings) having a posi-
tive effect. X-bonds in proteins have been documented in numerous cases [143,144,158]

(e.g., Figure 1.16cIII) and have been shown to contribute to ligand binding and bi-
ological function (see notable examples in [143]). An interesting question is why F,
which cannot accept hydrogen bonds or even form significant X-bonds, appears on
various drug molecules. The answer has to do with the large electronegativity of F,
which draws electrons from the carbon atom to which it is bound. As a result, the
bond between the two becomes stronger and the part of the molecule near the car-
bon has a lower electron density. These two effects decrease the probability of the
drug molecule being chemically or metabolically changed. Thus, replacing the hy-
drogen in a C−H bond with an F is an elegant way to protect the drug from chemical
or metabolic inactivation. Since H and F have similar size, the replacement does not
interfere with binding of the drug molecule to its target protein.

1.3.2 Van der Waals interactions
The distribution of electrons around atom nuclei is subjected to transient quantum fluctua-
tions.The result of the fluctuations is an electronic dipole at the atom level, which constantly
changes its direction. This in turn leads to constant changes in the electric field around the
atom, and when two neighboring atoms are ~7Å apart, the changes in the electric field of
one induce opposite changes in electric field of the other. In other words, a randomly pro-
duced electronic dipole in one atom polarizes an adjacent atom and induces it to form an
opposite dipole. The extent of the induction depends directly on the radius of the polarized
atom, and inversely on its electronegativity [103]. The two opposite dipoles interact electro-
statically, and as a result attract each other (Figure 1.17). This attractive force is called the
‘London force’ (after Fritz London), and since it results from the induced dipoles, it is also
referred to as a ‘dispersion force’ [171,172]. As the atoms approach each other, their electronic
shells begin to electrically repel each other, in accordance with Pauli’s exclusion principle,
stating that electrons cannot spatially overlap. (Repulsion between the nuclei of the two
atoms also exists, but it is much less significant than the electronic repulsion.) The collec-
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TABLE 1.2 A summary of the the main types of electrostatic interactions found in proteins.
Van der Waals interactions are also described here because of their electrostatic nature. 𝑞 is the full
charge (in electron charges), 𝜇 is the dipole moment (in Debye), 𝑟𝑖𝑗 is the distance between the
charges (in Å), and 𝜀𝑟 is the relative dielectric constant of the medium. The 𝜃 angles in the second
and third equations are defined in Figure 1.15b. To obtain the energy in kcal/mol, the following pre-
factors should be used: 332 for the first equation, 69.1 for the second equation, and 14.4 for the third
equation.

Interaction Example Potential energy
Distance

dependence

Typical
distance

(Å)

Typical strength
in vacuum *a

(kcal/mol)

Charge-charge
(ionic)

Salt bridge 𝑈 =
𝑞𝑖𝑞𝑗
𝜀𝑟𝑟𝑖𝑗

1/𝑟 < 4
(salt bridge)

~80

Charge-fixed
dipole

Hydrogen
bond

𝑈 =
𝑞𝑖𝜇𝑗(cos 𝜃)

𝜀𝑟𝑟2
𝑖𝑗

1/𝑟2 2.8–3.0 *b 0–7 *c

Fixed dipole –
fixed dipole

Hydrogen
bond

𝑈 =
𝜇𝑖𝜇𝑗(2 cos 𝜃𝑖 cos 𝜃𝑗 − sin 𝜃𝑖 sin 𝜃𝑗)

𝜀𝑟𝑟3
𝑖𝑗

1/𝑟3

Induced dipole –
induced dipole

Van-der Waals
interactions

𝑈 =
𝐴𝑖𝑗

𝑟12
𝑖𝑗

−
𝐵𝑖𝑗

𝑟6
𝑖𝑗

1/𝑟6 (attractive)
1/𝑟12 (repulsive)

3.5 *d 0.1–0.5 *e

*aIn proteins, the strength of these interactions is difficult to determine, and different values have been suggested by dif-
ferent studies (e.g., [136]; see Chapter 4 for details).

*b[133]. In the case of hydrogen bonds, if the bond is described as donor-hydrogen-acceptor (D−H⋅⋅⋅A), the reported values
correspond to the D⋅⋅⋅A distance. The corresponding H⋅⋅⋅A distance is typically 2Å [134].

*c[166–168].
*d[169].
*e[167,170].

tive attractive and repulsive forces described above are referred to as ‘van der Waals interac-
tions’, although this name is often used to describe the attractive force alone. Since van der
Waals interactions result from basic atomic characteristics, they occur between any two
adjacent atoms. In macromolecules such as proteins, atoms are often packed against each
other such that the distances among them produce optimal van der Waals energy. That is,
the atom-atom distances are short enough to produce attractive interactions, but not sig-
nificant repulsive interactions (see the minimum in Figure 1.17, which usually corresponds
to ~3.5Å). Accordingly, each atom has been assigned a van der Waals radius, which is equal
to the optimal distance from the atom nucleus to the outer shell of a neighboring atom. This
value is used in graphical representations of atoms to outline their contours. When two
atoms form a covalent bond, the process involves overcoming the repulsive van der Waals
forces. As a result, the distance between covalently bound atoms is shorter than the sum
of their van der Waals radii. This is also true for two atoms that are engaged in a hydrogen
bond.

There is no single expression describing van derWaals interactions accurately. Instead, it
is customary to use the empirical Lennard-Jones expression to describe the potential energy
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TABLE 1.3 Less common yet important electrostatic interactions found in proteins.

Chemical species Interaction Interaction features

Aromatic rings 𝜋–𝜋 • Involves two aromatic rings
• Occurs between partially negative and partially
positive regions in the rings

• Highly geometry-dependent
cation-𝜋 • Often involve cationic metals
𝜋 hydrogen bonds • The 𝜋 electrons serve as the hydrogen bond acceptors

• Weaker, yet geometrically more flexible than standard
hydrogen bonds

Sulfur and thiol Hydrogen bonds • Involve the thiol (SH) group as a weak donor
• May involve the two sulfur lone pairs as very weak
acceptors

Thiol-𝜋 • Involve dipole-dipole interactions
• May also involve interactions between the 𝜋 electrons
and the sulfur’s low-lying 𝜎∗ orbitals

• Highly geometry-dependent

Lone electrons 𝑛 ⟶ 𝜋∗ • Involves the lone electrons of electronegative atoms
and the antibonding orbitals of other atoms

• Estimated energy: ~5%–25% of a standard hydrogen
bond

Halogens X-bonds • Electrostatic, occurring between a C−Cl/Br/I group
and an electron-dense species (fully or completely
charged)

• Involve the internal dipole in the carbon-bound
halogen

• Strength depends on halogen: Cl < Br < I

of the van der Waals interaction (𝑈vdW) between atoms 𝑖 and 𝑗 (see also Table 1.2):

𝑈vdW ≈
𝐴𝑖𝑗

𝑟12
𝑖𝑗

−
𝐵𝑖𝑗

𝑟6
𝑖𝑗

(1.5)

(where 𝑟𝑖𝑗 is the distance between the atom nuclei, and 𝐴𝑖𝑗 and 𝐵𝑖𝑗 are constants of the re-
pulsive and attractive interactions, respectively; the constants represent the specific physical
chemistry of each atom pair).

As Equation (1.5) shows, the attractive van der Waals forces depend on the 6th power of
the interatomic distance, which means that van der Waals interactions are short-ranged.
Again, we should remember that the Lennard-Jones expression is empirical, and that the
constants 𝐴𝑖𝑗 and 𝐵𝑖𝑗 are produced by fitting.Most of the values currently used in protein re-
search have been produced by a statistical study in which the Lennard-Jones expression was
calibrated according to interatomic interactionswithin 15 proteins [173]. Van derWaals inter-
actions are weak even compared to other noncovalent interactions (0.1–0.5 kcal/mol [167,170],
see Table 1.2), which is to be expected considering that van der Waals interactions involve
induced dipoles. However, since they occur between any pair of adjacent atoms, the cu-
mulative contribution of van der Waals interactions is significant in macromolecules.
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FIGURE 1.17 Van der Waals interactions. The van der Waals interaction energy as a function
of the distance between the nuclei within an argon dimer. The energy was calculated using an em-
pirical potential [175]. The long-ranged (electrostatic) attraction, resulting from the dispersion force
between the atoms, and the repulsion, resulting from Pauling’s exclusion principle at short distance,
are noticeable. The image is taken from [176].

Moreover, since their energy is highly dependent on the interatomic distance, it is stronger
in proteins, which are tightly packed (see Chapter 2), than in looser media such as water. In-
deed, estimations indicate that van der Waals interactions involving a methylene (−CH2−)
group have energy levels of −1.8 and −3.1 kcal/mol in water and in the protein interior,
respectively [174].

1.3.3 Nonpolar interactions and hydrophobic effect
Water, as explained in Box 1.1, has unique properties that enable it to serve as the universal
solvent [177]. Specifically, water molecules possess an electric dipole, in which the oxygen
atom carries a partial negative charge, whereas both hydrogen atoms carry a partial posi-
tive charge. As a result, individual water molecules tend to hydrogen-bond with each other
in a way that connects their dipoles into one large network. This property is manifested
in the high surface tension [178] and boiling temperature of bulk water. Although the wa-
ter molecules are interconnected, bulk water is dynamic; the individual molecules tend to
detach from and re-attract to the network rapidly. This increases the inherent disorder of
bulk water, or in other words, its entropy. As mentioned above, the second law of thermo-
dynamics states that the entropy of the universe tends to increase with time, which means
that high-entropy states in nature are stable (see Chapter 4 for detail). Thus, the structure
of bulk water is doubly stabilized: the individual dipoles in the structure interact favor-
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ably with each other, but the entire structure remains dynamic enough tomaintain high
entropy.

The insertion of a solute into water disturbs the water’s stable yet dynamic structure. In
the case of a polar solute, the surrounding water molecules hydrogen-bond to it, thereby
partially compensating for the loss of local water-water bonds. However, in the case of a
nonpolar solute, such solute-solvent interaction cannot happen. Instead, the surrounding
water molecules reorganize around the solute, forming a cage-like structure, in which they
hydrogen-bond to each other [179]. Although some stabilization is gained from these bonds,
the ordered structure formed around the solute significantly lowers the entropy of the sys-
tem, which creates a net destabilizing effect. This process repeats itself with the insertion of
additional nonpolar solute molecules, further lowering the system’s entropy. However, if the
individual nonpolar molecules, while diffusing freely in solution, associate with each other,
the surrounding watermolecules reorganize and form a large cage-like structure around the
solute aggregate (Figure 1.18a). The surface area of the large water cage is smaller than the
sum of surface areas of the individual cages around each of the nonpolar molecules (Fig-
ure 1.18b). Since the drop in entropy due to the formation of a cage-like water structure
directly depends on the dimensions of this structure, the system favors a single aggregate
of nonpolar solute over the unattached molecules.

Indeed, nonpolar solutes tend to aggregate in water, as anyone who has watched oil
droplets in a pot of water knows. This phenomenon is referred to as the ‘hydrophobic ef-
fect’ [180], and the interactions between the nonpolar solute molecules are called ‘nonpolar
interactions’. It should be noted that these are not classical atom-atom interactions, but in-
stead an indirect effect resulting from properties of the solvent [181]. For this reason, it is
difficult to know the exact magnitude of the nonpolar ‘interaction’, although it is known to
correlate with the dimensions of the ‘interacting’ molecules [182]. Such correlations and the
underlying nonpolar energy can be observed in experiments that measure the partition-
ing of model molecules between water and a nonpolar medium (e.g., cyclohexane)*1 [180].
When small molecules are involved (up to 20 carbon atoms), the (nonpolar) interaction
free energy correlates with the molecular volume or number of carbon atoms [182]. How-
ever, when a large molecule, such as a protein, is involved, the energy correlates best with
another dimension-related parameter, the surface area. In the latter case, the correlation
constant has been found to be ~25 cal/mol for every Å2 of the molecule involved in the
interaction [184–186] (see Chapter 4 for details):

Δ𝐺np ≈ −0.025ΔSA (1.6)

(where Δ𝐺np is the nonpolar interaction free energy (in kcal/mol) and ΔSA is the surface
area of the molecule involved in the interaction).

The dependency demonstrates that anymolecule with a surface area is capable of par-
ticipating innonpolar interactions.This is an important conclusion, asmanymolecules in-
clude polar groups and also have a large surface area. Suchmolecules are therefore capable of
both polar and nonpolar interactions, and it is the balance between the two that determines
the overall tendency of the molecule to be either hydrophilic or hydrophobic (i.e., ‘water-
loving’ or ‘water-hating’). Since nonpolar interactions result indirectly from solvent effects,
the distance dependence of the interaction is unknown.However, studies in smallmolecules
suggest an exponential dependence within a distance range of 0 to 100Å [103].

*1Note, however, that in the case of highly nonpolar molecules, such an approach is problematic due to low
water solubility [183].
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(a)
(b)

FIGURE 1.18 The hydrophobic effect. The effect is demonstrated by the amino acid phenylala-
nine (Phe), which possesses a polar part containing amide and carbonyl groups, and a large nonpolar
benzene ring. (a) Two Phe molecules in solvent. Each of the molecules is surrounded by a hydration
shell, in which the water molecules are more ordered than in the bulk water. The Phe are shown
as sticks and the surrounding water molecules as lines. Water molecules that separate the two Phe
molecules are in blue. (b) Association of the two Phe molecules pushes the water molecules sepa-
rating them (in blue) into the bulk, and a single hydration shell is formed around the complex. The
order of the released water molecules decreases, which means that the overall entropy of the system
increases.

1.3.4 Conclusions
Biological macromolecules are stabilized by different types of bonds and interactions.
Strong covalent bonds construct the backbones of macromolecules. However, the function
of a large molecule depends on the exact way in which its backbone folds, which depends
on weak noncovalent interactions. These interactions can be separated into different types,
but ultimately, they all have an electrostatic basis; van der Waals interactions are based on
induced (electrostatic) atomic dipoles, whereas nonpolar interactions are based on solvent
molecular dipoles. A complete and reliable representation of these interactions and forces
can be achieved in principle by describing the electronic distribution of all atoms in the
investigated system. Such a description is currently available only for small systems, us-
ing quantum-mechanical (QM) calculations. Biological systems usually include hundreds
of thousands to millions of atoms, and therefore cannot be described by QM calculations.
Instead, scientists must rely on simple, approximate descriptions of each interaction. Alter-
natively, it is possible to use QM calculations on small confined regions of biological macro-
molecules, such as the active sites of enzymes or binding sites of receptors [187,188]. With the
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constant growth in available computer power, such calculations are likely to extend much
farther, and one day may even encompass whole proteins and other macromolecules.

1.4 SUMMARY

• All life forms on Earth are cell-based.

• Prokaryotes are unicellular organisms whose inner environments are un-compartmen-
talized, yet display limited functional organization. Eukaryotes, which may be either uni-
cellular or multicellular, contain functionally distinct inner compartments.

• A cell creates an internal environment that differs in its physical and chemical properties
from the external environment.

• The distinction between the cell’s internal environment and its external environment is
expressed at the molecular level; cells contain complex molecules, whereas inanimate
matter is made only of elements and simple molecules.

• Of the four basic macromolecules of cells, proteins are themost functionally diverse.This
diversity is a direct result of proteins’ high structural complexity, which in turn results
from their polymeric nature and the chemical diversity of their building blocks, amino
acids. These two features create numerous ways in which proteins may fold into three-
dimensional structures. The exact structure of a protein provides its unique function.

• The three-dimensional fold of a protein is maintained by a set of three basic types of
noncovalent interactions: electrostatic, van der Waals, and nonpolar. These interactions
are only marginally higher in magnitude than the thermal energy RT, allowing proteins
to be dynamic, which is crucial for their function.

1.5 ORGANIZATION OF BOOK

This book focuses on three central aspects of protein function: structure, energetics, and
motion. Most of the discussion relates to the common types of cellular proteins, i.e., those
characterized by a globular shape and high water solubility. These proteins reside in the
cytoplasm, organelles, and extracellular space. They are discussed in Chapters 1 through 5.
Some proteins, which tend to formfibers, are characterized by simpler structureswith repet-
itive features.They are discussed inChapter 2.Other proteins, which exist in a structure-less,
yet active form, are discussed in Chapter 6. Finally, proteins that reside within the plasma
membrane (or inner membranes of the cell) are globular, yet lipid-soluble. These proteins
constitute about 20% of all cellular proteins (~7,000 in humans [189]), and are discussed in
Chapter 7. Chapters 8 and 9 are dedicated to two central aspects of protein function, ligand
binding (Chapter 8) and catalysis of chemical reactions (Chapter 9). Ligand binding is one
of the most basic functions of proteins, whereas catalysis is the most sophisticated. Both
aspects are excellent examples of the protein structure-function relationship.
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EXERCISES

1.1 All living organisms are made of cells. Suggest reasons for this phenomenon.

1.2 Explain the advantages of molecular complexity, and how living organisms achieve it.

1.3 How many unique polypeptide chains with 60 amino acids are there?

1.4 Suggest a reason why evolution has led to the stabilization of proteins via noncovalent
interactions, rather the much stronger covalent bonds.

1.5 Provide a short, qualitative description of all intermolecular forces that could associate
between amino (NH +

3 ) and carbonyl (C−−O) groups.

1.6 Use your own words to describe the van der Waals interaction plot (Figure 1.17).

1.7 Does the hydrophobic effect involve direct inter-atomic force? Explain.

1.8 Two proteins bind each other noncovalently in an aqueous solution, with a total in-
teraction surface (i.e., the interface of both binding partners) of 500Å2. A pH change
leads to conformational changes in both proteins, which results in a decrease of their
interface to 300Å2. Estimate the resulting change in the nonpolar interaction energy,
using the empirical method described in the text.

1.9 Write mathematical expressions describing the corresponding energies of electrostatic
(Coulomb) and van derWaals interactions.What can you deduce from the expressions
on the range of each interaction?

1.10 Briefly explain the significance of the dielectric constant to electrostatic interactions.

1.11 Describe the two main differences between ionic interactions and hydrogen bonds.
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CH A P T E R 2

Protein Structure

2.1 INTRODUCTION

In 1960 the British biochemist John Kendrew used a method called ‘X-ray diffraction’ to
‘photograph’ myoglobin at a 2-Å resolution, and became the first person to determine the
three-dimensional structure of a protein [1]. A short while later, Max Perutz, Kendrew’s col-
league at Cambridge University, determined the structure of a similar, yet more complex
protein, hemoglobin [2]. For these feats the two scientists were awarded the 1962Nobel Prize
in chemistry. Since then, the structures of tens of thousands of different proteins have been
determined at high resolution. Today, these structures are freely accessible over the Inter-
net for anyone interested, and their investigation enables scientists to better understand the
architectural, functional and energetic principles of proteins.

2.1.1 Hierarchy in protein structure
At first glance, most proteins look like chaotic crowdings of atoms. A closer look, how-
ever, reveals complex structures organized in a hierarchical manner [3] (Figure 2.1). The
first level of this hierarchy, referred to as the ‘primary structure’, is the ordered sequence of
amino acids composing the protein chain. Certain segments within this chain tend to fold
into simple shapes, such as helices, loops, etc. These structures are referred to as ‘secondary
elements’, and collectively constitute the second level of the protein hierarchy, the secondary
structure. Secondary elements are local, and (except for loops) proceed along one axis of the
protein chain.The overall chain tends to fold further into a compact, three-dimensional ter-
tiary structure, which constitutes the third level of the hierarchy. As explained in Chapter 1,
the tertiary structure is the most stable form of the protein, since it optimizes the various
attraction forces among the different amino acids that compose the chain. Moreover, the
tertiary structure is also the biologically active form of the protein, and its disruption ren-
ders the protein partially or completely inactive. Therefore, the tertiary structure is often
referred to as the ‘native structure’ of the protein.

These three levels of structural hierarchy exist in all proteins, although deviations from
the classical ‘rules’ of the tertiary structure can be observed in some proteins. For exam-
ple, fibrous proteins tend to acquire an elongated form, which includes an arrangement of
secondary elements, yet is devoid of the characteristic complex three-dimensional fold (see
Section 2.7 below). Other proteins take this idea to the extreme and avoid ordered structure
altogether, at least part of the time (see Chapter 6). The third hierarchical level of structure
may be common to most proteins, but it is not necessarily the final level. Some proteins in-
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FIGURE 2.1 The four levels of protein structure. The levels are depicted on the structure of the
hemoglobin protein, which includes four different chains (shown in different colors). The first level
is the amino acid sequence of the chains, depicted here as an olive-colored one-letter code (see main
text below; see blow-up on the top right side of the figure). The second level includes the helical
(spring-like) segments of the protein, as well as the connecting loops. Other proteins may include
other secondary elements, in which the chain is more extended (i.e., less compact) than in helices.
The third level includes the complete three-dimensional organization of each of the chains. Finally,
the fourth level includes the arrangement of the different chains. The structure was taken from the
Protein Data Bank (PDB, entry 1hho).

cludemore than one chain. In such cases, each chain folds separately into a tertiary structure,
and then joins the others to form a biologically active complex. This type of organization
constitutes the fourth level of structural hierarchy, and is referred to as ‘quaternary struc-
ture’. It is important to distinguish between the quaternary structure and complexes that
form when cellular proteins interact physically with other members of their biochemical
pathways. Such temporary complexes are not considered to be quaternary structures, since
the individual proteins composing them are also active when separated.

2.1.2 Coenzymes and prosthetic groups
The amino acid chain is the primary and central component of the protein, but not nec-
essarily the only component. Some proteins may include other atoms or small molecules,
which are required for the proteins’ function and/or stability. These cofactors are chemically
diverse and can be organicmolecules or elements, eithermetallic (e.g., zinc) or non-metallic
(e.g., selenium). Some of them bind to the protein chain temporarily, whereas others, re-
ferred to as ‘prosthetic groups’, are integral parts of the protein [4]. The latter are tightly at-
tached to the protein, sometimes even covalently. Enzymes, for example, have long been
known to require cofactors in order to carry out their functions. As will be explained in
detail in Chapter 9, such cofactors, termed ‘coenzymes’, are in most cases small organic
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molecules derived from vitamins. The common coenzymes NADH and FADH2 are well-
known examples. These two molecules, derived, respectively, from the B-complex vitamins
niacin (B3) and riboflavin (B2), serve as carriers and/or donors of high-energy electrons in
reduction-oxidation (redox) reactions.

Some enzymes use several different cofactors. As an example, let us look at pyruvate de-
hydrogenase (PDH), which is a key enzyme in carbohydrate catabolism [5]. The catabolic
metabolism of carbohydrates begins with glycolysis, a 10-step biochemical pathway that
turns one glucose molecule into two molecules of pyruvate [6], and continues with the citric
acid (Krebs) cycle [7], which further degrades and oxidizes the remnants of pyruvate to CO2.
PDH works between those two major pathways, and it is responsible for the activation of
pyruvate, so as to allow it to enter the Krebs cycle. Specifically, PDH catalyzes the oxidative
decarboxylation of pyruvate to acetyl-CoA (ACoA), its activated form (Figure 2.2a). PDH
is not a single enzyme, but rather a three-component complex, with each component par-
ticipating in a different step in the activation of pyruvate, and each using a different coen-
zyme (Figure 2.2b). The first component uses thiamine pyrophosphate (TPP), a derivate of
thiamine (a.k.a. vitamin B1) (Figure 2.2c). TPP enables the first component of PDH to decar-
boxylate pyruvate, a three-carbon molecule, into acetaldehyde, a two-carbon group (which
is in the form of a hydroxyl-ethyl group when attached to TPP).The third carbon is released
asCO2.Thebiological importance of TPP is reflected in the outcomeof its deficiency: people
who do not obtain enough thiamine in their diet often suffer from a disease called beriberi,
which harms several body systems [8].

The second component of PDH uses lipoic acid. This prosthetic group is covalently at-
tached to the enzyme (see below). The active part of lipoic acid is a ring structure that con-
tains two covalently bonded sulfur atoms (i.e., an S−S bond, or disulfide) (Figure 2.2c).
This part catalyzes the oxidation of the substrate’s hydroxyl-ethyl group and its transfer to
the third cofactor, coenzyme A (CoA), thus yielding the principal product of the reaction,
acetyl-CoA. CoA is a derivate of pantothenic acid, also known as vitamin B5 (Figure 2.2c).
The binding of the two-carbon substrate to lipoic acid involves the reduction-opening of
the S−S bond into two thiol groups (−SH), a coupled oxidation of the substrate’s hydroxyl-
ethyl group, and its attachment to one of the thiols. Thiol groups are chemically reactive,
as reflected in their susceptibility to toxic derivates of the element arsenic [9] (see Box 2.1).
In order to allow PDH to remain active, the two thiol groups must be re-oxidized and re-
form the S−S bond. This role is played by the third (and last) component of PDH, which
uses the coenzyme flavin adenine dinucleotide (FAD). Finally, FAD itself is reconstituted by
NAD+, which is consequently reduced to NADH, the third product of the reaction (CO2 is
the first one). It is interesting to note that the principal PDH reaction, as complex as it may
be, is not unique; it is also used by 𝛼-ketoglutarate dehydrogenase, a Krebs cycle enzyme.
The catalyzed reaction is identical to that of PDH, but the substrate is a different keto-acid
(𝛼-ketoglutarate instead of pyruvate). As we shall see later, the reuse of ‘successful’ protein
functions is a key evolutionary strategy.
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(a)

(b)

(c)

Thiamine pyrophosphate (TPP) Pantothenic acid (B5) Lipoic acid

FIGURE 2.2 The pyruvate dehydrogenase (PDH) complex. (a) The reaction catalyzed by PDH.
S-CoA stands for coenzyme A, TPP for thiamine pyrophosphate, NAD for nicotine-adenine dinu-
cleotide, and FAD for flavin adenine dinucleotide. (b)Themechanism of PDH.The image was taken
from [5]. (c) The chemical structures of TPP, lipoic acid, and coenzyme A.
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BOX 2.1 ARSENIC POISONING, POLITICAL STRUGGLES, AND NAPOLEON
BONAPARTE

Arsenic (As) is an element found in water, soil, and air [9]. It appears in both organic
and inorganic forms and in different oxidation states, of which the tri- and penta-
valent states are considered most dangerous to human health (Figure 2.1.1). Arsenic
poisoningmay occur in different ways, but themost common is through drinking con-
taminated water. Indeed, water-related poisoning cases have been documented world-
wide, especially in Taiwan, Chile, Mexico, India and Pakistan. The toxic effects of ar-
senic may occur through one of two different mechanisms, depending on the form
and chemistry properties of the arsenic species. Inorganic (penta-valent) arsenic is be-
lieved to act by competing with phosphate on the binding to various proteins [9]. This
is made possible by the great similarity between the two species (Figure 2.1.2): they
are of similar size (arsenate is only 4% larger than phosphate), are both pentavalent,
and have the same geometry, pKa*a and charge [10]. In contrast, organic arsenicals act
in a completely different way, by blocking protein thiol groups, thus neutralizing sev-
eral enzymes in which these groups are functionally important. Pyruvate dehydroge-
nase (PDH) is one of the primary metabolic enzymes implicated in arsenic poisoning.
The arsenic-containing compound blocks the thiol groups of lipoic acid, one of PDH’s
coenzymes (Figure 2.1.3). Physiologically, acute arsenic poisoning manifests as violent
abdominal cramping, diarrhea and vomiting, often followed by death from shock [11].
In contrast, chronic poisoning leads to multi-organ pathologies, which may include
skin thickening and pigmentation changes, gastrointestinal problems (including can-
cer), esophageal bleeding, enlargement of the spleen, anemia, bonemarrow depression,
liver disease, and more [12,13]. The symptoms usually include weakness, confusion and
paralysis.

Arsenate Arsenite

FIGURE 2.1.1 Themost common forms of arsenic.The twomolecules shown are the pen-
tavalent arsenate (left) and trivalent arsenite.

Arsenate Phosphate

FIGURE 2.1.2 The similarity between inorganic arsenate and phosphate.

*aSee Box 2.2 for an explanation on the nature of pKa.



70 ■ Proteins: Structure, Function & Motion

Arsenic-based compounds have been used since ancient times, for both beneficial
and sinister purposes. For example, low doses of arsenic have been used as medica-
tion against the sexually transmitted disease syphilis. During the Middle Ages and the
Renaissance period, arsenic trioxide, nicknamed ‘the white powder’, was used quite fre-
quently for assassination of political opponents [11]. Among the accused of using arsenic
for such purposes were members of the infamous Borgia family of Italy. The popular-
ity of the poison was a result of its availability, and the difficulty to recognize its effects
(at least up to the 19th century), among other qualities. Indeed, acute arsenic poisoning
most often passed as food poisoning, due to the harsh gastrointestinal distress, whereas
the effects of chronic poisoning could be attributed to other diseases [11].

H2O

Free lipoic acid Blocked lipoic acid

FIGURE 2.1.3 Pyruvate dehydrogenase neutralization by arsenicals. The proposed
mechanism of action is blockage of the two thiol groups of lipoic acid by covalent bonding
to the arsenical (R−As−−O).

The common use of arsenic-based poisons, especially among royalty and politi-
cians, led to quite a few ‘conspiracy theories’ implicating arsenic poisoning in the
deaths of some famous historic figures. Such was the case with Napoleon Bonaparte I of
France (Figure 2.1.4), who died in 1821 while in exile on the Island of Saint Helena [14].
The official cause of death of Napoleon was stomach cancer. In 1960, a forensic scien-
tist examined a hair sample taken from Napoleon a day after he died. The examination
discovered levels of arsenic many times higher than those in the hair of normal peo-
ple [14]. These results, as well as results of an analysis carried out years later [15,16], raised
the suspicion that Napoleon’s cause of death was not stomach cancer, but in fact ar-
senic poisoning [17]. Although it could not be ascertained whether the poisoning was
accidental or the result of homicide, the theory spread quickly and became popular
worldwide. Recently, a team of scientists from Italy reexamined the hair more accu-
rately, using a nuclear reactor. Although the examination confirmed the high levels of
arsenic in the hair taken from Napoleon posthumously, these levels were present also
in hair taken from him as a child, as well as in his wife’s and son’s hair [18]. These find-
ings seem to refute the theory of Napoleon’s poisoning during exile. Nevertheless, the
question remains of how such high levels of arsenic could have accumulated in the hair
of the Bonaparte family. The answer might be very simple; low-dose arsenic potions
were widely used in the 19th century as a tonic or aphrodisiac. Napoleon, like other



Protein Structure ■ 71

people of his time, might have ingested the toxic element quite willingly, as a drug or
just for the ‘kick’ of it.

FIGURE 2.1.4 Napoleon on his imperial throne (by Jean Auguste Dominique Ingres).
The picture was taken from [19].

Chemical groups that are bound tightly to the protein chain are referred to as ‘pros-
thetic groups’, and they are often used as a basis for the grouping and naming of proteins.
For example, membrane-bound or secreted*1 proteins tend to bind a large number of sugar
moieties (glycans). They are therefore referred to as ‘glycoproteins’. Similarly, proteins that
bind lipid groups are called ‘lipoproteins’. These proteins are bound to large spherical fatty
bodies, which are used for the transport of fatty acids and cholesterol between different or-
gans. Myoglobin and hemoglobin, mentioned at the beginning of the chapter, each contain
an organic group called ‘heme’, which includes an iron atom. They are therefore referred to
as ‘hemoproteins’. Hemoglobin transports oxygen and carbon dioxide between the lungs and
peripheral tissues, whereasmyoglobin serves as a temporary reservoir of oxygen inmuscles.
In both proteins, the heme group functions in binding oxygen, and is essential for protein
function.

Finally, some proteins bind small ions, e.g., metals or halogens, which are important
for function despite their small dimensions. Metals in particular are important for different
proteins, many of which are enzymes. We will discuss the role of metals later, in relation to
post-translational modifications.

2.2 PRIMARY STRUCTURE

The primary structure of a protein is the exact ordering (i.e., sequence) of the amino acids
that form its chain.The exact sequence of the protein is very important, as it determines
the final fold, and therefore the function, of the protein [21].Wewill discuss primary struc-

*1Proteins that constitute ~10% of the human genome [20], and which include certain hormones and local
mediators, antibodies, digestive enzymes, coagulation factors and growth factors.
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ture in two steps. In the first we will get to know amino acids and their physicochemical
properties, and in the second we will see how the amino acids connect to each other, and
how this changes their properties.

2.2.1 Amino acids and their properties
2.2.1.1 Amino acid structure
All amino acids possess a common structure that includes a central carbon atom called
the ‘𝛼-carbon’, or simply ‘Cα’, surrounded by four substituents: a hydrogen atom, an amino
group (‘𝛼-amino’), a carboxyl group (‘𝛼-carboxyl’), and a fourth group referred to as a ‘side
chain’ (Figure 2.3). The 𝛼-carboxyl group has a low pKa (~2), and therefore tends to be
deprotonated and negatively charged at physiological pH (~7)*1. The 𝛼-amino group, on
the other hand, has a high pKa (9–10), and therefore tends to be protonated and positively
charged at physiological pH.Aswewill see later, these charges are nullifiedwhen each amino
acid is integrated within the protein chain, except for the charges located on the two ends
of the protein sequence. It is customary to divide each amino acid into two parts. The first
includes all non-side chain atoms, that is, Cα, its hydrogen atom, the 𝛼-carboxyl group, and
the 𝛼-amino groups.This part is called the ‘backbone’, and is identical across all amino acids.
The second part consists of the side chain, which is different in each amino acid. In other
words, the side chain group is what differentiates between amino acids. Due to the unique-
ness of the side chain residue, amino acids are often referred to as ‘residues’ when incorpo-
rated within the protein chain. In the following sections we will review in detail the specific
properties of amino acid side chains. Before doing so however, it is necessary to discuss one
additional property of these molecules, which, though unrelated to the specific nature of
the amino acid side chain, still affects protein structure and function. This property is the
configuration of amino acids.

FIGURE 2.3 The principal structure of amino acids. Atoms and bonds are depicted as balls and
sticks, respectively. Carbon atoms are shown in green, oxygen atoms in red, hydrogen atoms inwhite,
and the nitrogen atom in blue.

*1See Box 2.2 for an explanation about the nature of pKa.
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BOX 2.2 THE MEANING OF pKa

Some chemical compounds behave as acids or as bases. One of the simplest definitions
of such compounds is Brønsted and Lowry’s, which, in essence, refers to acids as
molecules that release protons into the solution in which they reside, and to bases
as molecules that absorb protons from solution. The ‘deprotonation’ of an acid (RH)
proceeds until equilibrium is reached between the acid and its conjugated base (R– ):

RH ⟷ R− + H+ (2.2.1)

Like any other equilibrium process, deprotonation is also characterized by an equilib-
rium constant (Ka), which depends on the equilibrium concentrations of the reactants
and products:

Ka = [R−][H+]
[RH] (2.2.2)

(where the square parentheses represent molar concentration).
Ka is an important parameter, serving as a measure of an acid’s strength, i.e., its

tendency to release protons; the higher the Ka, the stronger the acid (Figure 2.2.1).
However, the values of Ka may be very large or very small, which is a bit inconvenient.
Thus, scientists prefer to use a related parameter, pKa, defined as minus the base 10
logarithm of Ka:

pKa = − log Ka (2.2.3)

The − log operation makes the numeric difference between strong and weak acids
conveniently small. Thus, the pKa can be defined as a logarithmic measure of the
proton affinity of an acid; the stronger the acid, the lower its pKa (Figure 2.2.1). The
degree of deprotonation of an acid depends on the pH (i.e., − log[H+]) of the solution:
the larger the pH compared to the pKa, the higher the degree of deprotonation. This
is because high pH values correspond to abundance of hydroxide ions (OH– ) in
solution, which scavenge the acid’s protons and thus shift the equilibrium of the acid’s
deprotonation towards the products. The degree of deprotonation of any acid can be
calculated using the Henderson–Hasselbalch equation [22], provided that the pH and
the pKa values are known:

pH = pKa + log [R−]
[RH] (2.2.4)

The equation, which follows from Equation (2.2.2), shows that when the pH of the
solution equals the pKa of the acid, exactly 50% of the acid is deprotonated.
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FIGURE 2.2.1 Ka and corresponding pKa values of different acids.TheKa and pKa scales
proceed from the strongest acids on the left to the weakest on the right. The acids shown are,
from left to right, hydrochloric acid (HCl), benzoic acid, and hydrocyanic acid.

The pKa of an acid is a measurable quantity, and can be determined using titration
of the acid with a strong base, e.g., sodium hydroxide (NaOH). In this process, the
protons produced by the dissociated acid are scavenged by the hydroxide ions from the
dissociated base:

RH ⟷ R− + H+

NaOH ⟶ Na+ + OH−

RH + NaOH ⟶ NaR + H2O
(2.2.5)

This leads to a gradual rise in the solution’s pH, which can be tracked as the base is be-
ing added. In the simplest case, i.e., when both the acid and the base are monoprotic,
one equivalent of added base leads to the deprotonation of exactly one equivalent of
acid, as depicted by the titration curve in Figure 2.2.2a. The pKa is the pH value of the
solution measured when exactly half of the acid has been titrated, i.e., when half of the
base equivalents have been added. As shown in the figure, the curve has a flat region
in the middle, which corresponds to a pH range in which the pH changes very little,
although the base is constantly being added. This phenomenon, known as ‘buffering’,
happens when a large enough quantity of the acid has been deprotonated. Typically,
the buffering capability of an acid appears when approaching the halfway point of the
deprotonation process. In pH terms, the buffering starts when the pH is ~1 unit lower
than that of the halfway point, and stops when the pH is ~1 unit higher than this point.
Thus, the halfway point of deprotonation, which is also the value of the pKa, should
be roughly at the middle of this range. This phenomenon comes in handy when deal-
ing with polyprotic acids (e.g., amino acids), especially when the number of protonated
groups is unknown. In such cases, each of the different groups has its own pKa, and be-
comes fully deprotonated at a different pH value. Assuming that the pKa values of the
groups are not highly similar, they are titrated sequentially, each requiring one equiv-
alent of base to become fully deprotonated. This creates a multi-step titration curve,
such as the one presented in Figure 2.2.2b. As mentioned above, a scientist can iden-
tify the pKa values of the titrated groups*a by finding the middle points of all the flat
regions of the curve.

*aAnd thus, also their number, and sometimes even their chemical nature.
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FIGURE 2.2.2 Titration curves. (a) The idealized titration curve of a monoprotic acid. The
curve represents the change in pH value as a result of the added base.The red rectanglemarks
the range in which the acid behaves as a buffer, and the green sphere shows the pKa point.
(b) The titration curve of glycine, a diprotic amino acid. The pKa values corresponding to
the carboxyl and amino groups of the molecules, 2.3 and 9.6 (respectively), are marked. The
chemical structure of glycine is shown at the upper part of the figure, with protonated groups
marked by circles.

Finally, the deprotonation of an acid affects its electric charge. In Equation (2.2.1), the
acid is electrically neutral when protonated, and becomes negatively charged when it
loses the proton. This pattern characterizes many organic acids, e.g., carboxylic acid:

COOH ⟷ COO− + H+ (2.2.6)

Other acids may behave in the opposite way. That is, they are positively charged when
protonated, and becomeneutral when undergoing deprotonation.This happens, e.g., in
the case of ammonia:

NH2−H+ ⟷ NH2 + H+ (2.2.7)

Such acids usually behave like bases, i.e., their pKa is higher than physiological pH, and
they therefore tend to be protonated at this pH.

Thus, it is necessary to know both the pKa and the chemical structure of an acid
(or base) in order to be able to infer its ionization state.

The effects of the pH and the pKa of an acid or base on its equilibrium and electric
charge are summarized in Figure 2.2.3.
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FIGURE 2.2.3 Effects of pH and pKa on the equilibria and charges of weak acids and
bases. In acids (a), decreasing the pH below the pKa leads to a decrease in the concentra-
tion of A– , which means the molecule becomes less negative. The opposite happens when in-
creasing the pH beyond the pKa: the A– form becomes dominant, and the molecule’s negative
charge increases. In weak bases (b), decreasing the pH below the pKa leads to an increase in
the concentration of HB+, which means the molecule becomes more positive. When the pH is
increased beyond the pKa the opposite happens. Courtesy of Steven Bottomley.

Molecules that contain multiple protic groups (i.e., groups that can undergo protona-
tion or deprotonation) can exist in different ionization states, depending on the pH
and the pKa of each group. At a certain pH, called the ‘isoelectric point’, or pI, the neg-
ative and positive charges on the molecule are equal in number, and the net charge is
zero. When the pH is lower than the pI, the molecule is positively charged, whereas at
pH values higher than the pI values the molecule is negatively charged (Figure 2.2.4).
Thus, knowing the pI of biomolecules such as proteins is of interest to scientists, as
it allows them to separate such molecules from one another on the basis of their net
charge at a certain pH. Such separation is usually done using methods such as ion ex-
change chromatography, in which a mixture of molecules is passed through a column
containing beads with either a positive or negative charge. When the mixture passes
through the column, molecules whose charge is opposite to that of the beads bind to
the latter and are retained inside the column.The rest go through the column. After the
column is washed, the pH can be changed to neutralize or reverse the charges of the
boundmolecules, which allows them to detach from the beads and exit the column. By
using buffers of different pH values, scientists can gradually isolate different molecules
from the same mixture by adjusting their electric charges.

FIGURE 2.2.4 pI and the effect of pH on the net charges of proteins. Courtesy of Steven
Bottomley.
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2.2.1.2 Configurations of amino acids
Many organicmolecules contain one ormore carbon atoms that are bonded to four different
substituents. Such atoms are referred to as ‘chiral’, or ‘asymmetry’ centers. This term reflects
the fact that the mirror image of such a chemical group cannot be superimposed on the
original one. In other words, each chiral center in a molecule has two non-superimposable
forms, each reflecting a different arrangement of the same substituents around the chiral
center. This unique arrangement is referred to as the ‘absolute configuration’ of the chi-
ral center, and the two mirror images as the center’s ‘optical isomers’ or enantiomers [23,24].
To distinguish between the two alternative isomers, one is termed ‘R’, whereas the other is
termed ‘S’. Biochemists often prefer to address the configuration of a molecule according to
its relation to the configuration of the simplest chiral carbohydrate, glyceraldehyde. Accord-
ing to this labeling system, one isomer is referred to as ‘D’, and the other is referred to as ‘L’.
For convenience, we will use the D/L system. Another term reflecting spatial arrangement
of chemical groups and atoms is the molecular conformation, a concept we encountered in
Chapter 1. As explained, whereas the transition from one configuration of a molecule to
another requires the breaking of covalent bonds, the transition between different confor-
mations only requires rotation of the atoms around the (single) bonds.

The configuration of amino acids is determined by the arrangement of substituents
around Cα (Figure 2.4), although some amino acids contain other chiral carbons. The con-
figuration of individual amino acids is of great importance, as it determines the spatial prop-
erties of the entire protein comprising them. Specifically, this property is important for the
ability of proteins to participate in molecular recognition events. As described in Chapter 1,
many proteins are stereospecific; that is, their function is based on their capability to accu-
rately recognize a single configuration of their respective ligands.This means that the three-
dimensional structure of the ligandmustmatch that of the protein’s binding site, i.e., the two
structuresmust complement each other stereochemically. Since the complementarity is spa-
tial, it can only be achieved when the binding site has certain three-dimensional properties;
these properties are determined by the configuration of the amino acids building the site.

L-Alanine D-Alanine

FIGURE 2.4 The L- and D-configurations of the amino acid alanine.
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Indeed, whereas individual amino acids in nature may possess either the D- or L-
configurations, amino acids within proteins almost exclusively possess the L. This ho-
mochirality helps proteins to ensure spatial complementarity between their binding sites and
their ligands, and is a result of the way cells build their proteins. The process begins with the
loading of individual amino acids on their respective transfer RNA (tRNA) molecules, and
proceeds when each of the tRNA-amino acid complexes binds to the ribosome, i.e., the cellu-
lar protein-synthesismachine. As it turns out, the enzymes that carry out the first stage of the
protein-building process recognize only those amino acids that are in the L-configuration.
Thus, only L-amino acids are incorporated into proteins. The origin of this homochirality
is unknown, but studies show that it may result from the properties of tRNA, especially the
D-configuration of its ribose moieties [25,26].

Although homochirality is highly prevalent in proteins, it is not absolute; certain pro-
teins and peptides do contain D-amino acids. This may occur in two ways, depending on
the organism:

1. In microorganisms: Certain unicellular organisms possess a non-ribosomal peptide-
synthesizing system, which can use D-amino acids as substrates [27,28]. Such systems
include a number of enzymes that work together, each catalyzing a different stage in
the synthesis.The enzymes also act as templates for the selection of amino acids (in ri-
bosomal synthesis, the mRNA serves as such a template). Non-ribosomal systems are
responsible in microorganisms for the building of biologically active peptides, such
as those building the cell wall, as well as peptides acting as antibiotics. The latter can
be exemplified by valinomycin, a cyclic peptide that contains a four-residue repeating
sequence. Two of the residues in the sequence have the D-configuration, whereas the
other two are L-amino acids [29].

2. In multicellular organisms: Peptides (and sometimes also proteins) containing D-
amino acids can also be found inmore complex organisms, from snails to humans [30].
These peptides and proteins play important physiological roles that are associated
with development, aging, defense, and neurotransmission. Multicellular organisms
do not possess non-ribosomal systems for protein synthesis, and therefore cannot in-
corporate existing D-amino acids into protein chains while they are being built [30,31].
Instead, such organisms may use specific enzymes to convert certain L-amino acids
in an existing protein into the D-configuration [32–34]. Many peptides containing
amino acids with D-configurations are produced in the skin of amphibians; these
peptides act as a means of defense against predators. The peptide dermorphin, for
example, which is produced by the South American frog Phyllomedusa sauvagii, is
built from seven residues, one of which is D-alanine (Tyr-D-Ala-Phe-Gly-Tyr-Pro-
Ser-NH2)

[35,36]. The peptide has a morphine-like activity (with an effect many times
stronger than morphine’s [37]), and the frogs use it to repel potential predators. Al-
though enzymes typically catalyze the process in which L-residues are converted into
their D-isomers in multicellular organisms, in one case, that of L-aspartate, this con-
version occurs spontaneously, during ageing. The process is thought to involve an
interaction between the negatively charged side chain of aspartate and the 𝛼-amino
group of the following residue [30].
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What is the evolutionary incentive for inclusion of D-amino acids in proteins and pep-
tides? Many peptides containing D-amino acids participate in defense roles. This group
includes secreted peptides (e.g., valinomycin and gramicidin) that have antibiotic activ-
ity against neighboring bacteria, as well as psychoactive peptides (e.g., dermorphin) that
produce toxic effects on larger predators. In any case, the mode of action of these peptides
involves their insertion into another organism, which also possesses defense mechanisms.
Such mechanisms are often based on stereospecific recognition, e.g., in the case of prote-
olytic enzymes and antibodies. In that sense, constructing a peptide with at least one D-
amino acid is highly beneficial, as it prevents the host’s defense system from recognizing
and degrading the peptide. D-amino acids may also promote a unique structure that allows
the peptide to fulfill a specific function.This is nicely demonstrated by the antibacterial pep-
tide gramicidin [38].The peptide acts against a host bacterium by creating a wide ion channel
within its plasma membrane. This causes massive ion loss, dissipation of the plasma mem-
brane’s electric potential, and loss of key metabolic functions [39,40]. Together, these effects
eventually lead to the death of the attacked bacterium. The formation of a wide channel re-
quires a special peptide structure called a 𝛽-helix [41], a structure that is made possible by
the unique sequence of gramicidin, which includes alternating L- and D-amino acids. As
we will discuss later, it is not unusual for protein chains to organize as helical structures;
however, the geometry of the typical ‘𝛼-helix’ structure is different from that of the 𝛽-helix.
In particular, a single 𝛼-helix is too compact to create an ion channel on its own, let alone
one that is wide.

2.2.1.3 Side chain properties
In contrast to the backbone, which is chemically identical in all amino acids, the chemical
nature of each amino acid’s side chain is unique. Given this property, 20 distinct amino
acids can be identified in natural proteins. Table 2.1 and Figure 2.5 present the chemical
characteristics of each of the 20 different side chains and their full molecular structures,
respectively. At first glance it seems that each amino acid has a completely different side
chain chemistry. However, a closer look reveals certain chemical groups, such as amide,
carboxyl and hydroxyl that are present in more than one side chain. Thus, the 20 amino
acids can be classified into a small number of groups, which differ in certain properties,
the most important being polarity. As explained in Chapter 1, a polar molecule contains
at least one hydrogen atom that is bonded to a heavier, considerably more electronegative
atom (oxygen, nitrogen, etc.). The uneven distribution of electrons in such bonds creates an
electric dipole. In nonpolar molecules, in contrast, hydrogen atoms may only be bonded to
carbon atoms, since the electronegativity difference between the two is too small to create a
dipole. As we will see below, the sulfur-hydrogen bond (S−H), which appears in the amino
acid cysteine, constitutes an exception to the rule stated above, because of the electronic
structure of sulfur. Polarity is highly important in biomolecules, since it determines their
ability to interact with other molecules. This is also true for amino acid side chains; those
that are polar are able to interact electrostatically with polar entities, such as other protein
residues, organicmolecules in the vicinity of the protein, and even the aqueous solvent itself
(Figure 2.6).
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Such interactions are highly important in the biological context, for the following reasons:

1. Polar interactions take part in determining the three-dimensional fold of the protein.

2. The tendency of polar residues to interact with water molecules surrounding the pro-
tein enhances the solubility of the protein. As we will see later, this tendency also
affects the likelihood of protein residues to appear at the core or periphery of the
protein [42,43].

3. Some polar residues within proteins participate in ligand binding, which is the basis
for the functions of nearly all proteins (e.g., enzyme-substrate, receptor-hormone, and
antibody-antigen binding).

4. Some polar interactions between enzymes and their substrates participate in catal-
ysis [44]. As explained in Chapter 9, the high electron density on polar atoms allows
some of them to act as nucleophiles, that is, to interact with partially positive carbon
atoms of the substrate, so as to facilitate, e.g., the breaking of its labile bonds. In addi-
tion, polar interactions may indirectly contribute to catalysis by polarizing catalytic
residues.

As Figure 2.5 shows, it is customary to group amino acids into five types:

I. Nonpolar (Figure 2.5a):The side chains of these amino acids contain only carbon and
hydrogen atoms, except for one special case, which will be explained later. Also, note
that the side chain of proline is fused to the backbone (see more below).

II. Polar-uncharged (Figure 2.5b): The side chains of these amino acids are electrically
neutral, but still carry partial charges, which create electric dipoles.

III. Polar-charged (Figure 2.5c): The side chains of these residues are charged at physio-
logical pH. The charge is either −1 or +1 units.

IV. Aromatic (Figure 2.5d):The side chains of these residues contain one or two aromatic
rings.

V. Glycine (Gly) (Figure 2.5e): Glycine is the one amino acid that does not have a side
chain.

The following subsections describe in detail the properties of the side chains of the different
groups of amino acids, with emphasis on their locations within proteins, their interactions
with other residues, and their functional importance. A summary of these features is given
in Table 2.2. A more detailed description of interactions between protein residues can be
found in [45]. This description was produced by extensive statistical analysis of the behaviors
of amino acids in proteins of known structure.This information also appears online at: http:
//www.biochem.ucl.ac.uk/bsm/sidechains/index.html.

http://www.biochem.ucl.ac.uk/bsm/sidechains/index.html
http://www.biochem.ucl.ac.uk/bsm/sidechains/index.html
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(a)

Alanine Valine Proline Leucine Isoleucine Methionine
(Ala; A) (Val; V) (Pro; P) (Leu; L) (Ile; I) (Met; M)

(b)

Serine Threonine Cysteine Asparagine Glutamine
(Ser; S) (Thr; T) (Cys; C) (Asn; N) (Gln; Q)

(c)

Aspartate Glutamate Lysine Arginine Histidine
(Asp; D) (Glu; E) (Lys; K) (Arg; R) (His; H)

(d) (e)

Phenylalanine Tyrosine Tryptophan Glycine
(Phe; F) (Tyr; Y) (Trp; W) (Gly; G)

FIGURE 2.5 Themolecular structures of the 20 amino acid types found in proteins.The amino
acids are grouped into five basic types according to side chain properties. (a) Nonpolar. (b) Polar-
uncharged. (c) Polar-charged. (d) Aromatic. (e) Glycine. The amino acids are shown as sticks and
colored by atoms type (carbon – green, hydrogen – white, oxygen – red, nitrogen – blue, sulfur –
yellow). The 𝛼-carboxyl and 𝛼-amide groups are presented as they are in proteins, i.e., as electrically
neutral carbonyl and amide, respectively.The ionization states of the side chain groups correspond to
physiological pH (~7). In the case of His, the charged and neutral forms have similar probabilities
at pH 7, with a weak preference to the neutral form. Therefore, both forms are shown. Note that
whereas Cys is traditionally considered polar, as shown here, some categorize it as mildly nonpolar
(see main text for details).
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TABLE 2.1 The 20 natural amino acids and chemical descriptions of their side chains.

Three-Letter One-Letter
Group Full Name Name Name Side Chain Group

No side chain Glycine Gly G —

Nonpolar Alanine Ala A Methane
Valine Val V Propane
Leucine Leu L 2-Methyl-propane
Isoleucine Ile I Butane
Proline Pro P Pyrrolidine
Methionine Met M (Methyl-sulfanyl)ethane

Polar-uncharged Serine Ser S Methanol
Threonine Thr T Ethanol
Cysteine Cys C Methanethiol
Asparagine Asn N Acetamide
Glutamine Gln Q Propanamide

Electrically charged Glutamate Glu E Propanoate
Aspartate Asp D Acetate
Lysine Lys K Butan-1-amine
Arginine Arg R 1-Propyl-guanidine
Histidine His H 4-Methyl-1H-imidazole

Aromatic Phenylalanine Phe F Methyl-benzene
Tyrosine Tyr Y 4-Methyl-phenol
Tryptophan Trp W 3-Methyl-1H-indole

TABLE 2.2 Main structural and functional features of specific amino acids in proteins.

Amino Acid Structural and Functional Features in Proteins

Glycine • Confers flexibility to proteins

Proline • Creates rigid kinks in proteins

Methionine • Participates in weak polar interactions via sulfur’s nonbonding
electron pair

• Possible antioxidant
• Participates in enzymatic metal catalysis

Serine and threonine • Important to regulation of protein and cellular functions via
phosphorylation

• Important to solubility, protection and recognition of membrane and
secreted proteins via glycosylation

• Act as nucleophiles in covalent catalysis in enzymes
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Amino Acid Structural and Functional Features in Proteins

Cysteine • Appeared late in evolution
• Participates in weak hydrogen bonds and 𝜎-𝜋 interactions
• Binds metals covalently
• Contributes to protein stabilization, protection, folding, and signaling via
disulfide bond formation

• Participates in signal transduction (farnesylation, palmitoylation)
• Participates in enzymatic covalent, redox and metal catalysis
• Antioxidant
• Target of alkylating agents (toxins, lab reagents)

Asparagine • Important to solubility, protection and recognition of membrane and
secreted proteins via glycosylation

Glutamate and
aspartate

• Interact electrostatically with cationic amino acids, ligands, and metals

• Bind metals covalently
• Participate in enzymatic acid, base, and metal catalysis
• Important to regulation of blood clotting when 𝛾-carboxylated (glutamate)

Lysine • Interacts electrostatically with anionic amino acids and ligands
• Binds cofactors via Schiff base
• Stabilizes and protects proteins by forming isopeptide bonds
• Stabilizes protein complexes by forming covalent crosslinks
• Participates in enzymatic acid and base catalysis
• Important to regulation of cellular processes by acetylation,
ubiquitinylation, and SUMOylation

Arginine • Interacts electrostatically with anionic amino acids and ligands
• Participates in enzymatic catalysis by pKa modulation and stabilization of
anionic transition states

Histidine • Appeared late in evolution
• Binds metals covalently
• Participates in enzymatic acid, base, and metal catalysis

Aromatic amino acids • Appeared late in evolution
• Form gates in ion channels and transporters
• Important to ligand binding via van der Waals, nonpolar, hydrogen
bonding, 𝜋-𝜋 and 𝜋-cations

• UV light absorption (protein characterization in lab)

Tyrosine • Important to regulation of protein and cellular functions via
phosphorylation

• Facilitates protein secretion, viral entry into cells and metal binding via
sulfation

• Participates in enzymatic acid-base, redox, and radical-based catalysis

Tryptophan • Has the largest side chain of all amino acids
• Has low frequency in proteins
• Participates in electron transport
• Fluorescent (lab characterization of conformational changes and ligand
binding)
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(a) Ser/Thr Tyr Asn/Gln Trp

His-0 His+

Asp/Glu Lys Arg

(b)

FIGURE 2.6 Hydrogen bonds involving amino acids. (a) Hydrogen bond tendencies in polar
amino acid side chains. The hydroxyl (Ser/Thr), phenol (Tyr), carboxamide (Asn/Gln), imidazole
(His), carboxylate (Asp/Glu), ammonium (Lys), guanidinium (Arg), and indole (Trp) are presented
as in Figure 2.5. Hydrogen bond accepting and donating interactions are marked as pink and black
arrows, respectively. Note that the two pairs of lone electrons on oxygen atoms enable these atoms
to accept two hydrogen bonds, whereas the single electron pair on basic nitrogen atoms (as in un-
charged His) enables them to accept only one hydrogen bond. As in Figure 2.5, the ionization states
of the side chain groups correspond to physiological pH (~7), and His is shown in its two probable
states. (b)The surface of the enzyme acetylcholinesterase (PDB entry 1acj) is shown in cyan. Two hy-
drogen bonds are shown (black dashed lines). The first is between an Asn residue of the protein and
a solvent water molecule. The other hydrogen bond is between two Lys residues inside the protein.
All interacting residues are presented as sticks and colored by atom type.
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2.2.1.3.1 Glycine

Glycine does not have a side chain, a property that has two implications for the amino acid’s
location in the protein. First, glycine’s small dimensions enable it to be located in crowded
regions of the protein that cannot accommodate other residues. Second, because of glycine’s
lack of a side chain, the region around this amino acid in the protein chain is flexible. Ac-
cordingly, glycine has a tendency to be located in regions of the protein where increased
flexibility is desirable or can be tolerated.

2.2.1.3.2 Nonpolar amino acids

The nonpolar group includes the highly common [46] amino acids alanine (Ala; A), valine
(Val; V), leucine (Leu; L), isoleucine (Ile; I), methionine (Met; M), and proline (Pro; P). The
side chains of these amino acids, with the exception ofmethionine, contain only carbon and
hydrogen atoms. The methionine side chain contains a divalent sulfur atom, which, like
oxygen, appears in the 16th column of the periodic table (chalcogens), and thus possesses
an electronic structure similar to that of oxygen. We would, therefore, expect the presence
of the sulfur atom to render the side chain of methionine polar. Nevertheless, methionine
is considered to be nonpolar for two reasons. First, the electronegativity of sulfur (2.5) is
lower than that of oxygen (3.5), due to differences of dimensions [47], and is identical to the
electronegativity of the carbon atom [48]. Second, in the methionine side chain, the sulfur
is flanked on both sides by two carbon atoms, which prevent the formation of an electric
dipole.

Althoughmethionine is overall nonpolar, it is still capable of interactingweakly with po-
lar molecules (including aromatic rings; see [49] and references therein), via its non-bonding
electron pair [50,51]. In addition, there seems to be an interesting duality in the sulfur atom;
it interacts with both nucleophilic (e.g., OH) and electrophilic (e.g., the hydrogen of NH)
groups [52]. These unique properties of methionine may be the reason why it was retained
during protein evolution. In other words, its attributes seem to have been worth the bur-
den of incorporating the sulfur atom into cellular biosynthetic systems. The uniqueness of
methionine also manifests in other ways. For example, methionine side chains that are ex-
posed on the protein surface may undergo oxidation and turn into sulfoxides. Since this
process does not seem to harm protein function, and can be reversed by the enzyme sulfox-
ide reductase, it has been suggested thatmethionine acts as a built-in antioxidant in proteins,
which prevents the oxidation of other residues in the protein by scavenging free radicals [53].
Another beneficial property of methionine is its capacity to interact with cationic metals.
Again, this capacity is due to the sulfur’s non-bonding electrons. The size of the sulfur atom
allows its outer-shell electrons to be held only weakly by its nucleus, which makes them ac-
cessible for interactions with nearby cations. Indeed, methionine is known to interact with
iron (Fe), zinc (Zn), copper (Cu), and molybdenum (Mo) cations in metalloenzymes. This
interesting group of enzymes uses metals to carry out oxidation-reduction reactions, which
are important to cellular metabolism. Finally, methionine is also important as an individual
amino acid; it is the biosynthetic precursor of Cys (another amino acid), as well as certain
phospholipids and cellular metabolites such as S-adenosyl methionine, a ‘universal’ donor
of methyl groups in anabolic reactions.

Another unique amino acid in the nonpolar group is proline. Its side chain is covalently
attached to the 𝛼-amino group, forming a pyrrolidine ring. The implications of this struc-
ture are discussed in later sections. Certain proteins include proline-rich sequences. Such
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sequences possess unique geometric and chemical properties that enable them to participate
in protein-protein recognition [54]. This issue will also be discussed below.

Experimentally determined structures of proteins show that nonpolar residues reside
mainly inside the core of the protein, where they can interact with each other [42,43] (Fig-
ure 2.7). In this sense, the amino acids in the nonpolar group differ from one another in the
extent to which they are ‘nonpolar’ (i.e., hydrophobic): after glycine, alanine is the least hy-
drophobic; valine has an intermediary hydrophobicity, whereas leucine and isoleucine are
highly hydrophobic. Moreover, the branched side chains of valine, leucine, and isoleucine
allow these residues to be tightly packed within the protein core, while optimizing the
van der Waals and nonpolar interactions between them. Yet, the preference of nonpolar
residues for the protein core is not absolute, and they can also be found on the surface.
Comparative analysis shows that nonpolar residues are highly common among proteins of
all kingdoms of life (i.e., Archaea, Eubacteria, and Eukaryotes) [55].

FIGURE 2.7 Organization of polar and nonpolar amino acids in proteins. Protein atoms are
shown as spheres, colored according to polarity. The color code (at the bottom of the figure) is ac-
cording to the Kessel-Ben-Tal Scale [56], obtained by calculations of amino acid transfer between
aqueous and lipid media. Solvent (water) molecules are also shown as spheres, colored magenta.
The figure shows that most of the polar residues are in the protein periphery, where they can inter-
act electrostatically with the solvent.

2.2.1.3.3 Polar-uncharged amino acids

The polar-uncharged group includes serine (Ser; S), threonine (Thr; T), cysteine (Cys; C),
glutamine (Gln; Q), and asparagine (Asn; N). Polar residues have a clear preference for the
surface of the protein, where they can hydrogen-bond to each other or to the surrounding
watermolecules of the solvent (Figure 2.7). Polar residuesmay also appear inside the protein
core, in which case they usually fulfill a certain function, e.g., enzymatic catalysis. This issue
is discussed in Chapter 4.
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2.2.1.3.3.1. Serine and threonine

Serine and threonine each include a hydroxyl group (OH) in their side chains. This group
can donate one hydrogen bond and accept two bonds (via the oxygen’s two lone electron
pairs, see Figure 2.6a). The hydroxyl serves as a target for two types of post-translational
modifications. The first is phosphorylation, which is one of the major mechanisms used
for signal transduction, as well as a means for regulating the activity of enzymes [57]. The
other modification is glycosylation (i.e., attachment of carbohydrate moieties), which many
membrane-bound and secreted proteins undergo. The carbohydrate moieties are attached
to the hydroxyl’s oxygen atom (O-linked glycosylation).

The hydroxyl group serves inmany enzymes as a nucleophile during catalysis (see Chap-
ter 9 for further details on covalent catalysis). Ser, being a primary alcohol, is more reactive
in this capacity than Thr, which is a secondary alcohol. Acting as a nucleophile requires the
hydroxyl group to deprotonate to its anionic form (O– ). Such a process does not tend to
happen spontaneously at physiological pH, due to the high pKa of the hydroxyl (~13, see
Table 2.3). However, inside the protein’s active site the deprotonation of serine is facilitated
by certain residues in its vicinity. The residues interact with serine’s hydroxyl group in a
way that lowers its pKa. This happens, e.g., in enzymes of the serine protease group [58,59],
such as trypsin and chymotrypsin, which function in food digestion. It also happens in en-
zymes of the serine esterases group, such as acetylcholinesterase and butyrylcholinesterase.
The principal residue acting to deprotonate serine is histidine, which acts as a general base
(see Box 8.1 and Chapter 9). Thr, despite having a hydroxyl-containing side chain similar to
that of Ser, is less likely to act in such a mechanism, since its additional methyl group makes
the hydroxyl less accessible, and therefore less reactive.

TABLE 2.3 pKa values of amino acid side chains.

Residue Deprotonation Process*a pKaint
*b pKaprot

*c

Serine R−OH ← → R−O– + H+ ~13
Threonine R−OH ← → R−O– + H+ ~13
Arginine R1−−NH +

2 ← → R1−−NH + H+ 12.3*d

Lysine R−NH +
3 ← → R−NH2 + H+ 10.4 10.5 ± 1.1

Tyrosine R−OH ← → R−O– + H+ 9.8 10.3 ± 1.2
Cysteine R−SH ← → R−S– + H+ 8.6 6.8 ± 2.7
Histidine R1−−NH+−R2 ← → R1−−N−R2 + H+ 6.5 6.6 ± 1.0
Glutamate R−COOH ← → R−COO– + H+ 4.3 4.2 ± 0.9
Aspartate R−COOH ← → R−COO– + H+ 3.9 3.5 ± 1.2

*aR denotes the rest of the residue.
*bIntrinsic side chain pKa, i.e., the pKa of the amino acid side chain when it is fully exposed to the
aqueous solvent, not bonded to any chemical species, and unaffected by any formal charge(s). The
values were measured using a host-guest pentapeptide [60], that is, a peptide with the sequence Ala-
Ala-X-Ala-Ala, where X is any of the 20 natural amino acids. Data taken from Pace et al. [61], except
for serine and threonine.

*cSide chain pKa values of amino acids that are part of the folded protein. The average values and their
standard deviations were derived from measurements of 541 ionizable groups from 78 different pro-
teins [62]. Data taken from Pace et al. [61], except for serine and threonine.

*dNote, however, that recent potentiometry andNMR spectroscopymeasurements suggest that the pKa
of arginine’s side chain is actually higher, i.e., 13.8 [63].
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2.2.1.3.3.2. Cysteine

The side chain of cysteine contains a thiol group (a.k.a. sulfhydryl). The polarity of this side
chain is controversial; on the one hand, the sulfur atom has an electronegativity of 2.5 [48],
which should make the S−H bond roughly as polar as the C−H bond. On the other hand,
sulfur has four unpaired electrons on its outer shell, providing it with a partial negative
charge. Thus, cysteine may be considered (slightly) polar, not because it draws S−H bond
electrons towards the sulfur atom, but rather because it has a certain electronic structure.
The low polarity of cysteine compared to that of the other amino acids in this group makes
it a poor hydrogen bond donor and acceptor, although some studies suggest that cysteine
is involved in weak- to intermediate-strength hydrogen bonds in proteins, which are struc-
turally and functionally important (see [64] and references therein). In such hydrogen bonds
the thiol group usually acts as a donor, where the acceptor is either an O or N-containing
group [64] or a 𝜋 electron cloud in aromatic groups [65,66]. Moreover, it is thought that sulfur
can interact with 𝜋 electrons of aromatic groups also via its low-lying 𝜎∗ orbitals [50,51,67]

(see Chapter 1, Subsection 1.3.1.4). Cysteine’s low polarity also accounts (in part) for its
lower tendency to appear on the surface of the protein [68,69]. Indeed, analysis of 61 pro-
tein structures suggests that 90% of cysteine residues are buried inside the protein core [69].
Counterintuitively, the other reason for this tendency has to do with cysteine’s high reactiv-
ity. Under oxidizing conditions, the thiol groups of two adjacent cysteine residues tend to
lose their hydrogen atoms*1, and form a covalent bond between their two sulfur atoms [71]

(Figure 2.8). In biological systems, this reaction is in most cases enzyme-catalyzed (see be-
low). The bond that is created is referred to as a ‘disulfide bond’, ‘disulfide bridges’, or simply
‘S−S bond’. The dimer formed by the two bonded cysteine residues is called ‘cystine’. The
S−S group is less polar than each of the free thiol groups [72], and that accounts for the ten-
dency of cysteine groups to appear inside the protein’s hydrophobic core rather than on its
hydrophilic surface. The ease with which the side chains of cysteine become oxidized also
has to do with the dimensions of the sulfur atom. Being large (e.g., in comparison to nitro-
gen and oxygen), the volume of the sulfur atom allows the negative charge of the reaction’s
transition state to be efficiently distributed, and that stabilizes it. As discussed in Chapters 1
and 9, stabilization of the transition state increases the reaction rate. The stabilization of the
deprotonated form of cysteine also accounts for the fact that this amino acid’s intrinsic pKa
(value of 8.6) is lower than that of its oxygen-containing ‘twin’, serine (pKa value of ~13; see
Table 2.3).

Disulfide bonds have important implications for protein structure [73]. They contribute
to the stabilization of the protein’s folded chain, drive its correct folding, and reduce the
chance of aggregation by limiting partial unfolding of the chain. However, their distribution
in nature is heterogeneous; they are more common in eukaryotes [74] and appear almost
exclusively in cell surface, secreted, and mitochondrial proteins [75,76]*2. This distribution
has to do with the conditions required for the formation of disulfides.

In a typical cell, the cytosol and nucleus contain large concentrations of reduced
NADPH and glutathione (GSH). These molecules, along with certain enzymes, participate

*1In the overall reaction one sulfur atom loses a hydride ion (H– ) while the other loses a proton (H+).
However, the enzymatic mechanism of this transformation is complex and involves different intermediates
and cofactors. For example, in sulfhydryl oxidases the reaction involves a flavin cofactor and an internal redox
active disulfide group [70]. Also, different oxidants (e.g., O2 and H2O2) may serve as the electron acceptors.

*2In some rare cases disulfide bonds can also be found in cytosolic proteins. These include certain enzymes
with a thiol oxidation step in their catalytic cycles (e.g., [77]), as well as some redox-regulated proteins (e.g., [78]).
Also, disulfide bonds might be formed transiently within the cytosol as part of certain biochemical processes.
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in reduction-oxidation (redox) reactions that are important for preventing oxidative dam-
age in cells and tissues [78]. NADPH is also required for some key biosynthetic processes in
cells. Redox reactions may proceed either in the direction of reduction or in the direction
of oxidation, but as a result of the high NADPH concentrations in the cytosol (or prokary-
otic cytoplasm), the dominant direction is reduction. The overall reductive nature of the
cytosol is unfavorable for the formation of disulfide bonds. As a result, stable S−S bonds
do not form in cytosolic proteins, even if the two thiol groups involved are close enough.
In contrast, secreted proteins and outward-facing parts of cell surface proteins experience
oxidative conditions, which allow disulfide bonds to form. Such bond formation already
happens when the protein is processed in the ER lumen, a compartment that is topologi-
cally equivalent to the external environment of the cell [79]. There, formation of S−S bonds
is catalyzed by two enzymes that act consecutively: protein-disulfide isomerase (PDI) [80] and
sulfhydryl oxidase (Ero1) [81]*1. The electrons released by the formation of the disulfide bond
are passed to PDI, then to Ero1, and then to two O2 molecules, turning them into 2H2O2.
PDI is an isomerase (see Chapter 9); as such, it also allows disulfide bonds initially created
between non-native cysteine pairs to exchange until the correct connectivity is achieved [85].
Some protein disulfide bonds may also form in the Golgi system [86]. Reducing agents such
as glutathione can be found in the lumen of the ER andGolgi, but their concentrations there
are many times lower than those in the cytosol [87]. The presence of disulfide bonds in se-
creted and cell surface proteins makes sense; it is the extracellular environment that is most
dangerous to protein stability, due to the large temperature and pH ranges, as well as the
presence of free radicals and other oxidizing agents.

As mentioned above, disulfide bonds in eukaryotic proteins are also created in the mi-
tochondria, specifically, in the intermembrane space (IMS). This is done using a chain of
IMS proteins that relays the electrons released by disulfide formation to O2, turning it into
2H2O

[88]*2. This process allows IMS proteins to fold by creating structural disulfide bonds
within them, and it also makes the transport of these proteins into the mitochondria more
efficient, as the folded proteins can no longer return to the cytosol through the outer mem-
brane. In Gram-negative bacteria, protein disulfide bonds are formed predominantly within
the periplasmic space lying between the inner and outer membranes [74]. In Gram-positive
bacteria and in Archaea, however, the exact process by which disulfide bonds are formed is
less understood.

Overall, the function of disulfides stresses the evolutionary need for a thiol-containing
amino acid. Serine, which is identical to cysteine except for the sulfur atom, cannot form
equivalent bonds (i.e., dioxides (O−O)), since the hydroxyl group is a weaker acid than
the thiol group. The versatility of cysteine and the sophistication it confers to proteins may
explain its relatively late appearance in proteins during their molecular evolution [89,90]*3.
Serine, considered to be one of the earliest amino acids to appear in proteins, has similar
chemistry to cysteine, but lacks some of its added sophistication and beneficial properties.
This may also explain why proteins have evolved to become more cysteine-rich, a trend that
still endures [91].

Biochemistry books tend to mention disulfide bonds almost exclusively with respect

*1Other ER enzymes implicated in disulfide bond formation include peroxiredoxin [82], vitamin K epoxide
reductase [83], and glutathione peroxidases [84].

*2The last two proteins in this system are part of the mitochondrial respiratory chain.
*3This has also been suggested for the aromatic amino acids; they too display physicochemical and func-

tional sophistication, and appeared late in protein evolution (see Subsection 2.2.1.3.4 below).
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(a)

+

2H+ + 2e– 2H+ + 2e–

(b)

FIGURE 2.8 Roles of cysteine residues in proteins. (a) Formation of a disulfide bond between two
cysteine amino acids.The thiol (sulfhydryl) groups involved are colored in gold.The overall reaction
involves the transfer of two protons and two electrons from the cysteines’ thiol groups to an acceptor.
When the reaction is catalyzed by sulfhydryl oxidase the acceptor isO2, which is reduced toH2O2

[92]

(not shown). As explained in the main text, the mechanism of this reaction is complex and involves
different intermediates [70]. (b) Cys as ametal-binding residue.Thefigure on the left shows a complex
comprising a protein (red) and DNA (light blue). The protein contains a ‘zinc finger’ motif as a way
of attaching to the negatively charged DNA molecule. The figure on the right is a magnification of
the motif, revealing four residues coordinating the zinc cation, two of which are Cys residues. The
zinc atom is presented as a gray sphere, and the residues as balls and sticks, colored according to
atom type.

to the stabilization of protein structure. Recently-accumulated data suggest that in some
cases disulfides may also be functionally important. This is the case with insulin, an ani-
mal protein-based hormone, which plays a central role in regulating metabolism. Insulin
is secreted from the pancreas following food consumption, and functions in facilitating
the transport of food-derived carbohydrates from circulation into the body’s cells. In ad-
dition, insulin activates metabolic pathways responsible for carbohydrate utilization inside
the cells, for energy or biosynthetic purposes. To the general public, insulin is primarily
known as a treatment given worldwide for diabetes. All of the functions of insulin depend
on its ability to bind to its cognate cell-surface receptor and activate it. The activation sends
a biochemical message into the cell, which either activates or inactivates enzymes involved
in the processes mentioned above. The structure of insulin contains three disulfide bonds.
Though each bond contributes differently to the stability of the insulin structure, all three
are crucial for receptor binding [93].

In the above example, disulfide bonds act indirectly, by allowing a signaling protein to
form.However, disulfide bonds have also been implicated in cellular function and regulation
more directly, as sensors and signaling agents of oxidative stress [65,94,95]. These functions are
facilitated by the capacity of disulfide bonds to form and break reversibly, in accordance
with the environmental concentrations of oxidants and reductants, such that the disulfide
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bond becomes a type of ‘oxidative signaling switch’. This role of the disulfide bond may be
important for monitoring (and perhaps counteracting) the levels of oxidants both in the
external environment of the cell and inside its mitochondria.

Like serine, cysteine is also capable of functioning as a nucleophile in enzyme-mediated
catalysis (see Chapter 9 for further details on covalent catalysis). This function is observed,
e.g., in enzymes of the cysteine protease group, such as papain [96], which possess a catalytic
array of residues similar to that of serine proteases, but with cysteine as the principal nu-
cleophile [97]. In fact, the thiol group is a stronger nucleophile than the hydroxyl group of
serine. This, again, is due to the large size of the sulfur atom, resulting in weaker attraction
of outer-shell electrons by the nucleus. Indeed, a survey of the MACiE enzyme database [98],
conducted by Thornton and coworkers [99], shows that 36% of the Cys residues in the data-
base act in covalent catalysis (see Chapter 9). Cysteine also functions in enzymatic redox
reactions. Most of these enzymes perform electron transfer between substrates using cofac-
tors, which may be organic (e.g., FAD and NAD+) or inorganic (e.g., heme, transition met-
als). Other oxidoreductases, however, may use a reactive residue instead, usually cysteine.
In this respect, the advantage of using cysteine stems from both the high reactivity of the
thiol group, and the ability of the sulfur atom to acquire oxidation states ranging between −2
and +6 [100]. These properties enable cysteine residues to participate in versatile redox re-
actions, associated with metabolism, defense against oxidative damage (see Box 2.3), and
even cellular signal transduction [101,102].

The reactivity of the thiol group also renders cysteine residues a target for the binding of
different atoms and molecules. Such molecules include the farnesyl and palmitoyl groups,
which are lipid chains used by cells as prosthetic groups for the anchoring of certain pro-
teins to the plasma membrane [103]. As we will see later, the anchoring is often a step in a
larger signal transduction process. Another example of binding that involves cysteine is the
attachment of metals to proteins by coordinate bonds*1. The thiol group of cysteine residues
is very efficient in coordinating d-block metals (e.g., zinc, iron, copper) in many proteins
and metal-containing enzymes (e.g., [104]). For instance, many DNA-binding proteins use a
local structure called a ‘zinc finger’ to attach onto the DNA molecule (Figure 2.8b). The zinc
finger structure is based on a cationic zinc atom coordinated to several protein residues,
one or two of which may be cysteines. The positive charge of the zinc ion, combined with
the three-dimensional structure of the ‘finger’, enables these proteins, which often function
as transcription factors, to bind functional regions within the DNA molecule [105]. Inter-
estingly, in other proteins, zinc fingers may participate in protein-protein interactions [106],
again illustrating the evolutionary tendency for the same successful ‘tricks’ to be selected for
different purposes. It should be mentioned, though, that the chemical reactivity of cysteine
might sometimes harm the protein, e.g., when it serves as the target of toxic compounds.
This is the case with iodoacetic acid (IAA), which physically blocks thiol groups, and may
harm the activity of enzymes whose catalyticmechanisms include cysteine residues. Indeed,
IAA is known to inhibit glycolysis by blocking a catalytic cysteine residue in the enzyme
glyceraldehyde-3-phosphate dehydrogenase [107].

*1Coordinate bonds are covalent bonds in which the shared electrons come from one of the two bonded
atoms.
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BOX 2.3 CYSTEINE AS AN ANTIOXIDANT

Cells and tissues are constantly exposed to oxidizing agents that inflict damage on cel-
lular components and may endanger the health of the entire organism. These oxidants
may come from two sources.The first is endogenous, and includes free radicals that are
produced either as byproducts of metabolic processes or as a means of defense against
pathogens. For example, the superoxide radical (O –

2 ) is constantly formed as a byprod-
uct of mitochondrial respiration. This molecule, as well as another oxidant, hydrogen
peroxide (H2O2), is also produced by phagocytes as part of a mechanism of killing in-
ternalized bacteria. Interestingly, hydrogen peroxide has recently been identified as an
intercellular chemical messenger [108]. The other source of harmful oxidants is exoge-
nous, and usually comes from industrial products and byproducts in the air, food, and
water.

A rise in the levels of oxidants in our body creates what scientists refer to as ‘oxida-
tive stress’. Oxidative stress may lead to the damaging of biomolecules, as follows:

1. Proteins: Oxidation of body proteins may harm their function directly, by chem-
ically changing catalytic residues, or indirectly, by inducing structural changes
incompatible with the proteins’ biological function. Protein cofactors may also
be oxidized, leading to functional impairment. Such impairment occurs, for ex-
ample, in diabetes, when hemoglobin is oxidized. Diabetes mellitus involves the
massive production of ketone bodies, which create oxidative stress both directly
and indirectly. The oxidation of the heme cofactor of hemoglobin by these oxi-
dants renders the protein inactive, which leads to secondary damage in tissues
due to hypoxia. From there, the way to tissue necrosis, gangrene, and even organ
failure is not long.

2. DNA: Oxidation of the cell’s genetic material may result in a mutation, which in
turn can be lethal or lead to cancerous transformation of the cell.

3. Plasma membrane: Oxidation of either the lipid or protein components of the
plasma membrane may compromise its function as a selective barrier between
the cytoplasm and the extracellular environment. In addition, by reducing the
flexibility of the membrane, such oxidation may lead to membrane disintegra-
tion and to premature death of the cell. This phenomenon is observed in people
deficient in the enzyme glucose-6-phosphate dehydrogenase (G6PD), which nor-
mally functions in the production of NADPH, an antioxidant (see the following
paragraph for details).When these people are exposed to strong oxidants (e.g., in
food or drugs), theymay develop oxidative stress due to the low levels ofNADPH.
The stress is particularly harsh in red blood cells, which rely solely on G6PD for
producing NADPH. The resulting damage to the plasma membranes of the red
blood cells leads to their death, whichmanifests physiologically asmassive bleed-
ing. This situation is clinically referred to as ‘hemolytic anemia’.
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As mentioned above, the human body is constantly exposed to oxidants. However,
the body is innately equipped with effective ways of dealing with the dangers of oxida-
tive stress. These are collectively referred to as ‘antioxidants’. Some of the antioxidant
mechanisms involve the amino acid Cys. The two main systems in this respect are the
thioredoxin and the glutathione systems [101]. Both systems use reduced thiol groups
(SH) of two cysteine residues, in order to reduce biomolecules damaged by oxidative
stress.The first stage of this process includes the reduction of the oxidized biomolecule,
coupled to the oxidation of the two thiol groups into a disulfide (S−S) bond. In the
second stage, the thiol groups are reconstructed back to their reduced form by an en-
zymatic process that uses NADPH as a coenzyme. Thus, the constant activity of the
antioxidation systems relies on the constant production of NADPH.

Thioredoxin (Trx) is a common enzyme appearing in virtually all types of life forms.
In animals, it is present in the cytosol, nucleus, and mitochondria [109]. Trx represents
an enzyme family of the same name, the members of which are either antioxidants or
regulators of cellular and metabolic processes [110]. The enzyme includes two adjacent
cysteine residues that act on oxidatively damaged proteins. The antioxidation process
can be summed up as follows:

Thioredoxin-2⋅SH + Protein(ox) ⟶ Thioredoxin-S−S + Protein(red) (2.3.1)
Thioredoxin-S−S + NADPH ⟶ Thioredoxin-2⋅SH + NADP+ (2.3.2)

(where ‘Protein(ox)’ and ‘Protein(red)’ represent the oxidized and reduced forms of the
target protein, respectively, and ‘2⋅SH’ and ‘S−S’ represent the reduced and bonded
forms of the cysteines).

The other antioxidant system includes the short peptide glutathione. This molecule
includes only one cysteine. Therefore, two molecules are required for the antioxidation
process, which is overall very similar to the one described for Trx:

2GSH + Protein(ox) ⟶ GS−SG + Protein(red) (2.3.3)
GS−SG + NADPH ⟶ 2GSH + NADP+ (2.3.4)

(where GSH is the reduced form of glutathione, and GS−SG is the oxidized form, in-
cluding two peptides connected by a disulfide bond).

Interestingly, glutathione’s cysteine residue tends to be in its reduced form under
cellular conditions. However, due to the large concentration of the peptide in the cy-
tosol, the entire reaction is shifted towards the products, which requires the cysteine
groups to undergo deprotonation.
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2.2.1.3.3.3. Glutamine and asparagine

Glutamine and asparagine each contain a carboxamide (CONH2) group within their side
chains. In fact, the only difference between their side chains is that glutamine contains one
extra methylene group (−CH2-), making it more flexible than asparagine. The carboxamide
group can serve as both hydrogen bonddonor (two bonds donated by the amino subgroup*1,
see Figure 2.6a) and acceptor (two bonds accepted by the carbonyl subgroup), and indeed,
glutamine and asparagine are often involved in hydrogen bond networks within proteins
and with the solvent. Like serine and threonine, asparagine also serves as a target for post-
translational glycosylation. However, in the case of asparagine, the glycosyl group attaches
to the carboxamide’s nitrogen (N-linked glycosylation) rather than to a hydroxyl oxygen
(O-linked glycosylation).

2.2.1.3.4 Polar-charged (ionizable) amino acids

Polar-charged amino acids, which make up (on average) ~30% of the amino acids in pro-
teins [91], include glutamate (Glu; E), aspartate (Asp; D), histidine (His; H), lysine (Lys; K),
and arginine (Arg; R). Each of these contains an electrically charged side chain at physio-
logical pH. Like other polar residues, these also appear mostly on the protein surface, where
they interact electrostatically with other residues and/or with the surrounding water. Their
net charge increases their reactivity, which explains why they are also very common as cat-
alytic residues in enzymes [44,112]. In this capacity, charged residues may act as nucleophiles,
electrostatically stabilize the transition state, polarize the substrate to make it more labile to
catalysis, and even activate other catalytic residues (see Chapter 9).

The side chain of a polar-charged amino acid contains a chemical group, which can un-
dergo protonation and deprotonation. The dominant ionization state is determined accord-
ing to the difference between the pH of the solution and the pKa of the group, as explained
in Box 2.2. In biological systems, the pH is almost always around 7. Due to the chemical
differences between the five polar-charged residues, they have different pKa values, which
means that some of them are protonated, whereas the others are deprotonated. While each
of the five residues carries an electric charge under these conditions, the charge is negative
in some and positive in the others. On the basis of these differences, the charged residues
can be divided into two groups: acidic and basic.

2.2.1.3.4.1. Acidic amino acids

The acidic group of polar-charged amino acids includes glutamate and aspartate. Each of
these amino acids is referred to as ‘acidic’ because its side chain contains a carboxylic group
(COOH), the pKa of which is lower than physiological pH (4.3 in glutamate and 3.9 in
aspartate). As a result, glutamate and aspartate tend to function as acids, i.e., to deprotonate
at pH 7. As in the case of asparagine and glutamine, aspartate and glutamate differ only
in one side chain methylene group. In proteins, these residues tend to be involved in ionic
interactions with basic residues, with positively charged groups that are present in the ligand
or substrate, andwithmetal cations, Ca2+ in particular. Despite their low pKa, glutamate and

*1The nitrogen’s lone electron pair is a poor hydrogen bond acceptor because it interacts with neighboring
𝜋 electrons to form the group’s electronic resonance [111].
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aspartate are sometimes capable of taking part in general acid-base catalysis*1, as in the case
of the enzyme triosephosphate isomerase (TIM) [113]. Specifically, a glutamate residue in the
active site of this enzyme has been shown to function as a base, abstracting a proton from
the substrate in the first step of catalysis.

Glutamate and aspartate may serve as targets for post-translational modifications; as-
partate may undergo hydroxylation on Cβ (𝛽-hydroxylation), whereas glutamate may be
𝛾-carboxylated. The latter is particularly important in blood clotting proteins (e.g., pro-
thrombin), in which the added carboxylate group enhances the Ca2+-binding capability of
glutamate. The binding of Ca2+ ions is required for the regulation of the clotting process.

2.2.1.3.4.2. Basic amino acids

This group includes lysine, arginine, and histidine. The members of this group are referred
to as ‘basic’ because their respective side chains each include a nitrogen-containing group
whose pKa is higher than physiological pH. As a result, these residues tend to act as bases,
i.e., to hold on to their protons at pH 7. The protonated state of these residues is positively
charged. Lysine’s side chain contains an amino group on C𝜀

*2, with a pKa of 10.4 (Table 2.3).
Arginine’s side chain contains a guanidine group*3 with a pKa of 12.3 and possibly higher*4.
Histidine is a more complex case (see below). As the main carriers of positive charge, ly-
sine and arginine tend to interact with glutamate and aspartate, as well as with negatively
charged groups in the protein’s ligand or substrate (e.g., phosphoryl groups [114]). Indeed,
in enzymes the two residues are often involved in the electrostatic stabilization of reaction
intermediates [99].

The side chains of both lysine and arginine are chemically reactive and tend to partici-
pate in the formation of covalent bonds, which are functionally important in proteins. For
example, the 𝜀-amino group of lysine can undergo the following reactions (see Section 2.6
below for details):

• Schiff base (C−−N+) formation: This bond is formed between lysine side chains and
aldehydes. The reaction is used for attaching aldehyde-containing prosthetic groups
to proteins. Such groups include the enzyme cofactors biotin and pyridoxine, as well
as the pigment retinal, which is part of the visual photoreceptor rhodopsin.

• Isopeptide bond formation [115]*5: These bonds form between the lysine side chain
and the carbonyl group of a nearby asparagine or aspartate side chain. Such bonds
have been found in cell surface proteins, elements of bacterial pili, cellular assem-
bly proteins, and even viral capsid proteins. The role of isopeptide bonds seems to
be similar to that of disulfide bonds: to confer resistance to mechanical and thermal
stress, and in some cases even protect against proteolysis (enzymatic degradation of
proteins).

*1Catalytic mechanisms in enzymes that involve the transfer of protons to/from active site amino acids (see
Chapter 9 for details).

*2Referred to as an ‘𝜀-amino’ group.
*3The positively charged group, which is dominant under physiological pH, is called ‘guanidinium’.
*4Recent potentiometric andNMRspectroscopicmeasurements suggest that the pKaof arginine’s side chain

(free or in a tripeptide) is actually closer to 14 [63]. In any case, the high pKa value of this side chain results
from the stabilization of the positive charge by electronic resonance (see Chapter 1, Subsection 1.3.1.4).

*5The name refers to the similarity of these bonds to the amide bonds that attach amino acids to form the
protein chain, and which are called ‘peptide bonds’ (see Subsection 2.2.2 below).
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• Interprotein crosslink formation:These bonds form between lysine side chains in one
protein molecule, and aldehyde groups in another protein molecule. Such bonds sta-
bilize structural proteins such as collagen and elastin, which form large complexes
(see Section 2.7 below). In this case, however, the lysine side chain must undergo
oxidation or hydroxylation to form the bonds.

• Acetylation, ubiquitination, and SUMOylation: These group-attachment reactions
are used by cells to regulate key processes. The reactions are discussed in detail in
Section 2.6 below.

The side chain of lysine may also function as a general acid or base in enzymatic acid-base
catalysis [44]. For example, in the enzyme L-asparaginase, the group’s function as a general
base leads to the activation of an adjacent threonine residue, making the latter an efficient
nucleophile. It is not entirely clear how lysine’s high pKa allows it to function as a general
acid, but it probably has to do with its immediate environment within the enzyme’s active
site.

The guanidine group of arginine has a particularly complex nature.This group can serve
as a donor of five hydrogen bonds (Figure 2.6a), and its electronic resonance effectively dis-
tributes the positive charge all over the group. The resonance also makes the guanidinium
group planar and rigid. In these qualities, arginine differs from lysine, whose charge is much
more localized, and which is more flexible. Accordingly, the binding capabilities of the two
amino acids are different from each other; whereas both often bind and stabilize negatively
charged species in binding sites, arginine is used where the stabilizing charge needs to be
spread over a large rigid plane (e.g., to stabilize large charged species such as a phosphate
group), whereas lysine is used where a flexible, point-like stabilizing charge is needed. Argi-
nine has many biological roles, such as stabilization of negatively charged ligands and en-
zyme substrates and transition states (see Chapter 9), pKa modulation of adjacent residues,
post-translational modifications, and, to a lesser extent, acid-base catalysis (see Chapter 9).

Histidine’s side chain contains an imidazole group, which is heterocyclic and includes
two nitrogen atoms (Nδ1 and N𝜀2). The imidazole is planar and possesses electronic res-
onance; together, these two qualities render the histidine side chain aromatic. Hence, the
electrons of the two nitrogen atoms in the ring may exist in two alternative states. In the
‘frozen’ state shown in Figure 2.5c, N𝜀2 is bound to the ring’s carbon atoms via two single
bonds. This allows N𝜀2 to form a third bond with a hydrogen atom, and still remain electri-
cally neutral. Nδ1 is also bound to two carbon atoms, but since one of the bonds is double,
its protonation adds a positive charge to the group. The tendency of the imidazole group
to deprotonate is stronger than the deprotonation tendencies of lysine’s 𝜀-amino group and
arginine’s guanidine group; accordingly, the pKa of the histidine side chain (6.5) is lower
than the pKa values of the side chains of lysine and arginine (Table 2.3). This means that at
physiological pH, ~50% of the histidine residues are protonated*1, making them both po-
tential donors and acceptors of protons (and hydrogen bonds*2). Indeed, histidine is used
extensively by enzymes as both a general acid and a base during catalysis [44,99] (see Chap-
ter 9, Subsection 9.3.3.5 for further details). The best known example is probably the cat-

*1Note, however, that the immediate environment of histidine inside proteins residues affects their proto-
nation state to a large extent [116] (see also below).

*2In the electrically neutral form of histidine the protonated nitrogen (N𝜀2 in Figure 2.5c) serves as a hy-
drogen bond donor and the deprotonated nitrogen (Nδ1 in Figure 2.5c) serves as a hydrogen bond acceptor.
In the positively charged form of histidine both nitrogen atoms serve as donors (Figure 2.6a).
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alytic mechanism of serine proteases [58], mentioned above. Due to the electronic resonance
in the imidazole group, any of the nitrogen atoms may be the one that undergoes proto-
nation or deprotonation, although with different probabilities. The nitrogen that does not
bind a proton is a nucleophile, and that allows histidine (like cysteine) to bindmetal cations,
such as Zn2+, Cu2+, and Fe2+, via coordinate bonds. Because of all these properties, histidine
is the residue most frequently involved in enzyme-mediated catalysis, and the one that has
the highest tendency to participate directly in catalysis [44,112]. Interestingly, the enzymatic
biosynthesis pathway of His appeared relatively late in evolution (~3.2 billion years ago),
which may explain the late appearance of proteins that depend on it (e.g., metalloproteases,
whose binding sites contain His-coordinated metals) [117].

2.2.1.3.4.3. Environmental modulation of residual pKa

The discussion above demonstrates the importance of residues’ ionization states in protein
structure and activity [118]. Most noticeably, changes in the ionization states of enzymes’
catalytic residues can lead to changes in these enzymes’ activity. As Table 2.3 explains, the
ionization state of any chemical species capable of undergoing deprotonation is determined
by the difference between its pKa and the pH of the solution. Despite the general homeosta-
sis present in living organisms, pH levels within cells, tissues, and organs may differ within
a limited range. Heterogeneity of pH values is observed in different body systems, and also
at the subcellular level. Indeed, the cytosol, ER, and nucleus all have a pH of 7.2, whereas
the pH values for mitochondria, peroxisomes and lysosomes are 8.0, 7.0, and 4.7, respec-
tively [119] (Figure 2.9). In fact, the pH valuemay change evenwithin different compartments
of the same organelle. For example, switching from the cis part of the Golgi apparatus to the
trans is accompanied by a drop in pH, from 6.7 to 6. Similarly, a drop of 1.6 pH units has
been measured during the formation of lysosomes from early endosomes [119].

The pKa values of polar-charged residues are also amenable to change. That is, the in-
trinsic pKa values of individual amino acids might change when they become incorporated
as residues within a protein structure, due to the change in the chemical nature of their im-

FIGURE 2.9 pH values of the different compartments in a mammalian cell. Taken from [119]
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mediate environment in comparison to bulk water [120–123]. This change, which may reach
8 pH units [120], can be determined, e.g., bymeasuring the pH dependence of chemical shifts
using NMR. Such shifts in pH tend to result primarily from the following environmental ef-
fects [61]:

1. Desolvation (the Born effect)
Ionizable amino acids are usually located on the surface of proteins. However, statis-
tical surveys of numerous protein structures show that some of these amino acids do
become buried inside the protein core. This occurs because of structural and func-
tional requirements of the protein (see Chapter 4 for further details). For example,
such amino acidsmay appear in the active sites of enzymes, the binding sites of recep-
tors or antibodies, etc. Moreover, mutational studies show that the burial of a charged
amino acid inside a protein core does not necessarily destabilize the protein’s struc-
ture or even abolish its activity [121]. As explained in Chapter 1, the exposure of electric
charges to a hydrophobic environment is highly unfavorable [124]. This is because the
nonpolar environment lacks the electric dipoles needed to electrostatically mask the
buried charges [125]. Since ionizable amino acids do become buried in a nonpolar core
during protein folding, the tolerance of proteins to this process is likely to result from
the failure of the ionizable amino acids to become ionized. Indeed, the large energy
cost of burying the charged amino acids creates an opposing effect to the ionization
of their side chains. As a result, an ionizable amino acid that becomes buried tends to
stay in an electrically neutral state, which is expressed as a shift in pKa as compared
with the amino acid’s intrinsic pKa value. In the case of an acidic amino acid, the
shift in pKa will be upwards, whereas in the case of a basic amino acid, the shift
will be downwards. Such a shift has been demonstrated, e.g., in the staphylococcal
nuclease, where a Val→Asp mutation at position 66 inside the hydrophobic core of
the enzyme leads to a five-unit increase in the pKaint of the latter, keeping it electri-
cally neutral [126]. pKa shifts of similar magnitudes were obtained in another study,
which introduced 22 lysine residues into internal positions in the same protein [123].
Arginine behaves somewhat differently from the other ionizable residues. The pKa of
this amino acid is greater than 12 (possibly closer to 14 [63]), whichmakes downwards
pKa shifts that lead to an electrically-neutral state very rare [127]. Indeed, a decrease
in the pKa of arginine from 13.8 to 7 (physiological pH) would require an energy
input of almost 10 kcal/mol [63] (see Equation (2.1) below), thus significantly destabi-
lizing the protein containing the arginine. The problem of charged arginine residues
inside the protein core is often mitigated through the formation of favorable elec-
trostatic interactions between these residues and surrounding polar residues and/or
water molecules (see following subsection). As we will see in Chapter 4, this is a gen-
eral strategy that proteins use to stabilize buried charged amino acids. However, it is
especially useful in the case of arginine residues, which are able to participate in nu-
merous types of electrostatic interactions, including ion pairing, hydrogen bonding,
and 𝜋-interactions [63].
The tendencies mentioned above are also observed in amino acids that reside on the
surfaces of integral membrane proteins (see Chapter 7), as these amino acids are nor-
mally exposed to the highly nonpolar core of the lipid membrane. Again, such ex-
posure of charged amino acids would result in a large energy penalty, which would
typically drive them towards an electrically-neutral state.
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2. Coulomb interactions
When the ionizable amino acid is in proximity to another charged species (amino
acid, metal, etc.), the pairwise electrostatic (Coulomb) interaction between the two
species may affect the ionization state of the ionizable amino acid. This may happen
in two ways:

(a) The ionization of the amino acid creates a charge opposite to that of the adjacent
species. In this case, the favorable Coulomb interaction between them will en-
courage the ionization process. Accordingly, the pKa of the ionizable amino
acid will shift. Specifically, it will decrease if the residue is acidic, and will
increase if the residue is basic.

(b) The ionization of the amino acid creates a charge of same sign as that of the ad-
jacent species. In this case, the unfavorable Coulomb interaction will oppose the
ionization process. Here, the effect will be similar to that of charge desolvation:
an increase in pKawill be observed in acidic residues, and a decrease in pKa
will be observed in basic residues.

The effect of Coulomb interactions on pKaint is particularly important in the case of
ionizable amino acids that serve catalytic roles [128]. This is nicely demonstrated in the
case of serine and cysteine proteases. In these two enzyme families, the ability of the
catalytic serine or cysteine residues to act as nucleophiles requires them to undergo
deprotonation and become negatively charged. Since both serine and cysteine have
high pKa values (~13 and 8.6, respectively; see Table 2.3), deprotonation is facilitated
only with the help of a nearby histidine, which acts as a general base. Indeed, the
transfer of a proton from the Ser or Cys to the adjacent His charges the two residues
oppositely, and the resulting (favorable)Coulomb interaction stabilizes their ionizable
forms. Histidine is not the only amino acid that can serve in this capacity; cases are
known in which a shift in the pKaint of acidic residues is facilitated by nearby lysine or
arginine side chains, which stabilize the negative charge. This happens, for example,
in some redox enzymes that rely on the deprotonation of a catalytic cysteine, forming
a negatively charged thiolate group [101]. Another example of the effect of a Coulomb
interaction on pKaint is given in studies of RNase Sa [129].
Such effects can be demonstrated quantitatively (although inaccurately) using sim-
ple electrostatics [130]; assuming that two amino acids with a single opposite charge
are positioned 5Å apart in an environment of dielectric 4, their interaction energy
can be calculated using Coulomb’s law (see Equation (1.2)). The calculation yields
an energy value of −33.2 kcal/mol. The interaction requires that the two residues be
ionized, although they may be uncharged, depending on their pKa and the pH of the
environment. Keeping the two amino acids charged may require a shift in their pKa,
which involves a free energy penalty. If the penalty is overcompensated for by the at-
tractive interaction, the two amino acids will remain charged and form a salt bridge.
The relationship between free energy and pKa is given by:

Δ𝐺0 = 2.3𝑅𝑇 × pKa (2.1)

Thus, in the above example, an attractive energy of 33.2 kcal/mol can facilitate a pKa
shift of up to 12 units.
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In sum, if the interaction between the two amino acids in the salt bridge is strong
enough, it can force the residues to remain in their ionized states, even if these states
are incompatible with the residues’ inherent protonation or deprotonation tenden-
cies in a particular environment. It is noteworthy that because of the large desolvation
free energy penalty associated with the transfer of charges into hydrophobic environ-
ments, it is sometime beneficial for the amino acids to remain in their neutral forms,
replacing the salt bridge with hydrogen bond(s). This is especially true for titratable
residues that are buried in the hydrophobic core of the protein.

3. Hydrogen bonds
The effect of hydrogen bonding on the pKa of an ionizable amino acid is similar to the
Coulomb effects described above. That is, when the interaction involving the charged
amino acid is favorable, it will encourage the latter to ionize, and vice versa. However,
unlike the simple Coulomb interaction, optimal hydrogen bonds do not necessarily
involve a charged amino acid; the degree to which a certain hydrogen bond is favor-
able depends on the unique chemistry of the interacting species. For example, if the
interaction is to occur between a serine and an adjacent carbonyl group, the former
must be protonated, i.e., uncharged. Thus, if the interaction is more favorable with
the protonated form of the amino acid, its pKaint will likely increase, and if the
interaction is more favorable with the deprotonated form, its pKaint will decrease.
Examples of such effects can be found in studies of RNase T1 [131]. Other examples
are given by Li and coworkers [132]. These studies suggest that the pKa shifts induced
by a single hydrogen bond can attain a value of up to 1.6 for carboxyl groups, and can
reach even higher values for sulfhydryl groups.

The three factors described above are notmutually exclusive.That is, an ionizable amino acid
inside a proteinmay experience two or all three of these effects. Since desolvation, Coulomb
interactions and hydrogen bonds are all electrostatic in nature, the combined effect expe-
rienced by the amino acid can be calculated by solving the Poisson-Boltzmann equation
(PBE) [133,134], which accounts for both pairwise and polarization effects (see Box 1.3 in
Chapter 1). The resulting shift in the amino acid’s pKaint can then be derived from the cal-
culated data [135]. Indeed, most PBE solvers today have a built-in pKa calculation mode. For
the inexperienced scientist or student we recommend two user-friendly web servers that are
accessible online: PDB2PQR [136]*1 and H++ [137,138]*2.

2.2.1.3.4.4. Effects of the residues’ ionization state on protein properties

We have seen how the ionization states of polar-charged residues affect local, often catalytic
properties of proteins. In addition, a residue’s ionization state may have more global effects.
For example, in an environment with low pH, most acidic residues are electrically neutral,
whereas most basic residues are positively charged. The overall protein charge will there-
fore be positive. In high-pH environments, the exact opposite occurs: Most acidic residues
are negatively charged, most basic residues are electrically neutral, and the overall protein
charge is negative. In both these extreme cases, the water solubility of the protein is expected
to be high, due to electrostatic repulsion between adjacent protein molecules of the same

*1PDB2PQR: http://nbcr-222.ucsd.edu/pdb2pqr_2.0.0
*2H++: http://biophysics.cs.vt.edu/H++

http://nbcr-222.ucsd.edu/pdb2pqr_2.0.0
http://biophysics.cs.vt.edu/H++
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type of charge (positive-positive at low pH and negative-negative at high pH). Thus, pro-
tein solubility is maximal at extreme pH values, and moderate around the middle of the
scale [139]. Physiological pH is roughly around the middle (~7 [119]), which may seem odd
at first, since it means proteins evolved to be less soluble. In fact, this evolutionary pattern
makes a lot of sense: At physiological pH the solubility of proteins is low enough to make
their interactions reversible (in accordance with biological needs), but not low enough to
promote nonspecific interactions, which would lead to sedimentation.

In addition, residues’ ionization states at extreme pH values are expected to be different
from their ionization states under physiological conditions. Thus, exposure to such extreme
environments can produce two unwanted results. First, itmay disrupt polar interactions that
normally stabilize the structure of the protein. Second, it may abolish functional capabilities
that depend on the residues’ ionization states.

To summarize, the evolutionary process has led to the emergence of amino acids with
pKa values that provide optimal stability, solubility, and functionality, under physiological
conditions. As mentioned above, some proteins reside and function in subcellular com-
partments whose pH values are different from physiological pH (e.g., pH = ~5 or lower in
lysosomes [119]). The amino acid compositions of such proteins allow them to remain func-
tional and stable at the pH ranges to which they are exposed. Correspondingly, at physiolog-
ical pH these proteins are less active. However, not only does this phenomenon not harm
the function of the cell, it is crucial for its existence. Lysosomal enzymes are hydrolytic,
i.e., they specialize in degrading different molecules [140]. While this function is important
for the cell’s ability to dispose of obsolete components and internalized pathogens, the hy-
drolytic activity is potentially hazardous to the cell. Leakage of such enzymes into the cy-
tosol has the potential to initiate degradation of cellular metabolites and cause damage to
other organelles. Fortunately, lysosomal enzymes are optimally active only at a pH range of
5.2 to 5.5 [140], which means that even if they leak into the cytosol, the amount of damage
they might inflict is minimal.

2.2.1.3.5 Aromatic amino acids

This group includes phenylalanine (Phe; F), tyrosine (Tyr; Y) and tryptophan (Trp; W).

2.2.1.3.5.1. Common properties

The aromatic amino acids are named so because their respective side chains each include
an aromatic group: benzene in phenylalanine, phenol in tyrosine, and indole in tryptophan.
This means that polarity, which is the principal classification parameter of amino acids, is
not considered in the aromatic group. Indeed, phenylalanine is overall nonpolar, whereas
tyrosine and tryptophan include polar groups (OH and NH, respectively). Since both also
have large side chains, they are also capable of nonpolar interactions. This duality allows
the aromatic residues to appear in different locations within proteins and to interact with
different chemical groups. Another common trait derived from the aromatic nature of these
residues is their ability to absorb ultra-violet radiation [141].

Aromatic residues tend to appear in pairs within proteins, where they interact with each
other [142]. Structural analysis has shown that aromatic interactions have a strong tendency
to appear in two forms: offset stacking, and perpendicular [143] (Figure 2.10). As explained in
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(a) (b)

FIGURE 2.10 Common 𝜋-𝜋 (aromatic) interactions in proteins. (a) Offset-stacking (PDB entry
1myr); (b) Perpendicular (PDB entry 1hpm). The two examples are based on Figure 2 in [147]. The
atoms are colored according to type (see Figure 2.5). Atoms and bonds of the interacting amino acids
are shown as sticks, whereas the main chain connecting them is presented as a ribbon.

Chapter 1, an aromatic ring has electron ‘clouds’ above and below the ring plane, which ren-
der it partially negative.When the electron distribution in the various orbitals is represented
as point charges, the interaction between aromatic residues appears to be electrostatic in
nature [143], yet short-ranged, and proportional to 𝑟−5. Such interactions, referred to as ‘𝜋-𝜋
interactions’, appear to be responsible for the presence of aromatic clusters within proteins,
as well as for the stacking of aromatic rings with amide groups that also contain delocalized
𝜋 electrons. It should bementioned that histidine is also capable of 𝜋-𝜋 interactions. Indeed,
histidine is in many ways an aromatic amino acid, but is classified as a charged one because
of its high polarity. The high electron density of aromatic rings enables them to function as
hydrogen bond acceptors as well, although such interactions are only half as strong as reg-
ular hydrogen bonds [144]. In addition to 𝜋-𝜋 interactions, the aromatic rings of phenylala-
nine, tyrosine, and tryptophan may also participate in cation-𝜋 interactions, in which their
partially negative electron clouds interact electrostatically with the cationic side chains of
lysine or arginine. Such interactions are also important for protein-protein binding [145]. Fi-
nally, aromatic amino acids are enriched in regions of proteins that function as gates, e.g., in
ion channels, transporters, and enzymes [146]. Their prevalence in such structures probably
has to do with the planarity and rigidity of their side chains, which provide the specific
geometry required for these structures’ functionality.Aromatic amino acids appeared rel-
atively late during evolution [89,90], and the variety of roles they carry out is probably a
direct result of their unique structural and electronic properties (see above and in Sub-
section 2.2.1.3.4.3 below),whichmake the interactions inwhich they are involved highly
geometry-dependent. As explained in Chapters 4 and 8, these geometry-dependent inter-
actions are important for determining proteins’ unique structures and functions. Indeed,
the sophistication of aromatic amino acids may explain why they are believed to be among
the last amino acids to appear in proteins during evolution.
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2.2.1.3.5.2. Tyrosine

The side chain of tyrosine includes a phenol ring with a hydroxyl group, which can partic-
ipate in hydrogen bonds, both as a donor or an acceptor (Figure 2.6a). As we have seen in
the cases of serine and threonine, hydroxyl groups do not tend to deprotonate and ionize
under physiological pH. However, in the case of tyrosine, the aromatic ring stabilizes the
phenolate ion, which lowers the side chain’s pKa to 9.8 (Table 2.3). Like serine and threo-
nine, tyrosine can also become phosphorylated on its hydroxyl group; such phosphorylation
usually serves regulatory purposes. Animal proteins can be phosphorylated by two different
kinases.The first acts on serine and threonine side chains, whereas the other acts on tyrosine
side chains alone. In addition to phosphorylation, tyrosine residues may also undergo sul-
fation, i.e., the attachment of a sulfate group. This modification is thought to be important
in protein secretion, viral entry into cells, and metal binding [148].

Like the other hydroxyl-containing amino acids, Tyr may participate in covalent catal-
ysis as well, though it has a stronger preference for other catalytic mechanisms, such as sta-
bilization of intermediates, acid-base catalysis, and mechanisms involving hydride ions [99].
Unexpectedly, in some enzymes Tyr has also been found to undergo a process in which it
is converted into a stable, catalytically active radical (see [4] and references therein). This
finding is very interesting, as evolution has assigned radical-based catalytic mechanisms to
a specific, non-protein, organic cofactor, namely, cobalamine (a vitamin B12 derivative). In
the enzyme ribonucleotide reductase, the tyrosyl radical is formed as a result of a reaction
between iron ions and oxygen [149].

2.2.1.3.5.3. Tryptophan

Among all amino acids, tryptophan has the largest side chain. It contains an indole group,
which itself consists of a benzene ring fused to a pyrrole ring. The non-bonding pair of elec-
trons on the indole’s nitrogen (N𝜀1) contributes to the aromaticity of tryptophan, and there-
fore, N𝜀1 is not basic.That is, it cannot bind an additional proton as do regular amino groups,
and it cannot serve as a hydrogen bond acceptor. Still, the single proton bound to this nitro-
gen allows it to serve as a hydrogen bond donor (Figure 2.6a). In addition, the large surface
area of the indole group allows the tryptophan to participate in van der Waals and nonpo-
lar interactions. Because of these properties, tryptophan residues tend to appear in binding
sites of enzymes and antibodies, where they take part in the design of the sites’ geometry,
as well as in protein-ligand interactions [150–153]. In addition, tryptophan residues may par-
ticipate in more specific functions, such as catalysis and electron transport. As an aromatic
residue, the tryptophan can absorb ultra-violet radiation. However, in contrast to pheny-
lalanine and tyrosine residues, it can also emit fluorescent radiation following excitation
with the right wavelength. The fluorescent emission of tryptophan depends on the imme-
diate environment of the residue, and biochemists use this phenomenon to track structural
changes or ligand binding events in proteins. Since tryptophan (along with cysteine) is the
least common amino acid in proteins [46], it may be used to focus on specific regions in the
protein when studying the above processes.
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2.2.1.4 Amino acid derivates in proteins
Individual (non-protein) amino acids and their chemical derivates can be found in nature
in numerous forms. Most of these molecules are chemically derived from the 20 basic types
of protein-associated residues. In some cases, a derivate is produced by removing the amino
group of a molecule, leaving a carbohydrate skeleton. Such metabolites — including pyru-
vate, which is formed from alanine; oxaloacetate, which is formed from aspartate; and 𝛼-
ketoglutarate, which is formed from glutamate —usually serve as metabolic intermediates.
As such, they can either be fully oxidized to produce energy*1 or be converted to other
molecules. Yet, other amino acid derivates play important biological roles, as summarized
in Table 2.4. For example, the hormone epinephrine, the neurotransmitter serotonin, and
the allergy mediator histamine are derived from tyrosine, tryptophan, and histidine, respec-
tively. Tyrosine is also the source for the thyroid hormones T3 and T4, which are responsible
for regulating metabolic rate. Another interesting amino acid derivate is allicin, which is
produced from cysteine by the enzyme alliinase in garlic and onion*2 [154]. Allicin has many
biological effects, including antimicrobial and anti-cancer activity. Therefore, it has been
explored as a possible pharmaceutical agent, e.g., against malignant tumors [155]. Allicin is
a reactive sulfur species whose antimicrobial and anti-cancer activity is manifested in the
promotion of oxidative stress. In normal eukaryotic cells, the oxidative effects of allicin are
counteracted by the glutathione-NADPH system (see above), which explains why these cells
are unharmed by allicin (although they are biologically affected by it in other ways [154]).

There are also some proteins that contain amino acid derivates (Figure 2.11). These
derivates can be grouped into two types:

1. Derivates formed after translation: This group includes amino acids that are incor-
porated by the ribosomal system into proteins but are subsequently subjected, af-
ter the translation process, to covalent modifications by various enzymes. One of the
well-known examples is hydroxyproline, produced by hydroxylation of proline on C4,
in structural proteins of the extracellular matrix. The latter proteins include colla-
gen of animal tissues [87], as well as some proteins that reside inside the cell walls of
plants (especially extensin) [156]. The importance of proline hydroxylation for colla-
gen will be explained later when we discuss structural proteins. Another example,
which was mentioned above, is 𝛾-carboxyglutamate, produced by carboxylation of C𝛾
of glutamate residues [87]. As explained, this derivate, which appears in Ca2+-binding
proteins, contains two side chain carboxylate groups, which enhance the residue’s
cation-binding capability. The binding is biologically important; certain proteolytic
enzymes that participate in mammalian blood clotting (prothrombin, profactor IX,
profactor X [157]), and that include this modification on 10 to 12 glutamate residues,
use the bound Ca2+ to adhere electrostatically to the negatively charged membranes
of blood platelets. There, these proteases form complexes with other proteins, and
the ensuing chain of enzymatic reactions results in the formation of a blood clot. The
carboxylation of glutamate residues is carried out by the enzyme 𝛾-glutamyl carboxy-
lase, which uses vitamin K as a cofactor and O2 as a co-substrate. Indeed, vitamin K

*1While amino acids are regularly oxidized in cells, ATP production from these molecules is less efficient
compared with ATP production from carbohydrates and lipids; therefore, amino acids are seldom used as fuel
for energy production.

*2This is the overall process. The alliinase reaction creates allicin specifically from the cysteine derivates
alliin and isoalliin (in garlic and onion, respectively), which are formed separately.
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γ
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Hydroxyproline 𝛾-Carboxy-glutamate Seleno-cysteine Pyrrolysine

FIGURE 2.11 Common amino acid derivates found in proteins. The groups that were added to
the original amino acids are marked in red.

deficiency is known to result in bleeding, due to failure in forming blood clots. A
more detailed discussion of post-translational modifications of protein residues will
be given at the end of the chapter.

2. Derivates formed before translation: This group includes only two amino acids: se-
lenocysteine, which appears in all three kingdoms of life, and pyrrolysine, which ap-
pears in Archaea. In contrast to the derivates of the first group, these are formed pre-
translationally, and incorporated in proteins according to genetic instructions [158].
For this reason, they are sometimes referred to as the 21st and 22nd amino acids. Se-
lenocysteine is chemically identical to cysteine accept for the selenium atom (Se)*1,
which replaces the sulfur in cysteine [159]. It has been identified primarily in enzymes
catalyzing redox reactions, such as those that reverse oxidative damage [101]. However,
studies suggest that selenoproteins*2 also participate in other important cellular and
physiological functions (Figure 2.12), and can contribute to the prevention of various
pathologies [160–162]. In many of the redox reactions involving selenocysteine the se-
lenol group (SeH) functions as a nucleophile, similarly to the thiol group (SH) of cys-
teine, yet more effectively [163]. The superior effectiveness of selenol as a nucleophile
in these reactions is traditionally thought to be the result of the lower pKa of seleno-
cysteine (~5.2 [164]) as compared to cysteine (8.6). The pKa difference means that the
SeH group of selenocysteine deprotonates into its nucleophilic form (Se– )more easily
than the SH group of cysteine under physiological (or more acidic) pH. During the
catalytic cycle of selenocysteine-dependent enzymes, the residue may function also
as the attacked group, and it has been shown that in this capacity, too, selenocysteine
is more effective than cysteine (see review in [163]). Finally, it has recently been shown
that selenocysteine has a lower tendency than cysteine to become over-oxidized dur-
ing catalysis to an acid form (SeO –

2 ) [165]. Because such oxidation leads the enzyme to
become irreversibly inactivated, it seems that the presence of selenocysteine instead of
cysteine not only allows the enzyme to produce higher reaction rates but also protects
it from inactivation.

*1Selenium is a non-metal trace element, that is, an element required in only small amounts for health
(< milligrams per day). This group also includes the metals iron, cobalt, copper, zinc, manganese, nickel,
chromium and molybdenum (see Subsection 2.6.9 and Chapter 9), the metalloid boron, and the halogens
iodine and bromine. Trace elements are distinguished from the major dietary elements (sodium, potassium,
sulfur, chlorine, calcium, magnesium and phosphorus), which are typically required at amounts of grams per
day.

*2Selenium-containing proteins, belonging to over 100 families [160].
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TABLE 2.4 Biological roles of non-protein aminoacid derivates and analogues. Abbreviations:
GABA – 𝛾-aminobutyrate; SAM – 𝑆-adenosylmethionine. Adapted from [166].

Amino Acid

Derivate Structure Biological Role

Alanine

𝛽-alanine
• A component of vitamin B5 and coenzyme A
• A component of antioxidant dipeptides carnosine,

carcinine, anserine, and balenine

Arginine

Ornithine

• Amino acid degradation and ammonia
detoxification (urea cycle intermediate)

• Proline, glutamate, and polyamine biosynthesis
• Mitochondrial integrity
• Wound healing

Agmatine
• Modulator of various biological processes, like

neurotransmission, ion transport, NO synthesis,
and polyamine metabolism

Nitric oxide
(NO)

• Regulation of hemodynamics and blood pressure
through vasodilation (widening of blood vessels)

• Innate immunity (as antibacterial agent produced
by macrophages)

• Neurotransmission (learning and memory through
long-term potentiation)

Citrulline

• Anti-oxidation
• Arginine synthesis
• Osmoregulation
• Amino acid degradation and ammonia

detoxification (urea cycle intermediate)
• Nitrogen reservoir

Creatine
• Skeletal muscle action (ATP replenishment after

strenuous activity)
• Anti-oxidation

Aspartate

NMDA • Neurotransmission (excitation, withdrawal)
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Amino Acid

Derivate Structure Biological Role

Cysteine

Taurine

• Digestion (conjugation of bile acids to form bile
salts)

• Anti-oxidation and regulation of cellular redox state
• Osmoregulation
• Modulation of calcium homeostasis

Glutathione Glu-Cys-Gly

• Major endogenous antioxidant
• Inflammatory response (participation in

leukotriene synthesis)
• Detoxification (conjugation to hydrophobic toxins

in liver)
• Metabolism (processes involving DNA, proteins,

and hormones

Allicin • Antimicrobial activity
• Anti-cancer activity

Glutamate

GABA

• Neurotransmission (inhibiting neuronal
excitability)

• Regulation of muscle tone
• Inhibition of T-cell response and inflammation

Glutathione Glu-Cys-Gly • See cysteine above

Glutamine

Theanine

• Anti-oxidation
• Neurotransmission (increasing brain levels of

GABA, dopamine, serotonin, and glycine)
• Neuroprotective effect

Glycine

Trimethylglycine
(betaine)

• Homocysteine methylation (methionine
regeneration; homocysteine detoxification)

• One-carbon unit metabolism (synthesis of
bioactive molecules and SAM)

• Osmoregulation

Heme
• Oxygen binding and transport
• Electron binding and transport
• CO production

Sarcosine • Intermediate in glycine metabolism
• Possible treatment of certain mental disorders

Glutathione Glu-Cys-Gly • See cysteine above
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Amino Acid

Derivate Structure Biological Role

Histidine

Histamine

• Mediation of allergic reaction
• Vasodilation
• Brain acetylcholine secretion
• Regulation of gut function

Lysine

Carnitine • Energy production by lipid oxidation

Methionine

Homocysteine
• Cysteine biosynthesis
• Methionine regeneration
• Risk factor for cardiovascular diseases

SAM • One-carbon unit metabolism (synthesis of different
bioactive molecules)

Serine

Choline

• Neurotransmission and muscle control
(acetylcholine)

• Membrane structure (phosphatidylcholine,
sphingomyelin)

• Trimethylglycine (betaine), methionine, sarcosine
and SAM synthesis

D-serine • Brain neurotransmission (activation of NMDA
receptors)

Tryptophan

Serotonin

• Neurotransmission (mood, appetite, sleep,
memory, learning)

• Hemostasis and blood clotting (as vasoconstrictor)
• Inhibiting production of inflammatory cytokines

and superoxide radical

Niacin • Redox metabolism (as component of NADH and
NADPH)

Melatonin

• Hormonal mediation of day-night cycles
• Anti-oxidation
• Possible effect on immune system and

inflammatory response
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Amino Acid

Derivate Structure Biological Role

Tyrosine

Dopamine
• Neurotransmission (reward-motivation, motor

control, vasodilation, regulation of prolactin
secretion)

Epinephrine and
norepinephrine

• Neurotransmission (exercise, ‘fight-or-flight’,
emotional response, memory)

• Muscle activity
• Sugar metabolism

Melanin • Pigmentation
• Anti-oxidation

T3 and T4 • Regulation of metabolic rate (thyroid hormones)

FIGURE 2.12 Putative functions of the human selenoproteome [160–162].Courtesy of Sharon Ro-
zovsky.
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Interestingly, despite its resemblance to cysteine, selenocysteine is in fact produced from
serine.The entire process includes three steps. First, serine is loaded by the right enzymeon a
specific transfer RNA called ‘tRNAsec’.Then, the serine is modified into selenocysteine while
on tRNAsec. Finally, the tRNA-selenocysteine conjugate binds to the right messenger RNA
(mRNA) codon within the ribosome. As is well known, the genetic code includes 61 codons
for the 20 amino acids, as well as 3 ‘stop’ codons. How, then, can selenocysteine find its place
in the protein sequence? As it turns out, UGA, which is normally a stop codon, also serves as
the selenocysteine codon. The difference between this codon and the ‘normal’ stop codon
is that the former has a unique ‘stem-loop’ structure, which is recognized by the tRNA-
selenocysteine conjugate, but not by the elements responsible for stopping translation.

Pyrrolysine is a derivate consisting of a lysine residue with its N𝜀 atom covalently at-
tached to a pyrroline group via an amide bond. It appears in the Archaean enzyme methyl-
transferase, which producesmethane frommethylamine compounds. According to the sug-
gested mechanism, the N𝜀 atom (now in the form of imine) participates in the activation of
the enzyme’s substrate and its positioning in the optimal way for catalysis [167]. The incor-
poration of pyrrolysine into proteins probably also relies on a stop codon, but this process
is much less understood than that of selenocysteine.

2.2.2 Peptide bond
The diverse chemical types of side chains provide amino acids with unique properties. The
backbone, in contrast, is identical across all amino acids. It is this part of the molecule that
connects amino acids to each other to form the protein chain. The connection is via an
amide bond,more commonly referred to as a ‘peptide bond’.The bond is formedwhen the 𝛼-
carboxyl carbon of an amino acid (𝑛) is attacked by the 𝛼-amino nitrogen of amino acid 𝑛+1
(Figure 2.13a). During the process, one of the amino group’s hydrogen atoms binds to the
carboxyl’s OH group, and they both leave the molecule as water (HOH). More importantly,
the formation of the peptide bond involves the charge elimination of the former amino and
carboxyl groups. In their bonded form as amide (NH) and carbonyl (C−−O) groups, they
are merely dipoles consisting of partial charges. In the formation of a new protein chain,
amino acids are added sequentially to the carboxyl end until the chain is complete. As men-
tioned above, it is customary to refer to amino acids incorporated within the protein chain
as ‘residues’.

Once completed, the protein chain has two free ends. The first includes the 𝛼-amino
group of the first residue, and the second includes the 𝛼-carboxyl group of the last residue.
These are the only backbone groups remaining in their original form, i.e., electrically
charged. The free amino group at the end of the chain has a half-life of only several weeks
before it disintegrates into a diketopiperazine group. This is probably why in proteins of
higher organisms, whichmust endure for days and weeks*1, the free amino group is blocked
by an acetyl group, whereas in microorganisms, proteins with much shorter life spans are
not acetylated [170].

In contrast to the free ends of the protein chain, the peptide bonds connecting the other
residues are stable, with a half-life of 400 years in 25 °C [171]. This stability is a direct result of
the peptide bond’s properties. First, the bond is devoid of the full charges that were originally

*1In human cells the half-life of most proteins is ~1 to 20 hours [168], although some proteins, termed long-
lived proteins, may remain intact and functional for weeks, months, and even years [169]. Many of these proteins
are fibrous, and therefore tend to have a fortified structure (see Subsection 2.7 below).
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present in the amino and carboxyl groups.Moreover, it is stabilized by electronic resonance.
The resonance is due to the fact that the electrons of the C−−Odouble bond can shift towards
the C−N group (Figure 2.13b). As a result, this group may appear in the form of C−−N+ at
least part of the time. Since the electronsmove constantly, the double bond cannot be located
to any of the above forms, but instead it is ‘spread’ on the three atoms (O−C−N), or in other
words, delocalized. Alternatively, the C−N bond is said to be ‘partially double’. This has a
few important implications. First, it makes the bond planar and more stable than a single
bond*1. Second, in contrast to canonical double bonds, the peptide bond is not completely
rigid, but can acquire two configurations (see next section for details). Third, the moment
of the N−H and C−−O dipoles on both sides of the bond is particularly strong (~3.5 D),
twice as strong as the dipole of a water molecule. As a result, the N−H and C−−O groups
are capable of interacting electrostatically with charged side chains, with polar groups of
the protein’s natural ligand, and with each other. The interaction of these groups with each
other via hydrogen bonds has a considerable effect on the folding of the protein chain, as
will be explained in the next section.

Inside cells, the peptide bond is not created spontaneously by separate amino acids, but
via the complex ribosomal system, which includes mRNA, tRNA, the ribosome, and other
assisting proteins. The use of this system not only increases the efficiency of protein biosyn-
thesis, but also makes sure each protein is built according to strict genetic instructions. This
process forms a chain of amino acids connected via their backbones (Figure 2.13c). Ac-
cording to convention, the protein chain is always presented with the 𝛼-amino group of the
first residue on the left, and the 𝛼-carboxyl group of the last residue on the right. These two
groups are referred to as the ‘N-terminus’ and ‘C-terminus’, respectively, or for short, N′ and
C′ (respectively). Another convention relates to the length of the protein chain; a protein
that consists of less than 50 residues, is referred to as a ‘peptide’, whereas longer proteins are
referred to as ‘polypeptides’ or simply ‘proteins’.

Although most biological functions are carried out by polypeptide chains, there are
many biological processes that also involve peptides. These peptides are sometimes called
‘bioactive’ or ‘physiologically active’ peptides. Here are some examples:

1. Neuropeptides: This group includes peptides that act as neurotransmitters. Examples
of neuropeptides include endorphins and enkephalins, which act as painkillers in an-
imals following injuries.

2. Hormones: This group includes a diverse set of peptides. For example, insulin and
glucagon are pancreatic peptides that regulate energy-related (metabolic) processes in
the animal body. Another hormonally-active peptide, vasopressin, acts during dehy-
dration to reduce water loss and increase blood pressure [173]. These effects are highly
important in preventing the body from undergoing hypovolemic shock.

3. Antibacterial peptides:This is a diverse group of peptides, produced by a large range of
organisms.These peptides act as a simple and fastmeans of defense against potentially
harmful bacteria.Themechanisms used by antibacterial peptides are also diverse. For
example, the fungal peptide alamethicin kills bacterial cells by forming low-selectivity
ion channels in their plasma membranes, leading to the membranes’ depolarization.
Some antibacterial peptides are produced by non-ribosomal systems, and include D-
amino acids.

*1It should be noted that inside the folded protein there are local strains and atom-atom interactions that
may compel certain peptide bonds to deviate from planarity by over 20° [172].
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(a)

C-terminus (C�)N-terminus (N�)

(b)

(c)

Asp Asn Arg Cys Glu Gln His Ile Leu

FIGURE 2.13 The peptide bond. (a) The chemical formation of the peptide bond (marked by
the golden rectangle). (b) The electronic resonance of the peptide bond results from the fact that
the bond alternates between three states. (c) The general organization of the backbone (presented
schematically as a ribbon) and amino acid side chains (presented explicitly as sticks and balls) of
the polypeptide chain (top). Each of the amino acids is colored differently. The amino acid sequence
of the protein is traditionally presented from left (N-terminus) to right (C-terminus). The sequence
can also be presented simply by stating the abbreviated names of the amino acids (bottom) or using
their corresponding one-letter codes: DNRCENHIL.

Polypeptide chains differ significantly in their primary structures; they range from ~100
to tens of thousands of residues in length. The largest protein that can be found in the
UniProt database of proteins [174]*1 is titin, which consists of 35,213 residues. The num-
ber of polypeptide chains may also vary across proteins. However, one thing remains the
same in all proteins: the amino acid sequence of the polypeptide chain contains all the
information it needs to fold into its unique three-dimensional (tertiary) structure. This
was elegantly demonstrated by Christian Anfinsen in one of biology’s most famous experi-
ments [21]. Anfinsen put the enzyme ribonuclease in a solution of urea and mercaptoethanol
at high temperature. This was done to induce loss of activity in the protein (i.e., denatu-

*1http://www.uniprot.org

http://www.uniprot.org
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ration) by disrupting the noncovalent forces and the disulfide bonds stabilizing the pro-
tein’s three-dimensional fold [175]. Then, he cooled the solution and filtered out the denatur-
ing agents. Surprisingly, the activity of the enzyme was restored along with other physical
properties, showing that it can refold and regain function without any help*1. As explained
in Chapter 1, the information stored in the amino acid sequence of the polypeptide chain
manifests as the noncovalent forces existing between the different residues. These forces, in
turn, drive the protein chain to fold accurately. Formation of the native fold of the protein
requires satisfaction of many residue-residue interactions. This is because each individual
amino acid has only a weak preference for interacting with other specific residues. Thus,
folding specificity is achieved by satisfying the interaction preference of many amino acids.
Inside cells, small proteins fold independently, whereas large proteins are assisted mainly
by large complexes called ‘molecular chaperones’. Nevertheless, the assistance is kinetic in
nature, and does not add new information needed for the protein to fold. All chaperones do
is create an environment in which the protein can fold without ‘distractions’ due to interac-
tions with other entities, and without getting ‘stuck’ in intermediary conformations along
the way.

In the following sections we will discuss the folding of the protein chain, which entails
folding first into simple local structures, and then into the overall, highly complex structure,
which also possesses biological activity. Aspects related to the thermodynamics (i.e., ener-
getics) of folding are discussed in Chapter 4, whereas kinetic aspects are detailed in Chap-
ter 5.

2.3 SECONDARY STRUCTURE

Proteins possess complex structures in three-dimensional space. However, segments of the
protein chain tend to fold into simple local structures, which extend along the axis of the
segment. These simple folds constitute the secondary structure of the protein, which is the
basis for the global three-dimensional fold of the entire chain.The folding process of the pro-
tein chain involves all of the protein’s atoms. However, whereas the folding of the backbone
determines the overall shape of the protein, the locations of side chain atoms fine-tune this
shape into its accurate form. We will begin our discussion with the folding of the backbone.
In order to understand this process, we need to ask two questions:

1. What drives backbone folding? We have already answered this question; the driving
force is the noncovalent interaction between the residues constituting the chain. A
detailed description of the individual interactions and their relative importance for
folding will be given in Chapter 4.

2. What limits backbone folding? That is to say, what prevents the polypeptide chain from
acquiring any conformation in three-dimensional space? To answer this, we first need
to take a look at the bonds that constitute the hinges of the chain, since these bonds
determine the freedom of movement of the chain at their respective locations. Two
types of covalent bonds are present in the chain: single bonds, the movement around
which is free per se*2, and double bonds, which are rigid.The backbone of the polypep-
tide chain includes two types of bonds that can be considered as hinges.The first is the

*1For this work, Anfinsen received the 1970 Nobel Prize in Chemistry [176].
*2Barring conformations that involve clashes of neighboring atoms.
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peptide bond. As explained above, this bond is only partially double due to its elec-
tronic resonance (Figure 2.13b). As a result, the bond is not completely rigid, and its
dihedral angle (𝜔) may acquire values corresponding to two configurations: cis and
trans (Figure 2.14a)*1. Although both configurations are feasible, the trans configu-
ration is 1,000 times more stable than the cis, which means the latter is only seldom
observed. An exception to this rule is observed in proline; due to the special struc-
ture of this residue, its trans configuration is only a few times more stable than the
cis, which means that the cis configuration can be observed in some of the proline
residues in proteins. Because of this characteristic, proline allows the protein to ac-
quire conformations that would otherwise be impossible, and opens new functional
possibilities for the protein [179]. Moreover, a shift between two proline configurations
may take place when the protein is in the folded state, and although this shift is slow, it
still has a significant effect on the protein’s dynamics. The isomerization between the
cis and trans configurations in the folded protein is catalyzed by the enzyme peptidyl
prolyl cis-trans isomerase.

The two other hinges in the protein backbone are on both sides of the peptide bond, these
are the Cα−N and Cα−C bonds. The dihedral (or torsion) angles of these bonds are termed
𝜙 and 𝜓 , respectively (Figure 2.14b). Both of these bonds are single, and their rotations are
therefore limited only by clashes of side chain and backbone atoms. This means that the
versatility of protein folds is determined mainly by these angles, and finding their ‘allowed’
values may tell us something about the conformational space accessible to the protein back-
bone. Such thoughts probably crossed G. N. Ramachandran’s mind in 1963, when he was

FIGURE 2.14 Freedom of movement of the protein backbone. (Opposite) (a) The cis and trans
configurations of the peptide bond. (b) The two rotatable single bonds flanking the peptide bond
(Cα−N and Cα−C). The angles of rotation around the bonds are marked as 𝜙 and 𝜓 , respectively.
A 𝜙 angle of 0° corresponds to a conformation in which the N−H and C−R bonds point in the
same direction, whereas an angle of 180° corresponds to a conformation in which they point in
opposite directions. The values of the 𝜓 angle correspond (in the same way) to the C−R and C−−O
bonds. The two shaded rhombi specify the planes of the peptide bonds. (c) The Ramachandran
plot. Blue areas represent ‘allowed’ 𝜙 and 𝜓 combinations. Green areas represent partially allowed
𝜙 and 𝜓 combinations, that is, conformations that involve tolerable steric clashes between atoms.
Such conformations occur if smaller van der Waals radii are used in the calculation. White areas
represent 𝜙 and 𝜓 combinations that are disallowed (for all residues except glycine). The location of
the two dominant conformations, the right-handed 𝛼-helix (𝛼right) and the 𝛽-sheet (𝛽), and the less
common, left-handed 𝛼-helix (𝛼left), aremarked. (d) Experimentally obtainedRamachandran plot of
the enzyme triosephosphate isomerase (PDB entry 1amk). Each point on the map is a combination
of 𝜙 + 𝜓 values, corresponding to a single amino acid. The points outside the allowed areas are of
Gly residues. The maps in (c) and (d) were produced using the Virtual Molecular Dynamics (VMD)
program [177]. (e) Comparison between the ‘general’ Ramachandran plots and those of glycine and
proline (taken from [178]). The ‘general’ plot includes 81,234 non-glycine and non-proline residues.
The glycine and proline plots include 7,705 glycine and 4,415 proline residues, respectively. Each
marked region in the plots includes an inner shape denoting the corresponding residue’s favored
area and an outer shape denoting its allowed area.

*1As explained above, deviation from purely planar cis and trans configurations can be observed in the
folded protein; such deviation results from local strains and interactions [172].



116 ■ Proteins: Structure, Function & Motion

attempting to calculate all the allowed 𝜙 and 𝜓 values usingmodels of dipeptides [180,181] (see
also a perspective by Rose [182]). In thesemodels, each atomwas represented by a hard sphere
with a van der Waals radius. Ramachandran’s results are represented by a two-dimensional
map that bears his name to this day, Ramachandran’s plot (Figure 2.14b). The plot shows
areas in 𝜙 and 𝜓 space, which according to Ramachandran’s calculations, do not involve
any atomic clashes within the polypeptide chain, and should therefore be allowed. The map
can be calculated for each of the 20 amino acid types, but since 18 of 20 types have simi-
lar maps — the exceptions are proline and glycine (see below) — the Ramachandran plot
can also be presented in a general form.As the Ramachandran plot shows, atomic clashes
alone eliminate ~75% of the theoretically available 𝜙, 𝜓 space. Ramachandran’s predic-
tions preceded the emergence of experimental methods for determination of protein struc-
ture. When these finally arrived, and various protein structures were determined experi-
mentally, Ramachandran’s predictions turned out to be true; the 𝜙 and 𝜓 values derived
statistically from those structures clustered within the ‘allowed’ areas depicted by his map*1

(Figure 2.14d). Note that glycine and proline behave differently from the other amino acids.
Glycine, having no side chain at all, can acquire 𝜙 and 𝜓 values well beyond the allowed
areas of the rest of the amino acids, whereas proline is geometrically limited because of the
fusion of its backbone and side chain (Figure 2.14e).

When the allowed 𝜙 and 𝜓 values are applied to a model of the protein chain, simple
local folds emerge, such as coils, loops, and extended shapes. These are the elements of the
protein’s secondary structure, which are in fact recurrent patterns of allowed 𝜙 and 𝜓 an-
gles. The secondary elements in proteins are the foundation of the tertiary structure, but as
we will see later, they also have other roles: enabling atoms to be packed efficiently, solving
protein stability issues, and even forming biologically active structures. Not surprisingly,
studies show that a protein’s secondary structure correlates with both the tertiary structure
and the activity of the protein [184]. For this reason, secondary structures, although local,
are used today for the purposes of protein classification, tertiary structure prediction, and
understanding of protein activity. The two main secondary elements in Ramachandran’s
plot, the 𝛼-helix and 𝛽-sheet, were already proposed in 1950 and 1951 by Linus Pauling and
Robert Corey, on the basis of hydrogen bonds models [185–187] (see also review by Eisen-
berg [188]).

In the following subsections we review the main secondary elements in proteins, and
their importance to proteins’ overall structures. A summary of the geometric features of the
main elements is given in Table 2.5. Before delving into this information, it is recommended
for the reader to go over the main forms of graphic representation of molecular structures
and their properties (Box 2.4).

BOX 2.4 GRAPHIC REPRESENTATIONS OF PROTEINS

Proteins are studied by using a variety of experimental and computational tools. These
often produce three-dimensional structures, which can be further used for analysis.
The efficiency of structural analysis depends to a large extent on the methods used
and the experience of the scientist. However, these elements are aided by the right

*1Although they were not evenly distributed in those areas [183].
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representation of the protein structure. There are numerous ways of representing a
macromolecule, such as a protein, graphically; each approach highlights different in-
formation [189,190]. The most basic representation is the space-fill representation, show-
ing atoms as spheres, usually with a van der Waals radius (Figure 2.4.1). This type of
representation is clear and colorful, and is therefore often used to portray molecules
in movies and other non-scientific media. However, aside from depicting the general
shape of the protein, it does not provide any additional information about the macro-
molecule, and therefore is seldom used alone in scientific research and literature. In
order to be able to observe more details, one can present only the covalent bonds be-
tween atoms, as wires or sticks (Figure 2.4.2). This type of representation reveals the
connectivity of atoms in the protein. However, the numerous bonds, all presented ex-
plicitly, burden the scientist with details, only a few of which are actually needed for
addressing a specific question. Therefore, it is customary to apply this type of represen-
tation only when focusing on certain parts of the protein (e.g., selected residues) that
are of interest.

FIGURE 2.4.1 Space-fill representation
of a protein. The atoms of triosephos-
phate isomerase (PDB entry 8tim) are rep-
resented as spheres with van der Waals
radii, and colored according to the CPK
convention. The figure was produced us-
ing PyMOL [191].

FIGURE 2.4.2 Wire-frame representa-
tion. The covalent bonds in triosephos-
phate isomerase (PDB entry 8tim) are
shown as wires, colored by the type of
atoms they connect. The atoms are not
shown. The figure was produced using Py-
MOL [191].

The shortcomings of the wire representation highlight the importance of simplicity for
analyzing the inner architecture of macromolecules in general, and proteins in partic-
ular. Such simplicity is achieved to a large extent by the ribbon representation, in which
only the protein backbone is shown. The backbone is represented as a ribbon connect-
ing its atoms or, alternatively, only the Cα atoms (Figure 2.4.3). This form of repre-
sentation illustrates not only the general fold of the protein, but also local secondary
elements of the chain. For this reason it is very commonly used in the scientific liter-
ature. When constructing a ribbon representation, molecular representation software
often identifies secondary elements on the basis of the specifications already present in
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the atomic coordinates file (see Chapter 3). However, many programs also have a built-
in algorithm that can deduce secondary elements from the atomic coordinates alone.
The various secondary elements are usually depicted in different shapes and colors.

FIGURE 2.4.3 Ribbon representation.The atoms and bonds of triosephosphate isomerase
(PDB entry 8tim) are not shown. Instead, the backbone is represented as a ribbon with dif-
ferent colors, corresponding to the secondary structure of the chain in that region: 𝛼-helices
are colored in red, 𝛽-strands in yellow, and loops in green, as well as the disordered parts of
the chain. The shape of the ribbon was calculated as the line going through all the Cα atoms
of the protein. The figure was produced using PyMOL [191].

The activity of a protein almost always depends on the protein’s ability to recognize
and bind molecular elements in its vicinity. Therefore, scientists are often interested
in properties of the protein surface, which is in contact with the surrounding environ-
ment. It is possible to calculate and represent the surface of a protein (Figure 2.4.4) by
rolling a virtual water-size probe around the atomic contours of the protein [192,193] (Fig-
ure 2.4.5). Different types of surfaces can be calculated this way, such as the molecular
surface and the water-accessible surface.The latter is particularly useful in enabling the
scientist to identify parts of the protein that constitute potential binding or active sites.
To identify these sites, the scientist would first look for depressions and crevices on the
surface that look suitable for such a purpose. Identifying functional sites only by their
geometry is difficult, and scientists therefore use data relating to additional properties
of the protein regions in question. For example, many binding sites have electrostatic
potential*a that is complementary to that of their ligands or substrates [125] (see Chap-
ter 8 for details).
By calculating the potential and coloring the protein surface according to the calcu-
lated values (Figure 2.4.6), it may be possible to narrow the search for binding sites to
specific regions in the protein. Some molecular graphics programs lack the capacity to
calculate or present electrostatic potentials. In such cases, it is possible to present the
electric charges of protein atoms instead. It should be noted, however, that the poten-
tial provides a far superior representation compared with the individual charges, since

*aSee Box 1.3 for explanation about the meaning of the electrostatic potential.
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electrostatic potential already embodies the mutual effect of the charges on each other
and the local dielectric of the region.

The uses of electrostatic coloring are not limited to surface representation. First,
the electric field emanating from the protein charges can be shown (Figure 2.4.7). Un-
like the potential, the field is a vector, and can therefore provide additional informa-
tion about the direction of the electrostatic forces in the system. Second, the potential
around specific residues or atoms can also be shown (see Figure 1.3.2 in Box 1.3). This
may be helpful when, for example, the effect of a point mutation on the electric prop-
erties of its environment needs to be analyzed.

FIGURE 2.4.4 Surface representation. The water-accessible surface of triosephosphate
isomerase (PDB entry 8tim) is shown, illustrating the indentations and crevices that may
function as binding sites. The figure was produced using PyMOL [191].

solvent
accessible

surface

water

1.4 Å

molecular
surface

van der Waals
surface

FIGURE 2.4.5 Surface area types in molecules. The black spheres represent the atoms
making up the molecule. The gray sphere is the water probe used to calculate the solvent-
accessible and molecular surfaces. (Taken from [194].)
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FIGURE 2.4.6 Surface representation of 𝛾-chymotrypsin (PDB entry 1afq), colored ac-
cording to electrostatic potential. The figure was produced using PyMOL [191]. Negative
potentials (0𝑘B𝑇 /𝑒 > 𝜙 > −10𝑘B𝑇 /𝑒) are red, positive potentials (0𝑘B𝑇 /𝑒 < 𝜙 < 10𝑘B𝑇 /𝑒)
are blue, and neutral potentials are white (see color code at the bottom). The electrostatic
potential was calculated using APBS [195].

FIGURE 2.4.7 The electrostatic field (E). The electrostatic field of a spiral-shaped peptide
(𝛼-helix, see main text below) is shown on the left, and represented as lines emanating from
the peptide (field lines are colored as in Figure 2.4.6). The peptide is represented implicitly by
its contour, with the + and − signs representing the charges at its N- and C-termini, respec-
tively. The charges result from the electric dipole, which characterizes peptides having this
shape (see Figure 2.15 below). The orange sphere position on the contours of the peptide is a
charged probe used to calculate the electrostatic potential at that point (shown on the right).
As the bottom of the figure specifies, the electrostatic field is the derivative of the potential in
three-dimensional space. The figure was produced using VMD [177].

Surfaces can be colored according to other parameters besides the electrostatic po-
tential, such as evolutionary conservation (Figure 2.4.8), or degree of chain flexibility.
When combined with other data, such information is invaluable.
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To conclude, each of the graphic representation types holds certain advantages,
which is why the best representation often combines some of these types into one
picture (Figure 2.4.9). For example, the entire protein can be represented as a semi-
transparent surface, allowing the viewer to see the inside organization of the chain,
represented as a ribbon. The residues of interest in that protein would be presented ex-
plicitly as spheres or sticks and balls. Finally, interactions involving the specific residues
can be depicted directly or via a mesh representation of the electrostatic potential.

FIGURE 2.4.8 Coloring according to evolutionary conservation.Theprotein in the figure
(triosephosphate isomerase, PDB entry 1amk) is shown in space-fill representation, with each
residue colored according to its level of evolutionary conservation (cyan – lowest, maroon –
highest; see the full color code in the figure). The most conserved region is in the middle,
where the natural substrate of the enzyme is bound. Conservation levels were calculated and
presented using the ConSurf server (http://consurf.tau.ac.il) [196,197].

FIGURE 2.4.9 Combined representation types. Ribonuclease inhibitor (PDB entry 2bnh)
is shown as described in the main text above. The residues presented explicitly form a hydro-
gen bond, shown as a black dashed line. The figure was produced using PyMOL [191].

http://consurf.tau.ac.il
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TABLE 2.5 Geometric features of helices and strands in proteins.

Element Type Element Handedness 𝜙,𝜓 Residues per turn Rise per residue Radius H-Bonds

Helix 𝛼 Right −57°, −47° 3.6 1.5 Å 2.3Å 𝑖 → 𝑖 + 4
3.10 Right −49°, −26° 3.0 2.0 Å 1.9Å 𝑖 → 𝑖 + 3

𝜋 Right −57°, −70° 4.4 1.1 Å 2.8Å 𝑖 → 𝑖 + 5
PPII Left −75°, +145° 3.0 3.1 Å 1.4Å —

𝛽-strand Parallel −119°, +113° 3.4 Å Inter-strand
Antiparallel −139°, +135° 3.2 Å Inter-strand

2.3.1 𝛼-helix
2.3.1.1 Geometry
The 𝛼-helix is the secondary element that scientists first hypothesized to exist in proteins.
Helical (i.e., spiral) structures are common in biomolecules (e.g., the double helix of DNA),
and indeed, early work done by Pauling in 1953 already suggested such a shape for pro-
tein segments, although complete structures of globular proteins were yet to be deter-
mined [185,187].The 𝛼-helix is very common in globular proteins; on average, about one-third
of the residues in such proteins acquire the 𝛼-helical conformation [198]. It is a local struc-
ture, which may comprise between 5 and 40 residues. This right-handed helix corresponds
to backbone 𝜙 and 𝜓 values of −57° and −47°, respectively [199]. One of the important char-
acteristics of the 𝛼-helix is its compactness; each helical turn contains three or four residues,
making the distance between the Cα atoms of adjacent residues only 1.5 Å. Because of this
compactness, the side chains of the residues cannot be accommodated within the helix, and
instead face the periphery, with a lateral spacing of 100° between them (Figure 2.15a). As
we will see later, the compactness of 𝛼-helices is a major factor in allowing proteins to fit
within the highly-crowded cytoplasm*1.

2.3.1.2 Intramolecular interactions
Another key characteristic of 𝛼-helices is the repetitive pattern of backbone hydrogen bonds
along the helical axis (Figure 2.15b). Specifically, each bond is formed between a backbone
carbonyl group (C−−O) and a backbone amide group (N−H) located four positions down-
stream in the sequence (i.e., in theC′ direction).The sequence spacing is a result of each turn
of the helix accommodating between three and four residues. These backbone hydrogen
bonds are of great importance to protein stability, as will be explained in Subsection 2.3.4
below.

Ramachandran’s plot shows that the 𝛼-helical conformation is geometrically possible.
However, it does not tell us what drives protein segments to acquire this conformation, or
in other words, what stabilizes the helix. Biochemistry textbooks traditionally attribute this
stability to the backbone hydrogen bonds mentioned above. However, such bonds also ex-
ist in the unfolded form of the protein, between the backbone amide and carbonyl groups
and the surrounding water molecules. It therefore seems unlikely that these bonds are the
major stabilizing force [202,203]. One could argue that the local dielectric within the protein

*1About 40% of the cytoplasm is dry material, and the concentration of macromolecules is
300 to 400 g/L [200,201].
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is lower than the dielectric of water, which should strengthen the Coulombic component
of the hydrogen bond (see Chapter 1, Subsection 1.3.1.2). While this is true, studies show
that the low local dielectric creates polarization effects that destabilize the hydrogen bond
(see Chapter 4, Subsection 4.2.3 for details). This issue has been studied extensively and it
seems that 𝛼-helices in proteins are in fact stabilized by nonpolar and van derWaals interac-
tions involving the side chains of residues, particularly their Cβ atoms [204,205] (Figure 2.15c).
These interactions are likely to involve the surrounding environment as well, since isolated
𝛼-helices in water are usually unstable [206].

The carbonyl-amide hydrogen bonds occur mostly because both groups are electric
dipoles, in which the carbonyl oxygen is partially negative and the amide hydrogen is par-
tially positive (Figure 2.15d). In each of the single peptide bonds of the helix, the carbonyl
amide groups of the same peptide unit always face opposite directions. This turns the pep-
tide bond into a microdipole, with a strength of 3.5D [207]. In a canonical 𝛼-helix, all the car-
bonyl dipoles face the C′ of the helix, whereas all amide dipoles face the N′. In other words,
all the microdipoles of the helical segment join together to form a macrodipole [208], with a
strength of 5.0D [207], and in which the N′ is partially positive and the C′ is partially nega-
tive (Figure 2.15e). Since all amide and carbonyl groups of the helix are hydrogen-bonded
to each other, with the exception of the four groups at each terminus, themacrodipole tends
to concentrate at the termini, instead of being ‘smeared’ along the entire length of the helix
(see Figure 2.4.7 in Box 2.4 above). The charge concentration at each terminus is of a mag-
nitude of 0.5 to 0.7 electron charges. The 𝛼-helix dipole is not just an artifact of the charge
distribution over the helical shape; it plays an important role in protein activity: solved pro-
tein structures often include 𝛼-helices in binding sites, where the positively chargedN′ faces
negatively charged groups of the ligand. The macrodipole of an 𝛼-helix also affects the he-
lix’s amino acid sequence; the N′ of an 𝛼-helix tends to be populated with acidic glutamate
and aspartate residues, which can interact favorably with the partially positive charge and
further stabilize the helix [209,210]. Similarly, basic Lys andArg residues tend to occupy theC′.
Inside the helix, residues of opposite charge tend to appear adjacently either within the se-
quence or in three-dimensional space (i.e., one above the other), so they can form favorable
salt bridges.

2.3.1.3 Amphipathic 𝛼-helices
Some helices have a unique pattern of distribution, in which polar and nonpolar residues
face opposite directions (Figure 2.16a). Such helices are termed ‘amphipathic’, because of
their physicochemical duality. Because of the 𝛼-helical periodicity, residues that are in ad-
jacent turns on the same helix face are about four positions apart in sequence. As a conse-
quence, amphipathic helices include either a polar or nonpolar residue every three or four
positions (Figure 2.16b), which enables scientists to identify such helices on the basis of the
protein sequence*1. Amphipathic helices are important to the packing of globular proteins.
A globular protein has a nonpolar core and a polar surface. Helices located at the core are
therefore mostly composed of nonpolar residues. However, helices at the surface face the
core on one side and the solvent on the other, which means they have to be amphipathic to
match both environments (Figure 2.16c).

*1Without prior knowledge of their three-dimensional structure.
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(a) (b) (c) (d) (e)

FIGURE 2.15 The right-handed 𝛼-helix. (a) The general organization of the helix. The backbone
is depicted as a red ribbon (demonstrating the spiral-like conformation), whereas side chains are
shown explicitly, in bond-stick representation. (b) The backbone hydrogen bonds pattern of the 𝛼-
helix. The backbone is presented as sticks (side chains are not shown), with the hydrogen bonds
between the carbonyl and amide groups represented by blue dashed lines. The pattern of the hy-
drogen bonds is specified on the right, whereas i denotes any hydrogen-bonded carbonyl group.
(c) Helix-stabilizing interactions. The helix is depicted as a thin ribbon, except for the residues oc-
cupying positions 6 and 10, which are presented explicitly, as spheres.The two residues face the same
direction on the helix, and one is positioned a turn above the other. (d) The electronic microdipole
of the peptide backbone. The partial charges of the atoms are symbolized by the Greek letter 𝛿. The
direction of the dipole is marked by the purple arrow. (e) The electronic macrodipole of the 𝛼-helix.
For convenience, the figure presents only the residues constituting one helix face.

2.3.2 Non-𝛼-helices
The overall fold of the polypeptide chain may sometimes cause distortions in 𝛼-helices, and
create less favorable geometries. Still, some of these geometries can be found in proteins,
and occasionally serve specific purposes. These so-called ‘non-𝛼-helices’ (Figure 2.17) are
described in the following subsections.

2.3.2.1 310-helix
The name of this helix originates from the fact that it includes 3 residues and 10 backbone
atoms per turn.The 310-helix is narrower and longer than the 𝛼-helix (Figure 2.17b). Its con-
formation in proteins corresponds to 𝜙 and 𝜓 angles of −49°, and −26°, respectively [199].
The narrow shape is problematic for atomic packing andmay lead to clashes. Another prob-
lem of the 310-helix is the 𝑖 → 𝑖 + 3 hydrogen bond pattern, which is energetically unfavor-
able, since the backbone dipoles are not optimally aligned. Accordingly, the 310-helix is sel-
domobserved as a secondary element (about ~4% of protein residues occupy this configura-
tion [198]), although it sometimes appears at the edges of 𝛼-helices, where it occupies a single
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(a) (c)

(b) Asp1–Thr2–Val3–Thr4–Gln5–Ala6–Ala7–Ser8–Gln9–Val10–Leu11–Asp12–Lys13

FIGURE 2.16 The amphipathic 𝛼-helix. (a) The spatial distribution of polar (blue) and nonpolar
(green) residues in an amphipathic 𝛼-helix. (b) The sequence periodicity of amphipathic 𝛼-helices.
The sequence shown corresponds to the helix in (a). (c) The locations of amphipathic helices in pro-
teins.The surface and secondary structure of NK-lysine is shown (PDB entry 1nkl), with the amphi-
pathic helix (residues 24 to 37) presented as sticks and balls. The helix is located at the periphery of
the protein, with polar residues (blue) facing the aqueous solvent, whereas nonpolar residues (green)
face the hydrophobic core.

turn. There, it often serves as a connector between adjacent 𝛼-helices or between an 𝛼-helix
and a 𝛽-strand [198]. Another role suggested for the 310-helix is serving as an intermediate in
the folding/unfolding of 𝛼-helices [211]. Finally, in some interesting cases, the 310-helix seems
to rectify other deviations formed within 𝛼-helices. For example, the antimicrobial peptide
alamethicin has an overall helical structure, which allows it to bind to bacterial membranes.
A proline side chain located within the segment disrupts 𝛼-helical hydrogen bonds, which
may interfere with its membrane-active functions (the reason will be explained in Subsec-
tion 2.3.4 below). However, thanks to the 310-helix in that region, the backbone carbonyl
and amide groups are still able to hydrogen-bond, though in a less favorable way.

2.3.2.2 𝜋-helix
The 𝜋 helix has 𝜙 and 𝜓 backbone angles of −57° and −70° (respectively) [199], rendering
it shorter and wider than the canonical 𝛼-helix (Figure 2.17c), with 4.4 residues per turn
on average. These characteristics make the 𝜋-helix less favorable than the 𝛼-helix. First, the
van der Waals contacts in the 𝜋-helix are not optimal. Second, its characteristic hydrogen
bond pattern (𝑖 → 𝑖 + 5) is less energetically stable than that of the 𝛼-helix. In fact, the
𝜋-helix is so unfavorable, that for many years it was considered to be a purely hypothetical
shape. As structure determination methods became more accurate, this type of helix was
found in some proteins, although it is still rare [212] (about 0.02% of protein residues occupy
this configuration [198]). Like the 310-helix, the 𝜋-helix also tends to appear at the edges of 𝛼-
helices, where it incorporates nomore than a few residues.The role of the 𝜋-helix is not clear,



126 ■ Proteins: Structure, Function & Motion

although it has been suggested that, like the 310-helix but to a lesser extent, it serves as an
intermediate in the folding and unfolding of 𝛼-helices [211]. In addition, a study of different
protein structures has implicated the unique conformation of 𝜋-helices in the formation or
stabilization of protein binding sites [213].

2.3.2.3 Type II polyproline helix (PPII)
Proline-rich segments of the polypeptide chain tend to fold into a helical shape, referred to
as a ‘polyproline helix’. The proline side chain is covalently bonded to the 𝛼-amino group,
which has a few implications for the conformation of the chain in that region. First, the co-
valent bond limits the 𝜙 angle to values of −65° ± 15° [54]. Second, the location of Cδ in the
pyrrolidine ring of the proline side chain limits the 𝜓 values of the residue preceding the
proline to the 𝛽 area of the Ramachandran map. The product of these combined factors is a
helical conformation. Although this conformation was originally found in proline-rich se-
quences, it can appear in others as well [214] (e.g., short poly-glutamine stretches [215]). There
are two polyproline helical conformations.The first, termed ‘PPI’, is a compact right-handed
helix (𝜙, 𝜓, 𝜔 = −75°, +160°, 0° [216]), in which all peptide bonds are in the cis configura-
tion. This conformation is of little importance to proteins, as it tends to appear only when
they are put in organic solvents. In contrast, the second conformation, termed ‘PPII’, can be
observed in proteins in their natural aqueous environment.The PPII conformation was first
observed in fibrous proteins such as collagen, which form coiled coils [217] (see Section 2.7
below), and later in globular proteins. PPII is a left-handed helix, in which all peptide bonds
are in their trans configuration (𝜙, 𝜓, 𝜔 = −75°, +145°, +180° [183,218]) (Figure 2.17d). The
helix contains three residues per turn, which makes it longer than the 𝛼-helix and devoid
of backbone hydrogen bonds. For this reason, the PPII helix has always been hard to find
in proteins, and in many cases segments with this conformation were considered to be un-
structured. However, advances in computational analytic methods have made it possible
to identify PPII helices in many proteins, including proteins that do not normally possess
an ordered structure [219]. The possible reason for the presence of PPII helices in such pro-
teins is discussed in Chapter 6, which focuses on unstructured proteins. In folded proteins
PPII helices tend to be amphipathic, and therefore reside at the periphery of the globular
structure [54].

PPII helices seem to be important for several functions of globular proteins, including
signal transduction, transcription, movement, and the immune response (see [216] and refer-
ences therein). For example, proline-rich sequences in a PPII conformation are recognized
and bound by the SH3 domain [220–222] (Figure 2.17e), a functionalmodule present in numer-
ous proteins that are involved in cellular communication and other complex processes [223].
These proteins use their SH3 domains to recognize PPII helices in their target proteins, to
which they pass on the signal. The details of this interaction are discussed in Chapter 8.
Finally, there is evidence that PPII helices are common in denatured proteins, i.e., proteins
that have partially or completely lost their ordered structures, due to harsh changes in their
environmental conditions (temperature, pH, salinity, etc.) [224]. This issue is discussed in
Chapter 4. These helices have also been implicated in the formation of pathological amy-
loid fibrils (e.g., [225]).
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(a) (b) (c) (d)

(e)

FIGURE 2.17 Types of helices found in proteins. (a) through (d) ribbon representations of 𝛼-
helix (a), 310-helix (b), 𝜋-helix (c) and polyproline helix (d). The helices are composed of 20 alanine
residues. The backbone carbonyl and amide groups are shown, as well as the hydrogen bonds they
form (black dashed lines). (e) The interaction between the SH3 domain of the protein C-Src (as a
white surface) and a proline-rich PPII helix (as sticks and balls, with proline residues in magenta
and all other atoms in conventional atom colors). The structure was taken from the Protein Data
Bank (1prl).



128 ■ Proteins: Structure, Function & Motion

(a)

(b) Top view

Bottom view

(c) (d)

(e)
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2.3.3 𝛽 conformation
Some segments of the polypeptide chain may acquire a less compact conformation, termed
‘𝛽 ’ (as opposed to the 𝛼-helix), and each segment possessing this conformation is referred to
as a ‘𝛽-strand’ (Figure 2.18a). Such strands are typically between 5 and 10 residues long. In
the 𝛽 conformation, the distance between the Cα atoms of adjacent residues is 3.2 to 3.4 Å*1,
a distance that is over two times greater than the distance between residues in the 𝛼 confor-
mation. For this reason, the 𝛽 conformation is sometimes referred to as ‘extended’. However,
the polypeptide chain is not fully extended, and instead tends to zigzag up and down. This
is the source of another term that is often used to describe the 𝛽 conformation: ‘pleated’. 𝛽-
strands are somewhat less common than 𝛼-helices in proteins, with about 20% of residues
occupying this conformation [198]. In contrast to helices, the extended conformation does
not allow intramolecular hydrogen bonds or significant stabilizing van der Waals contacts
within the same strand. As a result, 𝛽-strands rarely appear in proteins in their isolated
form, and instead tend to arrange alongside each other to form a flat structure, referred
to as a ‘𝛽-sheet’ (Figure 2.18b). 𝛽-sheets may appear in two forms. The first is formed by
𝛽-strands (𝜙, 𝜓 = −139°, +135°) that are separated from each other in the polypeptide se-
quence by only a few residues.These residues arrange as short loops called ‘𝛽-turns’, thus al-
lowing the strands to rearrange alongside each other. Since the direction of adjacent strands
is opposite (due to the turn), this type of 𝛽-sheet is referred to as ‘anti-parallel’. The second
form of 𝛽-sheet is formed by 𝛽-strands (𝜙, 𝜓 = −119°, +113°) that are separated within
the sequence by more than a few residues. In fact, the segment containing these residues
is long enough to allow the second strand to align alongside the first such that both face
the same direction. This form of 𝛽-sheet is referred to as ‘parallel’. The most common type
of parallel 𝛽-sheet is called a ‘𝛽-𝛼-𝛽 loop’, since the segment separating the two strands ac-
quires an 𝛼-helix conformation, connected from both sides to the 𝛽-strands by short loops
(Figure 2.18c). In our later discussion of the tertiary structure we shall see that there are
other structural motifs connecting secondary elements, and that they may serve a defined
function in the protein.

Like 𝛼-helices, 𝛽-sheets can be amphipathic too. However, in amphipathic 𝛽-sheets, po-
lar and nonpolar residues occupy every second position, instead of every third or fourth po-
sition. Another difference between the two secondary structures relates to backbone hydro-
gen bonds. Like 𝛼-helices, 𝛽-sheets include intramolecular hydrogen bonds between amide
and carbonyl groups of the backbone. However, whereas in 𝛼-helices such bonds involve

FIGURE 2.18 The 𝛽 conformation. (Opposite) (a) A three-residue protein segment in 𝛽 confor-
mation. The typical zigzag (extended) shape of the backbone is shown, with the carbonyl and amide
groups pointing upwards and downwards, and with the side chains (not shown) pointing to and
away from the viewer. The distance between sequential Cα atoms is denoted. (b) Structure and hy-
drogen bond pattern (dashed lines) of anti-parallel 𝛽-sheets. The strands are often depicted in the
literature as wide arrows (top right).The side chains of residues in a 𝛽-sheet face away from (orthog-
onal to) the sheet’s plane (bottom; for clarity, only the Cα and Cβ atoms are shown). (c) A parallel
two-stranded 𝛽-sheet in a form of a structural motif called 𝛽-𝛼-𝛽 (PDB entry 1tph). (d) A twisted 𝛽-
sheet, taken from the structure of thioredoxin (PDB entry 2trx). (e)The 𝛽-barrel structure of porins,
presented from the side (left) and top (right) (PDB entry 1a0s).

*1The exact value depends on the structural context of the strand (parallel or anti-parallel).
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backbone groups that are three or four positions apart, in 𝛽-sheets the interacting groups
are more distant, because they originate from different strands (Figure 2.18b, top view).
Also, since the interacting groups are perpendicular to the chain axis, their microdipoles do
not form a macrodipole along the sheet, as they do in helices. The hydrogen bond geometry
differs somewhat between the parallel and anti-parallel 𝛽-sheets. Some argue that the lat-
ter is more stable, although this is still a controversial matter. Finally, in most 𝛽-sheets, the
strands are not entirely ‘flat’, but rather are twisted (up to 30° per residue), which slightly
deforms the sheet structure (Figure 2.18d). As explained later in Chapter 5, this deforma-
tion is thought to have been selected during evolution to prevent non-specific aggregation
of 𝛽-sheets [226]. This is important, as such aggregates tend to be toxic to cells and lead to
neurodegenerative diseases and other pathologies.

Hydrogen bonds between backbone groups are of great importance to protein stability
(see following section). Therefore, it is crucial for the protein to fold in a way that maxi-
mizes the number of such bonds. The 𝛽-sheet structure pairs most of its backbone groups
in hydrogen bonds. However, half the backbone groups of the strands at the edges of the
sheet are unpaired, due to a lack of bonding partners. Evolution has solved this problem by
driving 𝛽-sheets to fold into larger structures. For example, a hollow cylindrical structure
called a ‘𝛽-barrel’ is formed when the 𝛽-sheet folds on itself [227] (Figure 2.18e). Indeed, this
continuous structure leaves no strand unpaired. The hollow shape of 𝛽-barrels is perfectly
suitable for their biological function; for example, Gram-negative bacteria use 𝛽-barrels ex-
tensively as low-selectivity channels, to transport various compounds through the bacterial
outer membrane. It should be mentioned, though, that not all 𝛽-barrels are hollow. For ex-
ample, in the TIM-barrel, described in detail below (Figure 2.27), the side chains of the
𝛽-strands pack inside the inner space. In most cases, 𝛽-barrels are composed of either anti-
parallel or mixed sheets. There are also larger structures based on 𝛽-barrels, as we shall later
see.

2.3.4 Why helices and sheets?
𝛼-helices and 𝛽-sheets are very common in proteins and play a dominant role in determin-
ing protein architecture. One might wonder why these shapes evolved and not others. The
first reason that comes to mind is globular proteins’ need for compactness, without which
these proteins would be unable to exist in their thousands within the highly-crowded cyto-
plasm [200], let alone remain water-soluble. As explained above, helices and sheets are very
efficient in packing protein atoms tightly, so as to keep the proteins highly compact [228].
Still, there must be other shapes capable of efficiently packing atoms, which means there
must be another factor favoring 𝛼-helices and 𝛽-sheets. Many studies, both experimental
and theoretical, suggest this factor to be the hydrogen-bonding capability of these partic-
ular shapes. Protein folding buries most nonpolar residues within the core, while placing
most polar residues on the surface. This structural organization enables polar side chains
to interact with the polar solvent (water), while keeping nonpolar side chains away from
it. However, the backbone of each protein residue still includes polar amide (N−H) and
carbonyl (C−−O) groups, regardless of the residue’s side chain polarity. Thus, when non-
polar residues get buried inside the hydrophobic core of the protein during folding, the
polar backbone groups get buried there as well. This means they change their immediate
environment from hydrophilic to hydrophobic, or in other words, undergo desolvation. As
explained in Chapter 1 and Subsection 2.2.1.3.3.3 above, the exposure of full and partial
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electric charges to a hydrophobic environment destabilizes the entire system, making this
process unfavorable [124].

The energy cost of transferring a charged sphere from water (𝑤) to a nonpolar (𝑛𝑝)
environment (Figure 2.19) can be calculated using a derivate of Coulomb’s law called the
Born model of solvation:

Δ𝐸 = 𝐸𝑛𝑝 − 𝐸𝑤 = 166
(

𝑞2

𝑟 ) (
1

𝜀𝑛𝑝
− 1

𝜀𝑤 )
(2.2)

(where 𝐸 is the electrostatic energy in kcal/mol, 𝑞 is the magnitude of the charge in units of
electron charge, 𝑟 is the sphere radius, and 𝜀 is the dielectric constant of the media).

For example, if we use the model to approximate the transfer energy of a monovalent
cation (𝑞 = 1 unit, 𝑟 = 1Å) from water (𝜀𝑤 = 80) to a nonpolar environment of 𝜀𝑛𝑝 = 4,
Equation (2.2) gives a value of 26.3 kcal/mol, which is higher than the total energy stabi-
lizing the protein! It follows from the calculation that placing a charged amino acid, such
as arginine or lysine, in the protein core is highly unfavorable. Indeed, charged residues get
buried in the core only when they are needed to perform biological functions, in which case
they are stabilized by salt bridges and/or hydrogen bonds with other amino acids. In this re-
spect, the detection of a titratable amino acid in the protein core is indicative of a functional
region.

Going back to our main theme, one might argue that the above calculation does not
really represent the burial of backbone amide and carbonyl groups within the protein core,
for three reasons. First, the two backbone groups are dipoles, made of partial charges rather
than a single full charge. Second, the dielectric value used here for the hydrophobic environ-
ment (𝜀𝑛𝑝 = 4) does not necessarily represent that of the protein core. Indeed, higher values
have been suggested for certain regions of the core [229], although experiments in proteins
indicate that the estimated average value of 𝜀𝑝 ranges between 2 to 4, and these values are
well accepted. Third, the calculation above considers only the Coulombic component of the
electrostatic free energy. As explained in Chapter 1, the total electrostatic free energy of a
system also includes a polarization component.

In order to deal with these arguments and provide a more accurate description of the
electrostatic free energy cost of burying backbone groups within the protein core, the Honig
group used the continuum-solventmodel (see Box 1.3) [230].Their calculation suggested that
the transfer of a single peptide bond with non-bonded backbone groups (N−H, O−−C) from
the aqueous phase into the nonpolar core destabilizes the systemby 6.4 kcal/mol.Thismeans
that the transfer of a 20-residue polypeptide segment is expected to increase the energy by
128 kcal/mol, a value ~10 times higher than the energy needed for the stabilization of the
entire protein. However, when the backbone groups are hydrogen-bonded (N−H−−−O−−C),
e.g., within an 𝛼-helix, the energy cost of transferring them to the protein core drops to
2.1 kcal/mol per single peptide unit. Although this transfer involves some destabilization,
the energy value is small enough to be overcompensated by other interactions, which stabi-
lize the helix. Indeed, analyses of known three-dimensional structures of proteins show
that ~90% of their polar groups are hydrogen-bonded [231], and that these groups are
more evolutionarily conserved than non-hydrogen-bonding polar residues [232]. As we
will see in Chapter 4, the specific structural context of many hydrogen bonds inside pro-
teins further stabilizes them, making them energetically favorable.

Backbone hydrogen bonds may be formed by different types of local folds, but 𝛼-helices
and 𝛽-sheets seem to form these bonds most efficiently. In other words, contrary to what
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FIGURE 2.19 TheBornmodel for the transfer of a charged sphere between twomedia of differ-
ent polarities. (a)The cation is represented as a sphere of charge 𝑞, radius 𝑟 and internal dielectric 2.
(b) The cation is transferred from an aqueous solution of dielectric constant (𝜀) of 80 (blue box) to
a nonpolar medium of dielectric 2 (yellow box). (c) A schematic description of the arrangement of
water molecules around the cation, illustrating the concept of electrostatic masking.

is traditionally argued in many textbooks, intramolecular hydrogen bonds do not occur
in order to stabilize 𝛼-helices and 𝛽-sheets. Rather, these secondary structures are used
to allow hydrogen bonds to form, thus reducing the high desolvation cost associated
with the transfer of the protein’s backbone groups from the aqueous phase into the low-
dielectric core of the protein. Indeed, ~50% of protein residues, and virtually all residues
within the core, exist as part of an 𝛼-helix or 𝛽-sheet.

Why has evolution selected a polymer (i.e., protein) that contains a polar backbone,
given that a hypothetical protein-like polymer with a completely nonpolar backbone would
be much more stable? First, such a polymer might be too stable to be unfolded and de-
graded when no longer needed, and it might also lack the internal dynamics required for
function (see Chapter 5). Moreover, a completely nonpolar polymer would be insoluble in
the aqueous environment that surrounds most proteins (cytosol, intercellular fluid, blood,
etc.). Such a protein would interact non-specifically with adjacent nonpolar proteins and
create non-functional (and potentially toxic) sediments. Finally, polar backbone groups are
functionally important; they directly participate in specific binding of substrates and ligands
(see Chapter 8), and may even take part in catalysis (see Chapter 9). This functional speci-
ficity may also be promoted indirectly, through the ability of the polar backbone groups
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to limit the conformational space available to the polypeptide chain. Thus, the energetic
stability of proteins is sacrificed for function and specificity.

In conclusion, it seems that proteins fold in a way that satisfies three requirements:

1. Tight packing of atoms is needed to maintain compactness and optimize stabilizing
interactions.

2. Efficient pairing of backbone amide and carbonyl groups in hydrogen bonds is needed
to reduce the destabilizing effect of these groups’ desolvation.

3. Creating functional substructures (binding or active sites).

Different types of local folds may be capable of fulfilling each of these requirements, but
only 𝛼-helices and 𝛽-sheets seem to be able to efficiently fulfill all three. This is probably the
reason for these folds becoming the most common secondary elements of proteins.

2.3.5 Reverse turns
Reverse turns, as the name implies, are segments of the polypeptide chain, responsible for
changing its direction [233,234].Their structural importance is two fold: they connect between
secondary elements, i.e., 𝛼-helices and 𝛽-strands, and by changing direction they facilitate
formation of the globular form of the protein. Moreover, reverse turns tend to reside at the
periphery of the protein, which exposes them to the solvent. As a result, they are capable
of interacting with different elements in the vicinity of the protein, such as the protein’s
natural ligand or substrate. This capability is further enhanced by the numerous chemical
modifications that turn residues often undergo; these modifications increase the residues’
chemical diversity and allow for fine-tuning of protein-ligand interactions.

Reverse turns are a versatile group, including 𝛼-turns, 𝛽-turns, 𝛾-turns, and loops. We
will focus on the second and last, which are common in proteins.

2.3.5.1 𝛽-turn
This is themost common type of reverse turn in proteins.The 𝛽-turn is structured as a short
loop, usually connecting anti-parallel 𝛽-strands [234], hence the name (Figure 2.20a)*1. De-
spite being a loop (loops are typically flexible and have low evolutionary conservation, as
elaborated below), the 𝛽-turn has an ordered structure consisting of four residues. Among
those, the residue in the second position is usually cis-proline (Pro), whereas the fourth is
glycine (Gly) [236] (Figure 2.20b). Evolutionary conservation of residues in a protein struc-
ture often implies a function of some kind, best fulfilled by these residues. In this case it is
easy to see how the two residues play their role. Pro, with its side chain covalently attached
to the backbone, creates the kink required for the turn to change direction. Gly, which is
completely devoid of a side chain, confers flexibility to the backbone, thus allowing it to
accommodate the kink created by the proline. The other two positions of the turn are less
conserved, though they are commonly occupied by asparagine and aspartate [237–239]. An-
other characteristic of the 𝛽-turn is the backbone hydrogen bond often created between
the first (𝑖) and fourth (𝑖 + 3) residues. This bond is feasible because the side chains of the
residues face away from the turn [233].The entire structure is stabilized by side chain interac-
tions between the adjacent strands. These include all types of interactions: aromatic, polar,

*1A 𝛽-turn connecting two anti-parallel strands is called a ‘𝛽-hairpin’ [235].
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nonpolar, and salt bridges [233]. There are nine types of 𝛽-turns, differing in the orientation
of the peptide bond connecting the second and third residues [237,240] (Table 2.6). The two
most common types are I and II.

TABLE 2.6 Classification of𝛽-turns based on the geometry of their second and third positions.
Angle values are in degrees. [235]

Second Position Third Position
Turn Type 𝜙 𝜓 𝜙 𝜓

I −60 −30 −90 0
I′ +60 +30 +90 0
II −60 +120 +80 0
II′ +60 −120 −80 0
IV −61 +10 −53 +17

VIa1 −60 +120 −90 0
VIa2 −120 +120 −60 0
VIb −135 +135 −75 +160
VII −60 −30 −120 +120

2.3.5.2 Loops
Loops are segments of the polypeptide chain that are longer than turns and do not have a
regular secondary structure (Figure 2.20c). The lack of structure allows loops to be flexible,
but also means that their backbone groups are mostly unpaired in hydrogen bonds [241]. As
a result, loops are excluded from the hydrophobic core of the protein, and tend to appear on
the surface. This quality, in turn, is responsible for the natural selection of polar residues as
the most common building blocks of loops. Loops can be disordered, and yet seem to play
important roles in the function of many proteins, often in building ligands’ binding sites.
One of the best characterized examples is the antigen-binding site of antibodies, which is
discussed in Subsection 2.4.2 below.

(a) (b) (c)

FIGURE 2.20 Reverse turns and loops. (a) The location of 𝛽-turns in 𝛽-sheets. The turns are
marked by red circles. (b) The structure of the 𝛽-turn. The numbers denote the four principal amino
acid positions within the 𝛽-turn structure. (c) A loop, marked by the red circle.
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2.3.6 Secondary structure preferences of amino acids
In the previous sections we have witnessed the unique properties of helices, sheets, and
turns, in terms of their three-dimensional arrangements and intramolecular interactions.
Since the 20 amino acid types have different physical and chemical characteristics (shape,
dimensions, polarity, etc.), the unique properties of the different secondary elements im-
pose some constraints on which residues they can include. These constraints already be-
came apparent in Ramachandran’s predictions of the allowed 𝜙 and 𝜓 angles, which were
based solely on considerations of van der Waals clashes [180]. Other studies supporting this
conclusion can be grouped into three types:

1. Statistical analyses of amino acid frequencies in experimentally determined protein
structures.These include the earliest studies in this field, such as thewell-known study
of Chou and Fasman [242].

2. Mutational analyses of residues within secondary elements of proteins (e.g., [243–245]).

3. Structural-thermodynamic studies of short peptides. These model peptides, also re-
ferred to as ‘host-guest peptides’, have the same sequence except for one position,
which contains a different amino acid in each peptide (e.g., [246]).

These studies show that the different secondary elements have preferences for certain amino
acids.Whereas some of the preferences are fairly obvious, others are difficult to explain, and
the rationalizations proposed by different scientists are highly controversial.One of themain
difficulties is that the preferences, although detectable, are relatively weak. As a result, they
may be influenced by various factors, primarily the immediate environment of the residue
in question [247].

In the following subsection we will discuss the amino acid preferences of 𝛼-helices and
𝛽-sheets, focusing on those that are less controversial. The preference of 𝛽-turns has already
been explained in the previous section.

2.3.6.1 𝛼-helix
Thepreferred amino acids inside 𝛼-helices are Ala, Glu-0 (uncharged glutamate), Leu, Arg+
(charged arginine), Met, and Lys+ (charged lysine) [248] (Figure 2.21). These preferences can
be explained by the fact that each of these residues possesses one or more of the following
favorable side chain properties:

1. Small to intermediate size. As discussed earlier, the helical conformation is the most
compact of all secondary elements. As such, it is expected to include primarily
residues whose side chains are of small to intermediate size, as these have the least
chance of clashing with each other. Indeed, this requirement is consistent with the
prevalence of Ala, Glu, and Met in 𝛼-helices. Yet, other small amino acids such as Ser
and Asp have considerably different helical propensities.

2. Low loss of entropy upon 𝛼-helix formation. Folding of a polypeptide segment into
an 𝛼-helical conformation results in a decrease of entropy (i.e., degrees of freedom) of
amino acid side chains, a process that is thermodynamically unfavorable (see Chap-
ter 4 for details). Thus, amino acids that do not lose much entropy upon 𝛼-helix for-
mation are more likely to appear in helices [249]. These amino acids include the fol-
lowing:
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(a) Amino acids with small side chains. Such amino acids have very little entropy
to begin with, and therefore very little to lose upon helix formation.

(b) Amino acids with linear side chains. A long linear side chain, e.g., as in Lys and
Met, can protrude outwardly from the helix and therefore retain much of its
original entropy even upon helix formation. In contrast, 𝛽-branched side chains
like those of Val and Ile losemuch entropy upon helix formation, which explains
the low preference of 𝛼-helices for these amino acids. This idea is supported by
the study of Makhatadze and coworkers [250], who found that having a branched
side chain reduces the 𝛼-helical preferences by a factor of ~1.6. Leu and Arg also
have branched side chains, but the branching is more distant from the backbone
than it is in Val and Ile. Therefore, Leu and Arg can retain much of their original
entropy even in helices, a quality that is reflected in their high prevalence in
helices.

3. Hydrophobicity. Amino acids with nonpolar side chains stabilize 𝛼-helices via non-
polar and van der Waals interactions, provided that they are adjacent on the same
face of the helix. (Figure 2.15c). This can explain the high preference of 𝛼-helices for
Ala, Leu, and Met. However, the increase in the helix’s overall hydrophobicity due to
the presence of amino acids with nonpolar side chains also leads to exposure of po-
lar backbone and side chain groups to a nonpolar environment, resulting in overall
destabilization. This could explain the preference of helices for Glu-0 and Asp-0 over
Glu and Asp, respectively.

In contrast to the above, the low prevalence of proline in 𝛼-helices is easy to explain. The
side chain of proline is fused to the backbone, and this fusion has the following structural
implications:

1. The fusion creates a kink of the backbone in that region [251], thereby preventing a
clash between the pyrrolidine ring and the carbonyl oxygen of the residue located
four positions upstream [252]. The kink prevents the backbone from maintaining the
helical geometry, or in other words, ‘breaks’ the 𝛼-helix.

2. The kink induces some changes in local hydrogen bonds, and these changes desta-
bilize the 𝛼-helix. For example, the Cδ−H group of the pyrrolidine ring hydrogen-
bonds to the carbonyl oxygen of the residue located three, four, or five positions up-
stream [252].

3. The bonding of the proline side chain to its backbone amide group turns the latter
into a tertiary amine. This group has no hydrogen, and therefore cannot participate
(as a donor) in a helix-stabilizing hydrogen bond.

Because of the above, proline residues tend not to be present in the cores of 𝛼-helices, al-
though they may appear in their termini. Membrane proteins are the exception; there, pro-
line residues can be found quite often inside membrane-crossing 𝛼-helices, for reasons dis-
cussed in Chapter 7.

After Pro, Gly is the least frequently-observed residue inside 𝛼-helices. This is probably
due to its lack of a side chain, although the exact cause for the absence of Gly is not entirely
clear. The traditional explanation is that the lack of a side chain confers too much flexi-
bility to the backbone, which is incompatible with the fixed 𝜙 and 𝜓 values of the helical
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conformation [253]. It is likely that the flexibility of glycine indeed contributes to its low fre-
quency inside helices. However, simulations show that this flexibility is only ~20% higher
than that associated with an alanine residue in the same place, which makes it unlikely to
be the only reason [254]. Indeed, these simulations implicate the inability of glycine to par-
ticipate in side chain interactions, which, as we have seen earlier, are the primary stabilizing
factor of 𝛼-helices [204]. The flexibility of Gly does, however, make it perfect for the heli-
cal termini. Indeed, Gly is over-represented at the C-termini of helices, and is considered a
‘helix terminator’ [255].

Amino acids other than glycine also seem to be preferred by 𝛼-helices in a sequence-
dependent manner. These preferences can be distinguished according to the location of the
preferred residues:

1. Helix termini. Certain amino acids tend to occupy the termini of helices (helix
caps) [210,255,256]. For example, Asn, and to a lesser extent Ser and Asp, are over-
represented at the N-termini of helices [255]. This over-representation has been ra-
tionalized mainly by the ability of these residues to form side chain–main chain hy-
drogen bonds [257]. Indeed, the side chains of these residues act as hydrogen-bonding
‘surrogates’ of the missing main chain carbonyl groups at the N-terminus, thereby
stabilizing the helix. The negatively charged Asp also provides a more general elec-
trostatic stabilization of the N-terminus, by masking the positive helix dipole. This
rationale is also applicable to the C-terminus, albeit to a lesser extent; the residues
that tend to cap the C-terminus act as hydrogen-bonding surrogates of the missing
main chain amide groups, and the negative dipole in this area is stabilized electrostat-
ically by positively charged amino acids.

2. Inside the helix. Charged residues of the opposite sign are preferable on adjacent he-
lix turns (three or four positions apart), where they can interact favorably with each
other. Likewise, charged residues of the same sign are unlikely to appear three or four
positions apart in helices, as such positioning would put one side chain right on the
top of the other, leading to strong electrostatic repulsion that could destabilize the
entire helix.

2.3.6.2 𝛽 conformation
Unlike 𝛼-helices, 𝛽-strands show strong amino acid preferences only at their termini. At the
C-termini of both parallel and anti-parallel 𝛽-strands, the preferred amino acids are Asp,
Asn, Ser, and Pro [258]. Interestingly, the first three are also the preferred amino acids at the
N-termini of𝛼-helices [255]. Asmentioned above, this preference has been rationalized by the
ability of these residues to form side chain–main chain hydrogen bonds [257]. As the lack of
main chain hydrogen bonds at the termini is also a problem in 𝛽-strands, the same rationale
may also apply here. The preferred amino acids at the N-termini of 𝛽-sheets are Lys and
Arg. Since both carry a positive charge at physiological pH, it has been proposed that their
preferability at theN-terminus, which itself is partially charged due to amacrodipole, serves
the purpose of fortifying the dipole, thereby promoting electrostatic interactions between
the latter and other chemical species [258].

As mentioned earlier, the core of a 𝛽-sheet has much lower amino acid preference com-
pared with the termini [198,258,259]. The (slightly) preferred residues in this region are Val,
Ile, Tyr, Phe, Trp, and Thr [199]. These residues differ from one another in their properties,



138 ■ Proteins: Structure, Function & Motion

Ala

0.00

Glu-0

−0.16

Leu

−0.21

Arg+

−0.21

Met

−0.24

Lys+

−0.26

Gln

−0.39

Glu-

−0.40

Ile

−0.41

Asp-0

−0.43

Trp

−0.49

Ser

−0.50

Tyr

−0.53

Phe

−0.54

His-0

−0.56

Val

−0.61

Asn

−0.65 −0.66

His+

−0.66

Cys

−0.68

Asp-

−0.69

Gly

−1.00

Pro: −3.16

FIGURE 2.21 𝛼-helix preferences of the 20 types of amino acids.The scale has been determined
by Pace and Scholtz [248] on the basis of 11 sets of experimental data. The scale is presented as a
histogram, where the amino acid preferences are shown relative to Ala (the most preferred amino
acid), which has been set to zero. The more negative the value, the lower the propensity of the corre-
sponding amino acid to appear in an 𝛼-helix. The preference for proline, which is much lower than
the preferences of the other amino acids, is noted separately. +, − and 0 denote the electric charge
on the amino acid.

which makes it difficult to rationalize the advantage they may confer to 𝛽-sheets. In fact,
rationalizing the preference for any residue in 𝛽-sheets is difficult, as the latter do not seem
to fold in isolation, and therefore cannot be subjected to structural-thermodynamic studies
of the type carried out for 𝛼-helices [258]. One property that does seem to be common to
most of the residues mentioned above is the large size of their side chains. The tolerance
of 𝛽-sheets to large residues is understandable, as the 𝛽 conformation is less compact than
the 𝛼 conformation, and is therefore likely to be more accommodating to larger residues.
In addition, the side chains protrude up and down with respect to the backbone plane, and
the chances of atomic clashes are therefore much smaller than they are in the 𝛼-helix. The
side chain of Thr is not as large as the side chains of the other preferred residues, but it is
branched. This property makes Thr unsuitable for 𝛼-helices, mainly because of the lack of
space, but the residue can still be accommodated by 𝛽-sheets.

These properties may explain why large and/or branched residues are tolerated by 𝛽-
sheets, but they do not explain why these residues are preferred. There have been several
attempts to explain this issue. For example, it has been suggested that the large and/or
branched side chains of residues such as Trp, Tyr, Val, and Ile sterically prevent the forma-
tion of hydrogen bonds between the solvent and adjacent peptide groups, and by doing so
stabilize the entire structure [260]. Other factors have been suggested as well, yet none seems
to fully explain 𝛽-sheet propensities of amino acids. An interesting possibility may be that
these residues are preferred not because they stabilize the 𝛽 structure per se, but rather be-
cause they prevent the formation of 𝛼-helices in that region. Assuming that a given region
is populated by nonpolar residues, and must therefore assume an ordered conformation,
preventing the formation of an 𝛼-helix in that region would promote the only alternative,
i.e., the formation of a 𝛽 structure.
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2.4 TERTIARY STRUCTURE

In the previous section we reviewed the most basic folds of the polypeptide chain. These
appear locally, and their repetitive patterns enable them to extend along the axis of the
polypeptide segment. In addition, we have seen how the properties of these structures al-
low them to participate in the design of the overall protein fold, and in some cases, in its
function as well. However, the secondary elements are in most cases too simple to execute
the complex functions of proteins. This requires a higher degree of organization, which is
achieved by the folding of the entire polypeptide chain, i.e., its tertiary structure (sometime
also referred to as ternary structure) (Figure 2.1). Whereas secondary structures are similar
in all proteins, there are two very different types of tertiary structures (Figure 2.22):

1. Globular: In these proteins the polypeptide chain changes direction often, thus cre-
ating an overall spherical (globular) structure. Most of the cellular proteins are glob-
ular, and they carry out a diverse set of functions, including most of the functions
described in Chapter 1. Most of the globular proteins are also water-soluble, residing
in the cytosol or in fluids of the multicellular body. Some globular proteins are lipid-
soluble and reside inside the plasma membrane or (in eukaryotes) in the intracellular
membranes.

2. Fibrous: The polypeptide chain of a fibrous protein creates an elongated, water-
insoluble form. Fibrous proteins usually carry out simpler functions compared to
their globular counterparts. These functions include the construction of large intra-
cellular or extracellular structures, which provide mechanical support to cells and tis-
sues, physical protection, or other tissue-specific functions (e.g., elasticity). Fibrous
proteins are described in detail in Section 2.7 below.

Although most proteins possess some form of tertiary structure, some seem to be devoid of
it altogether. Surprisingly, these ‘intrinsically unstructured proteins’ (IUPs), which are dis-
cussed at length in Chapter 6, also play important and diverse biological roles. Nevertheless,
the most diverse and sophisticated bio-processes are carried out by globular proteins. Since
this book emphasizes structure-function relationships, we focus our discussion of protein
structure in this chapter, as well as our discussion of protein energetics and dynamics in
the two following chapters, on globular proteins, specifically those that are water-soluble.
Membrane-bound proteins are globular, yet many of their characteristics are different from
those of their water-soluble counterparts. We therefore discuss these proteins separately, in
Chapter 7.

Regardless of protein type, the function a protein fulfills has always been considered to
be a direct consequence of its three-dimensional structure.This is because lower-level struc-
tures are typically not considered to be complex enough for the required tasks (see Chapter 1
for details). Although this assumption is widely accepted, and even constitutes the central
paradigm of modern structural biology, there are some observations that may call it into
question. First, despite the structural complexity of globular proteins, the functions of these
proteins are often executed by a small set of amino acids within an active site. This may im-
ply that the rest of the structure is unnecessary. Indeed, Stanford scientists have succeeded
in recreating the catalytic function of the enzyme cytochrome c oxidase by using a synthetic
active site [261]. The active site was constructed from organic groups with chemical proper-
ties very similar to those of the enzyme’s catalytic residues. In a different study, researchers
constructed a functional enzyme from an ‘alphabet’ of only nine amino acids [262].
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Globular Fibrous

FIGURE 2.22 Globular versus fibrous proteins. The globular protein (left) is represented by the
enzyme carbonic anhydrase (PDB entry 1ray), and the fibrous type (right) is represented by the
structural protein collagen (PDB entry 1bkv). The secondary structures and the general shape of
the protein are shown by a ribbon representation and by a semi-transparent surface representation,
respectively.

These studies seem to cast some doubt over the necessity of a complex structure. However,
as we will see later in this chapter, the overall structure of a protein does not merely func-
tion as a scaffold for the right placing of catalytic (or otherwise active) residues in space; it
also includes structural units that couple the principal function of the protein to the biolog-
ical context. Thus, regulatory units couple the activity of the protein to intracellular and/or
extracellular signals, binding units couple it to the activity of other cellular elements, and
transport or trafficking units are responsible for directing the protein to a certain cellular
compartment, in which it can actmost efficiently, sometimes in conjunction with other pro-
teins. In many cases, regulation of protein activity is carried out by changes in the protein’s
conformation, which are transmitted over large distances from one place in the protein to
the location of the active sites (see Chapter 5 for details). Again, this requires a complex
structure with many alternative conformations.

The necessity of a complex tertiary structure is also questioned in light of the abun-
dance of non-structured regions in proteins, particularly in eukaryotes [263]. Although the
functions of these regions are not always known, it seems that in most cases they are re-
sponsible for providing the overall structure with flexibility that is required for its function,
such as in the induced fit of enzymes to their substrates. A tougher case to explain is that of
intrinsically unstructured proteins (IUPs), mentioned above. As we will see in Chapter 6,
most of these proteins are unstructured only for part of the time and often assume ordered
conformations when binding to their target molecules.

To summarize, the tertiary structure of a protein is of crucial importance to its ability
to function properly within its biological environment. However, this does not mean that
all parts of all proteins must have an ordered structure; indeed, in some cases it is the lack
of structure that allows the protein to fulfill its function in the best way. In the following
subsection we will review the tertiary structures of proteins, focusing on threemain aspects:

1. Principal properties

2. Architecture

3. Evolution
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2.4.1 Basic properties of tertiary structure
2.4.1.1 Structural properties required for complex function
Globular proteins are responsible for sophisticated functions such as enzyme-mediated
catalysis, transport of molecules, signal transduction, defense, and regulation.These require
the following properties:

1. Compactness: Proteins of the cytosol exist in a highly crowded environment [200].
Therefore, the structure of such a protein must be dense enough to allow the protein
to coexist alongside the other components of the cytosol, and still retain its ability to
diffuse freely.

2. Solubility: Cytosolic proteins are surrounded by an aqueous environment, which re-
quires them to be water-soluble in order to avoid aggregation and sedimentation.

3. Ability to form binding and active sites: Virtually all protein functions involve
molecular recognition and binding. In the case of enzymes, the binding is followed by
catalysis. Both functions require certain chemical groups in the protein to be located
at specific distances and angles from groups of the ligand or substrate.

All the properties mentioned above are a direct result of the globular shape of the
polypeptide chain, or in other words, its ability to change direction. This is because all
three properties require protein residues that are separated in sequence to be brought to-
gether into a confined space. Considering that proteins are linear polymers, having a glob-
ular shape is the only way this can be done.

2.4.1.2 Core versus surface
The evolution of biological macromolecules, including proteins, has taken place in an aque-
ous environment. Inside living organisms, this environment includes the cytosol, interstitial
fluids, and the various fluids of the multicellular body, such as blood, saliva, lymph, and flu-
ids of the gastrointestinal and urogenital systems. As a result, macromolecules have evolved
to be highly water-soluble, which allows them to diffuse freely in the aqueous environment,
while avoiding non-specific binding to other macromolecules (aggregation). Proteins con-
tain both polar and nonpolar residues. To remainwater-soluble, theymust fold so as to allow
polar residues to be on their surface, while burying nonpolar residues inside their core (Fig-
ure 2.23). This is indeed the case, although the partitioning of polar and nonpolar residues
is not absolute. To begin with, polar residues, particularly the uncharged ones, can be found
in the cores of virtually all proteins [69,264]. The burial of these residues may be energetically
unfavorable, but as discussed in detail in Chapter 4, it is nevertheless beneficial, both struc-
turally [265,266] and functionally [128]. In addition, the nonpolar environment of the protein
core often encourages ionizable residues such as histidine to assume their uncharged state,
thus lowering the energetic cost of burial [61].

Secondly, although the protein surface is overall polar*1, it contains nonpolar ‘patches’
(Figure 2.23). A possible advantage of these patches is that they provide the protein with

*1Although all polar residue types have been identified on the surfaces of proteins, mutational studies have
found that glutamate, aspartate and serine make the largest contributions to proteins’ water solubility [267].
Lysine and arginine make much smaller contributions, despite their high polarity. This disparity is probably
due to (i) the large nonpolar parts in the side chains of lysine and arginine, and (ii) the poor hydration of these
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a way of binding to other elements in the cytosol, while still retaining its water solubility
and avoiding aggregation. The different positioning of polar and nonpolar residues in the
protein is to a large extent thanks to the secondary elements mentioned above; 𝛽-sheets are
very efficient in the burial of nonpolar residues inside the hydrophobic core of the protein,
whereas amphipathic 𝛼-helices allow the simultaneous externalization of polar residues and
internalization of nonpolar ones [269] (see Figure 2.16c and detailed explanation in Subsec-
tion 2.3.1 above).

In addition to differing in their water solubility, the surfaces and cores of proteins differ
in their density. The core is tightly packed, almost to the level of crystals [270,271], whereas the
surface is more spacious. Still, the coremay include empty spaces of 30 to 100Å3 in size [272].
These spaces have been often described as ‘packing defects’, which compromise protein sta-
bility [273]. However, both experimental [272,274] and computational [275] studies carried out
in recent years suggest that these empty spaces might actually serve some purpose. For ex-
ample, in myoglobin, intraprotein spaces seem to create a path for the substrate (oxygen)
from the surface to its binding site in the core. In addition, it has been suggested that the
spaces are important in mediating global conformational changes within proteins.

Unfolded Folded

FIGURE 2.23 Solvent exposure of various protein regions in the folded and unfolded states.
Polar and nonpolar residues are colored in magenta and green, respectively. The solvent (water)
molecules surrounding the protein are represented as spheres. In the folded state, nonpolar residues
residemainly in the protein core away from the solvent, whereas in the unfolded state both polar and
nonpolar residues are exposed to the solvent. Still, the folded state contains patches of hydrophobic
residues, as explained in the main text. Water molecules were added to the protein computationally
by the PDB_hydro server [276] (Delarue group, Institut Pasteur [277]).

residues’ amino and guanidino moieties, compared to the high level of hydration of aspartate’s and glutamate’s
carboxylate groups [268].
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2.4.1.3 Stabilizing forces
The process of protein folding brings together amino acid residues that are very distant
from one another in the protein sequence, and thereby enables these residues to interact
with one another. In globular proteins there are thousands of noncovalent interactions (van
der Waals, electrostatic, nonpolar) between residues [278]. The large number of interactions
is of great importance; it serves to stabilize the entire structure, but since each of the in-
teractions is weak (compared with a covalent bond), the structure is still dynamic, which
is crucial for its function (see Chapter 5). Nonpolar interactions are obviously strongest in
the protein core, which is composed mainly of nonpolar residues. The tight atomic packing
in the core also optimizes van der Waals interactions. Electrostatic interactions are most
common on the surface of the protein, where polar residues can interact with each other
or with the surrounding water molecules (and ions) of the solvent. As mentioned above,
polar residues are not limited to the surface, and can also be found, although in much lower
numbers, at the core.This issue is highly controversial, as it is unclear whether such residues
stabilize or destabilize the core, and to what extent. A more detailed discussion of this issue
is given in Chapter 4. Finally, some membrane-bound and secreted proteins are also stabi-
lized by covalent bonds, most of which are disulfide (S−S) bonds between adjacent cysteine
residues [76]. As explained at the beginning of the chapter, disulfide bonds can form only
under oxidizing conditions, and therefore (as a rule) do not appear in cytosolic proteins.
The other types of covalent bonds are rare, and usually appear in structural proteins, such
as collagen (see Section 2.7 below).

2.4.2 Architecture of proteins
All globular proteins possess the basic structural properties explained in the previous sec-
tion. However, these properties do not necessarily manifest in the same way. In other words,
each protein has its own unique fold, which satisfies the basic structural requirements men-
tioned above, and at the same time allows the protein to execute its own specific function.
Therefore, in order to understand the structure-function relationship in proteins, we must
address the different folds found in proteins, i.e., their architecture. For clarity of presenta-
tion, we divide the architecture of proteins into three basic levels:

1. Simple motifs

2. Complex folds

3. Domains

These levels are reviewed in the following subsections.

2.4.2.1 Simple folding motifs
Folding motifs are simple common combinations of secondary elements. For this reason,
they are sometimes referred to as ‘supersecondary structures’. Their simplicity allows iden-
tical motifs to appear in proteins of completely different structure and function [280]. As a
result, it is often difficult to surmise which type of evolutionary process led to the appear-
ance of the same motif in different proteins. More specifically, a given set of proteins with a
shared motif may be descendants of a single ancestral protein that included the motif and
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diverged over the ages, leaving themotif unchanged (divergent evolution [281]). Alternatively,
the proteins may have different ancestors, which acquired the motif independently due to
its structural stability or functional advantages (convergent evolution [282]).

Since foldingmotifs are combinations of the same secondary elements, it is easy to group
them into three types: 𝛼, 𝛽, and mixed [283]. In the following subsections we will review
some well-known examples of these motifs. Note that some of the simple motifs are over-
represented in certain common complex motifs, which will be described in this subsection
as well.

2.4.2.1.1 𝛼 motifs

𝛼 motifs include only combinations of 𝛼-helices. One of the simplest motifs in this group is
the helix-loop-helix (HLH), also referred to as ‘𝛼-loop-𝛼’, or ‘𝛼-𝛼 corner’. It includes two 𝛼-
helices connected by a loop (Figure 2.24a).TheHLHmotif is very common, although itmay
serve different roles in different proteins.This phenomenon, termed ‘parsimony’, is a central
evolutionary strategy. That is, once a ‘successful’ structure is formed during evolution, it
tends to be used in different ways. To illustrate this phenomenon in the HLH motif, we
focus on two of its roles: Ca2+ sensing and DNA binding.

1. Sensing intracellular levels of calcium ions (Ca2+)
Calcium ions (Ca2+) play different roles in biology, including participation in intracel-
lular signal transduction [279]. In this specific signal transduction pathway, a transient
surge of Ca2+ ions in the cytosol leads to the activation of different downstream pro-
cesses, depending on the type of cell. For example, in muscle cells this event induces
the contraction of muscle fibers during exercise. Other examples of Ca2+-dependent
cellular processes include the fertilization of ova by sperm, and the release of neuro-
transmitters by nerve cells.
Ca2+-dependent pathways usually begin with the binding of a chemical messenger,
such as a hormone or neurotransmitter, to a receptor on the surface of the target
cell. The pathway continues with the activation of intracellular proteins, such as G-
proteins and enzymes, while creating secondarymessengers thatmediate signal trans-
fer. Some of the proteins activated during this process are Ca2+ channels in the plasma

FIGURE 2.24 Thehelix-loop-helix (HLH)motif. (Opposite) (a) The isolated motif. (b) The HLH
motif as part of the EF-hand structure (adapted from [279]). The figure on the left demonstrates the
‘hand’ analogy of the motif, whereas the figure on the right shows the calcium binding residues.
(c) Calmodulin (CaM) in its free state (PDB entry 1osa). The molecule contains four HLH motifs,
each binding one Ca2+ ion (blue sphere). (d) CaM bound to a peptide derived from myosin light
chain kinase (PDB entry 2bbm). (e) and (f) Free and bound states of CaM, with polar and nonpolar
residues colored in red and green, respectively. The myosin chain in (f) is colored in blue. The figure
shows how CaM folds so as to surround the bound peptide with nonpolar residues. (g) Human
transcription factor (TF)Max in complex with DNA (PDB entry 1hlo).Max contains anHLHmotif,
which positions the second helix such that it can come into close contact with the DNA. Helices are
colored red, except for the basic residues, which are colored blue. (h) The structurally similar helix-
turn-helix (HTH) motif of the 𝜆 phage repressor (PDB entry 1lmb). The dimeric protein and the
DNA to which the protein is bound are shown as ribbons. The chains of the protein are in green and
cyan, where the two HTH motifs (one in each chain) are colored red.
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membrane and in the membranes of Ca2+-storing compartments within the cell.
These primarily include the ER and sarcoplasmic reticulum (SR) of muscle cells. Al-
though the concentration of Ca2+ within these compartments is high, the Ca2+ ions
are confinedwithin them, and are therefore inaccessible to cytosolic components.The
activation of Ca2+ channels in the plasma membrane and in the membranes of these
compartments leads to a massive influx of Ca2+ into the cytosol. In resting cells, Ca2+

levels are very low (10 to 100 nM), and therefore cannot invoke any biochemical pro-
cesses. However, during the activation of the channels, Ca2+ levels can rise by up to
four orders of magnitude [284–286]. This event is very short-lived, as the excess of Ca2+

is immediately pumped out of the cell or into the ER and SR. The elimination of ex-
cess Ca2+ is of major importance, since prolonged exposure of cytosolic components
to Ca2+ triggers mechanisms that lead to programmed cell death (apoptosis). How-
ever, short-term exposure to the ion during normal signal transduction leads to the
activation of numerous ‘healthy’ proteins.
Most of the proteins activated by the Ca2+ surge are enzymes, and their activation
either allows the signal to proceed or creates the required end effect. The binding
of Ca2+ to many of these proteins is mediated via a specific HLH motif called the
‘EF-hand’ [279]. The motif is referred to as a ‘hand’ because the two helices and the
connecting loop resemble human fingers and the spaces between them, respectively
(Figure 2.24b). The term ‘EF’ refers to the fifth (E) and sixth (F) helices of the protein
in which the motif was originally identified, which were included in the motif. The
EF-hand serves as a molecular ‘switch’ in some enzymes, allowing them to react to
the signal-induced rise in cytosolic Ca2+ levels. The binding of Ca2+ occurs in the
loop region, and can be mediated by the following chemical groups:

(a) The carboxylate groups of glutamate and aspartate
(b) The amide group of glutamine
(c) The hydroxyl group of serine
(d) Backbone carbonyl groups
(e) Water molecules inside the protein

Interestingly, the binding causes a relatively small movement of the helices. However,
at the level of the entire protein, this movement is translated into a global conforma-
tional change.
Some enzymes functioning within cells as part of Ca2+-mediated signal transduction
do not contain the ‘EF-hand motif ’. These enzymes rely on another protein, calmod-
ulin (CaM), to bind the calcium ions and activate them; thus, CaM serves as these
enzymes’ cytosolic Ca2+ sensor. Upon binding Ca2+, calmodulin undergoes a confor-
mational change and can subsequently bind its target proteins. Many of these targets
are enzymes that act on other proteins when activated by calmodulin. For example,
enzymes called Ca2+/calmodulin (CaM)-dependent kinases phosphorylate target pro-
teins on serine or threonine following activation by calmodulin. In CaM-dependent
kinases, the catalytic activity is normally inhibited due to blockage or distortion of
the catalytic site by an autoinhibitory domain [287]. Binding of Ca2+-activated calmod-
ulin to the enzyme relieves the inhibition by disrupting the interactions between the
autoinhibitory and the catalytic domains. In smooth muscle, one of these enzymes,



Protein Structure ■ 147

called ‘myosin kinase’, induces muscle contraction by phosphorylating the muscle
protein myosin. At least 180 different calmodulin-activated proteins have been iden-
tified so far, a number that attests to the importance of calmodulin in cellular signal
transduction [288].
The structure of calmodulin includes two identical ‘lobes’, which are connected by a
long 𝛼-helix (Figure 2.24c). Each lobe consists of two EF-hand motifs, which means
that each calmodulin is capable of binding four Ca2+ ions.The conformational change
following binding of these ions has two results. First, buried nonpolar residues are
exposed to the solvent. Second, the shape of calmodulin changes from ‘open’ to
‘closed’ [289] (Figure 2.24d). Both of these changes allow calmodulin to bind and ac-
tivate its target protein. Many of the residues exposed during the conformational
change are methionines, whose flexible, hydrophobic side chains allow CaM to ac-
commodate the bulky aromatic side chains of different target proteins [290] (Fig-
ures 2.24e and f). When the Ca2+ ions are pumped back to their cellular reservoirs,
the calmodulinmolecules go back to their original conformations, whichmakes their
target proteins resume an inactive state and, in effect, terminates the signal. This phe-
nomenon of a conformational change induced by binding to a small molecule or ion
is a central paradigm of protein action, and is discussed in detail in Chapters 5 and 8.
Interestingly, the protein troponin C, which resides in striated muscle, is structurally
very similar to calmodulin, and plays the same role in striatedmuscle that calmodulin
plays in smooth muscle [285].

2. DNA binding
A completely different role played by the HLH motif is DNA binding. Proteins that
bind DNA fulfill functions in DNA replication, as well as in expression of cellular
genes. Gene expression involves transcription factors, which are required to recognize
specific nucleotide sequences within the gene. The structure of DNA includes two
intertwined helices that create major and minor grooves (Figure 1.3b). The ability of
certain proteins to interact specifically with the DNAmolecule and ‘read’ its sequence
requires tight binding between the two molecules, which involves penetration of the
protein into the grooves. Over the course of evolution, a variety of structures with
this capability have emerged; one such structure is the HLH motif. As Figure 2.24g
shows, one of the helices in the motif is inserted into the major DNA groove, which
in turn facilitates direct interaction between the amino acid residues of the helix and
the nucleotides that make up the groove. Since many of the DNA-interacting amino
acids are basic, this motif is often referred to as ‘basic HLH’ (‘bHLH’). Why is the
entire motif needed instead of the interacting helix alone? As it turns out, the other
helix and the interconnecting loop are important for the positioning of the first helix
in a way that enables it to penetrate the groove. Thus, the specificity of the interaction
results fromboth the sequence of the helix and its orientationwith respect to theDNA
molecule.
Additional examples of DNA-binding structures, other than the HLH motif, include
the following:

• Zinc finger (see Subsection 2.2.1 and Figure 2.8 above). The name of this struc-
ture comes from its finger-like shape, containing a zinc cation in its middle.
The structure of a zinc finger includes a 𝛽-hairpin packed against an 𝛼-helix.
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The zinc ion is held in place by coordinate bonds with histidine and cysteine
residues. This motif is very common in proteins that regulate gene expression,
and while it usually serves for DNA and RNA binding, it can also bind amino
acids in protein-binding domains [106]. This dual functionality demonstrates the
parsimonious nature of evolution, as shown above for the HLH motif.

• Helix-turn-helix (HTH). This motif is usually associated with phage repressors
(e.g., the 𝜆 phage repressor, Figure 2.24h), but has been found in numerous other
proteins that regulate gene expression, in organisms that range from viruses to
humans. It is similar to theHLHmotif, although the linker connecting its helices
tends to be shorter (a ‘turn’). Despite their similarity, the HTH and HLH motifs
are distinct from each other.

2.4.2.1.2 𝛽-motifs

The simplest 𝛽-motif is the 𝛽-hairpin, which consists of two anti-parallel 𝛽-strands con-
nected by a turn (Figure 2.25a). Extension of this motif with additional 𝛽-strands creates
a 𝛽-meander, whose name refers to the direction changes made by the polypeptide every
few residues (Figure 2.25b). These two motifs allow the polypeptide chain to fold into a
compact structure, but do not seem to play a specific functional role per se. A slightly more
complex motif is the Greek key, which is a 𝛽-sheet composed of four anti-parallel strands
(Figure 2.25c).The pattern formed by the strands is reminiscent of paintings found on relics
from ancient Greece, hence the name. In this pattern, strands 1 and 2 are connected by
short loops, whereas strands 3 and 4 are connected by a long loop, which allows strand 3
to complete the sheet, and strand 4 to hydrogen-bond with strand 1. Like the two previ-
ously discussed motifs, the Greek key has not been implicated in a specific function so far,
although it may appear in more complex folds, such as the jelly-roll (Figure 2.25d) and the
𝛽-sandwich (Figure 2.25e). The latter constitutes the basis for a common complex fold, the
immunoglobulin (Ig) fold (Figures 2.25f–h), whichwill be described in Subsection 2.4.2.2 be-
low. Figures 2.25i and j depict other 𝛽-motifs: the 𝛽-propeller and the 𝛽-helix, respectively.

FIGURE 2.25 𝛽 motifs. (Opposite) (a) and (b) Three-dimensional structure of the 𝛽-hairpin and
𝛽-meander motifs (respectively), represented implicitly by ribbons. (c) and (d) Schematic represen-
tation of the Greek key and jelly-roll motifs (respectively). (e) Three-dimensional structure of the 𝛽-
sandwich motif (PDB entry 1igt). (f) and (g) The immunoglobulin fold (IgF). The full atomic struc-
ture of IgG and an enlargement of one of its antigen-binding ‘arms’ (secondary elements only) are
shown, respectively (PDB entry 1igt). The CH (constant-heavy), CL (constant-light), VH (variable-
heavy), andVL (variable-light) domains, as well as the antigen-binding site, are denoted. (h)The evo-
lutionary conservation of IgG, as calculated by the ConSurf server (http://consurf.tau.ac.il) [196,197]

(cyan – lowest, maroon – highest; see color code in figure). The hypervariable antigen-binding site
is marked, in addition to other regions. (i) The 𝛽-propeller motif (PDB entry 1gyd). (j) The 𝛽-helix
motif (PDB entry 1ezg).

http://consurf.tau.ac.il
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2.4.2.1.3 Mixed motifs

Mixed motifs include both 𝛼 and 𝛽 elements. The most common of these motifs (and prob-
ably also of all supersecondary motifs) is probably the 𝛽-𝛼-𝛽 motif, which can be found in
parallel 𝛽-sheets (Figure 2.26a). The motif has two main advantages, which are most likely
the reason for its prevalence. First, the positioning of the 𝛼-helix against the two 𝛽-strands
facilitates efficient packing of nonpolar residues within the protein core. Second, the loop
connecting the first strand and the 𝛼-helix is capable of ligand binding. In these cases, the
𝛽-𝛼-𝛽 motif is part of a larger fold building the binding site, and we will therefore discuss it
in the next subsection, which describes complex folds.

2.4.2.2 Complex folds
The term ‘fold’ was coined in 1973 by Rao and Rossmann in relation to nucleotide-binding
proteins [291], but was never really defined. In most cases, the term is used to describe a
specific arrangement of the polypeptide chain, created by a certain combination of simple
motifs. Protein domains, discussed in the next section, are often characterized by a certain
fold. For this reason, the two terms are sometimes confused. Here, we discuss protein ‘folds’
in terms of specific structures, and ‘domains’ in terms of general organization, function,
and evolution. The number of complex folds is vast, which makes it impossible to discuss
them all. However, some folds, referred to as ‘superfolds’ [292–294], are common (e.g., [295]) (see
below for details). In the following subsections we will discuss four superfolds; the first, the
immunoglobulin (Ig) fold, is based on a 𝛽 structure (𝛽-sandwich), whereas the other three
are based on the same mixed motif, 𝛽-𝛼-𝛽 [283]. Of the latter, two, the Rossmann fold and the
P-loop fold, function in nucleotide binding. The third, the TIM barrel fold, constitutes the
active site of numerous enzymes.

2.4.2.2.1 The immunoglobulin (Ig) fold

In the previous subsection wementioned the Greek key, an all-𝛽 motif that appears inmany
proteins. One of the structural forms often taken by thismotif is the 𝛽-sandwich. It is formed
by two different 𝛽-sheets stacked one on the top of the other (Figure 2.25e), hence the name.
This arrangement involves interactions between the side chains of the stacked sheets. These
interactions stabilize the protein, and provide an efficient way of packing nonpolar residues
at the protein core. The stability of this structure makes it a good scaffold for functional
sites. The 𝛽-sandwich motif builds one of the most common complex folds in proteins, the
immunoglobulin fold, called that because it was first identified in antibodies, also known
as ‘immunoglobulins’ (Igs) [296]. In fact, this fold appears in numerous proteins of higher
organisms, which are involved in molecular recognition. Some of these proteins are asso-
ciated with the immune system, e.g., the T-cell receptor and the various MHC molecules
(see Chapter 1 for functional descriptions), whereas others are membrane-bound proteins
mediating cell-cell binding. Despite the structural similarity, many proteins containing the
immunoglobulin fold have quite different sequences, and are therefore collectively referred
to as the ‘Ig superfamily’ (IgSF) [297]*1. This superfamily is one of the most common protein
groups in vertebrates. In recent years, Ig-like folds have been identified in proteins having
no sequence similarity to those of the IgSF. These include receptors to cytokines*2, as well

*1The difference between protein families and superfamilies is explained in Subsection 2.4.2.4 below.
*2Chemical messengers of the immune system.



Protein Structure ■ 151

as the cell-cell binding proteins cadherin and fibronectin [296]. The distribution of IgSF-like
proteins is even larger than that of IgSF proteins, and at least one IgSF-like protein has been
found in bacteria.

To illustrate the functional potential of the 𝛽-sandwich, let us look at IgG, a type of anti-
body.This protein contains four polypeptide chains, two large ones and two short.These are
referred to as ‘heavy’ and ‘light’, respectively. The two heavy chains are bonded to each other
via disulfide bonds, forming the shape of the letter Y (Figure 2.25f). Each of the light chains
is attached via disulfide bonds to the upper portion of a heavy chain. Both heavy and light
chains are composed of segments of the polypeptide chains organized as 𝛽-sandwiches, and
connected sequentially by linkers. As mentioned in Chapter 1, the animal body contains
numerous antibodies that have the same general structure, yet each is unique in its abil-
ity to recognize a different foreign element. In the Y-shaped structure of the antibody, the
‘stem’ is the part that is nearly identical among all antibodies, whereas the ‘arms’, forming
the antigen-binding sites (Figure 2.25g), differ. As might be expected, this difference results
from the amino acid variations in this region (Figure 2.25h). This is why it is referred to as
the ‘hyper-variable region’. The hyper-variable region includes both heavy and light chains,
which together form the antigen-binding site. Specifically, the binding site is built from two
Ig folds, one contributed by the heavy chain, and the other by the light chain (Figure 2.25g).
Again, each Ig fold is basically a 𝛽-sandwich, including nine strands and loops. Interestingly,
the specificity of antigen binding is determined by the six loops in the structure (three from
each chain), rather than the strands. This is one of the most specific interactions in nature,
primarily due to its electrostatic component [298].

The use of loops for creating a highly specific binding site may seem strange at first, as
loops are highly flexible and their sequence has a low degree of evolutionary conservation,
a quality often identified with functionality. In fact, these properties make loops best suited
for this role. Loops have greater tolerance for the sequence variability of the antigen-binding
site than do ordered structures. This is because the flexible nature of loops can accommo-
date the resulting structural changes, whereas ordered structures are limited to their prin-
cipal shapes. The process creating this variability is one of the most fascinating processes
in biology. The process, called ‘gene rearrangement’, generates multiple combinations of the
genes coding for the variable parts of antibodies. This process is particularly prominent in
loops, for the reasons explained above. The inherent structural flexibility of the loops in-
creases the variability of the antigen-binding site even beyond that which is conferred by
sequence variations [299]. That is, the loops are capable of undergoing spontaneous confor-
mational changes, which change the shape of the binding site, and as a result, allow the same
antibody to bind different antigens [300].

As mentioned above, the Ig fold is very common, appearing also in proteins unrelated
to the immune system. The prevalence of this fold is probably due to additional advantages
that it possesses, such as a stable nonpolar core, high resistance to proteolysis, and ability to
interact with other folds [296].

2.4.2.2.2 Rossmann fold

The so-called ‘Rossmann fold’ was described in 1974 by Michael Rossmann and coworkers,
who identified it as being responsible for the binding of dinucleotide coenzymes in different
proteins [301,302]. In fact, this conclusion was based on the analysis of four NADH-binding
enzymes. In addition to finding a common fold, Rossmann and colleagues’ analysis also
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revealed that, in all enzymes possessing the fold, the nucleotide coenzyme had the same
conformation and orientation with respect to the polypeptide chain. Since then, the Ross-
mann fold has been detected in numerous enzymes that use the dinucleotide coenzymes
NADH, NADPH, or FADH2 (Figure 2.26b). As explained in Chapter 1, these enzymes are
involved in central cellular processes, such as energy production, biosynthesis, photosyn-
thesis, and chemical detoxification. The prevalence of the fold is not surprising considering
that the dinucleotides mentioned above are themselves among the most common cofactors
in enzymes.

The Rossmann fold is an extension of the 𝛽-𝛼-𝛽 motif. Specifically, it is built from two
𝛽-𝛼-𝛽-𝛼-𝛽 units, with the strands ordered in a 654-123 pattern (Figure 2.26c). This yields
two 𝛽-sheets, each having three strands connected by two 𝛼-helices. The helices are packed
against the strands, and the sheets are connected by a long linker. The first helix (𝛼1→2) con-
tains the sequence motif Gly-X-X-X-Gly/Ala (X denotes any residue, but is usually non-
polar), which strengthens the interaction between the helix and the first strand (𝛽1) [303].
Interestingly, the sequence motif Gly-X-X-X-Gly can also be found in membrane-bound
proteins, where it can mediate interactions between adjacent helices within the protein (see
Chapter 7). The two Gly residues are four positions apart in the sequence, and are therefore
located on the same helix face. Having no side chain, they allow the two interacting helices
to get very close to each other, only 6Å apart. This proximity optimizes van der Waals inter-
actions and allows the Cα−H group of one helix to hydrogen-bond to a backbone carbonyl
group (C−−O) in the other [304]. In the Rossmann fold, the effect of the Gly-X-X-X-Gly/Ala
motif is very similar; the Gly residues allow the 𝛼1→2 helix and the 𝛽1 sheet to get very close
to each other, which in turn optimizes their interactions. In this case, however, the interac-
tions also include nonpolar interactions between Val-6 and Val-8 of 𝛽1, and Leu-22 of 𝛼1→2
(Figure 2.26d). Leu-31 of the 𝛽2 strand also participates in these interactions, further stabi-
lizing the fold. In some NADPH-binding proteins, the first glycine residue may be replaced
by alanine, serine, or even proline, in order to increase the distance between the interact-
ing helix and strand. This substitution is required in order to accommodate the phosphate
group of the coenzyme, which is absent in NADH and FADH2 (ribose-2′-PO 2–

4 ) [305].
The stability of the polypeptide region that includes the 𝛼1→2 helix and the 𝛽1-sheet is of

great importance, as the loop connecting the two components is where the pyrophosphate
group (−PO –

3 −O−PO –
3 −) of the coenzyme binds (Figure 2.26e). The binding is mediated

by hydrogen bonds and ionic interactions between the oxygen atoms of the pyrophosphate
group and the protein’s side chain and backbone groups. The loop contains a consensus*1
sequence (Gly-10-X-Gly-12-X-X-Gly-15), where Gly-12 allows the loop to come into close
contact with the coenzyme’s pyrophosphate group [303]. The amide group of Gly-12 also car-
ries the partial positive charge of the (𝛼1→2) helix dipole, which allows the amide to interact
electrostatically with the pyrophosphate [306]. Gly-15, the last residue of the consensus, is
also the first residue of the Gly-X-X-X-Gly sequence motif of the 𝛼1-2 helix. As explained
above, the motif facilitates close contact between the 𝛼1-2 helix and the 𝛽1 strand. The other
parts of the coenzyme interact with other loops, helices and strands in the fold [305]. Usually,
the adenine unit of the coenzyme is involved in van der Waals and nonpolar interactions,
whereas the nicotinamide (in NADH/NADPH) or flavin (in FADH2) groups participate in
multiple specific hydrogen bonds.

Some Rossmann fold proteins include only one copy of the 𝛽-𝛼-𝛽-𝛼-𝛽 motif, with ad-

*1Conserved sequence motif.
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ditional 𝛽-strands that hydrogen-bond with the first one. The existence of these structures
implies that only the first 𝛽-sheet of the twomentioned above is actually important for bind-
ing of the nucleotide coenzyme [305].This is supported by the binding interactions described
above. Another source of variability amongRossmann folds in proteins has to dowith speci-
ficity towards the coenzyme. The fold that binds NAD(P)H belongs to a different domain
family than the one binding FADH2. It stands to reason that the structural differences be-
tween these two variations of the Rossmann fold should be located at the regions binding
the nicotinamide and flavin groups of NAD(P)H and FADH2, respectively. Indeed, this is
confirmed by the enzyme glutathione reductase, which binds both NADH and FADH2 us-
ing two different Rossmann fold domains. Structural analysis shows that the cores of the two
respective domains are structurally similar (though they share only 22% of their sequences),
whereas the more peripheral parts, responsible for nucleotide specificity, are less similar.

2.4.2.2.3 P-loop fold

Theoverall high similarity between theNAD(P)H and FADH2 folds suggests a common ori-
gin. Yet, as explained above, common structural features can be observed even in folds that
are unrelated, i.e., in structures that have very low sequence similarity. This seems to be the
case in the mononucleotide-binding fold, that is, the fold responsible for binding ATP and
GTP in many enzymes. The fold, referred to as a ‘P-loop’, is one of the oldest [117] and most
common [307] folds in nature. Its prevalence is probably due to the central role of ATP as an
energy source for metabolic reactions, and of GTP as a molecular switch in signal transduc-
tion pathways*1. Although the P-loop fold (Figure 2.26f) is similar to the Rossmann fold,
there are some differences. First, the nucleotide-binding loop of the P-loop is longer, and
includes all three Gly residuesmentioned above. As a result, the loop-nucleotide interaction
is tighter than in the Rossmann fold (Figure 2.26g). Second, the presence of three negatively
charged phosphate groups in the mononucleotide (Figure 2.26h) requires stronger electro-
static masking than the masking provided by the backbone hydrogen bonds in the Ross-
mann fold [308]. Electrostatic masking in the P-loop is provided by two cations: the 𝜀-amino
group of a lysine residue located immediately after the third Gly in the consensus sequence,
and an Mg2+ ion (Figure 2.26g). Finally, in ATPases and GTPases, the mononucleotide is
the substrate, which means that the P-loop fold is part of the active site, not the coenzyme
site, as in the case of Rossmann enzymes.

The evolutionary relationship between the Rossmann fold and Rossmann-like folds
(e.g., ‘P-loop’) is in most cases unclear. The two fold types are often included in one group
referred to as ‘Rossmannoids’. Some scientists believe that all Rossmannoid folds originate
from a single common ancestral fold, which had nucleotide binding capabilities, in addition
to a non-specific catalytic activity. This hypothetical fold is thought to have diverged during
evolution into different Rossmannoid folds specializing in binding different nucleotides,
whereas the proteins carrying it diverged into enzymes with different biochemical activities
(oxidoreductases, dehydrogenases, ATPases, and others) (Figure 2.26i).

*1As explained in Chapter 1, GTP is used by GTP-binding proteins, act in signal transduction pathways as
molecular ‘clocks’ that limit the time of the signal.
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FIGURE 2.26 The 𝛽-𝛼-𝛽 motif and Rossmannoid folds. (a) The structure and topology of the 𝛽-
𝛼-𝛽 motif. (b)The dinucleotide coenzymes NADH,NADPH, and FADH2. (c)The Rossmann fold in
the enzymemalate dehydrogenase (PDB entry 1cme, residues 1 through 146). For clarity, helices are
depicted as solid cylinders, loops are smoothed, and the entire chain is colored by the sequential 𝛽-𝛼
units. Strands and helices are numbered. (d) The 𝛽1-loop-𝛼1-2 structure in sarcosine oxidase (PDB
entry 1el5). The interactions stabilizing the structure are detailed in the main text. The G-X-X-X-G
glycine residues are marked. (e) Interactions between the 𝛽1-𝛼1-2 loop of sarcosine oxidase and the
pyrophosphate unit of its FADH2 coenzyme.
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(f) (g) (h)

GTP
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FIGURE 2.26 The 𝛽-𝛼-𝛽 motif and Rossmannoid folds. (Continued) (f) The Rossmannoid fold
in p21ras (PDB entry 1jah).The location of themononucleotide coenzyme ismarked. (g) Interactions
between GTP (h), and the corresponding loop of p21ras. (i) Hypothetical diagram describing the
divergence of all known Rossmannoid proteins from their ancestor (taken from [309]).
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2.4.2.2.4 TIM barrel fold

The TIM barrel is also one of the oldest and most common folds [113,310], observed in ~10%
of known protein structures [311]. As in the case of Rossmannoid proteins, proteins that pos-
sess the TIM barrel fold may share very little sequence similarity, which makes this fold
also interesting in the evolutionary sense. The name of the fold comes from the first pro-
tein in which it was identified, the glycolytic enzyme triosephosphate isomerase. The fold,
comprising 250 residues on average, is doughnut-shaped and has 8 𝛽-strands in the center,
surrounded by 8 𝛼-helices in the periphery (Figure 2.27a).The 𝛽-strands form a barrel (Fig-
ure 2.27b), hence the name. However, in contrast to the 𝛽-barrel fold mentioned above, the
TIM barrel is not really hollow, and its center is densely packed with nonpolar side chains,
particularly the 𝛽-branched side chains of valine and isoleucine (Figure 2.27c). The inter-
actions between the 𝛽-strands and 𝛼-helices are nonpolar as well, which means the fold
provides good shielding from the external aqueous environment. Another difference be-
tween the TIM barrel and the 𝛽-barrel is that in the latter the strands are anti-parallel or
mixed [227], whereas in the former the loops between the 𝛽-strands are long enough to allow
a completely parallel formation. At the sequence level, the fold can be viewed as a concate-
nation of eight 𝛽-𝛼 units, which is why it is also called an ‘8-𝛽/𝛼 barrel’. Alternatively, it can
be described as a concatenation of five 𝛽-𝛼-𝛽 units. Thus, the TIM barrel and the Rossmann
fold are built from the same basic motif but in a different organization, which makes their
three-dimensional structures different.

As mentioned above, the TIM barrel fold appears in numerous proteins having low se-
quence similarity. Moreover, in many proteins the fold is fused to other folds, located up-
stream or downstream, and sometimes even in the middle of the TIM barrel. For this rea-
son, scientists suspect the fold to be a result of so-called evolutionary ‘gene shuffling’. In
cases where the additional fold appears in the middle of the TIM barrel, the additional fold
is located within one of the loops emanating from the C′ of the TIM barrel’s strands (these
loops are called ‘𝛽 → 𝛼’). The loops may be originally very long, and therefore the presence
of an additional fold within them has a minimal effect on the rest of the TIM barrel fold.
The inclusion of additional folds within the TIM barrel significantly increases its functional
repertoire, in terms of catalysis, binding other proteins, and oligomerization.

FIGURE 2.27 TheTIMbarrel fold. (Opposite) (a)The topology of the fold (PDB entry 8tim).The
strands are numbered by their order. (b) A side view of the 𝛽-strands constituting the barrel shape.
(c) A sphere representation of the fold, showing the tight packing of nonpolar (cyan) residues within
the core. (d) The phosphate-binding site. The surface of the protein is colored according to electro-
static potential, calculated using APBS [195] in the absence of the phosphate group, represented by
balls and sticks. Red represents negative potential (0𝑘B𝑇 /𝑒 > 𝜙 > −50𝑘B𝑇 /𝑒); blue represents pos-
itive potential (0𝑘B𝑇 /𝑒 < 𝜙 < 50𝑘B𝑇 /𝑒); and white represents neutral potential. The positive elec-
trostatic potential of the binding site is complementary to the negatively charged phosphate group.
(e) The specific interactions of the substrate in its binding site. The figure reveals Lys-13 and His-95
to be the primary sources of the positive electrostatic potential at the phosphate-binding site, as
well as the backbone NH groups of Gly-171, Ser-2111, Gly-232 and Gly-233. These residues come
from different segments of the chain, but the three-dimensional fold brings them close together,
near strand 𝛽8. (f) and (g) Formation of a TIM barrel fold in the protein HisF by duplication of the
gene coding for half of the barrel. The complete structure is shown in (g) with the two half-barrels
colored differently. In (f), the two half-barrels are superimposed and shown from the side.
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A statistical survey carried out on a database of 900 proteins containing the TIM barrel
fold has demonstrated that most of them function as enzymes [310]. Interestingly, these en-
zymes were found to belong to 5 of the 6 enzyme groups (see Chapter 9), and catalyze 64
different biochemical reactions. In some of these cases, the TIMbarrel fold itself participates
in the catalysis, with its catalytic residues acting as general acids or bases. Since TIM barrel
enzymes catalyze different reactions, the conservation of the catalytic residues is low. The
catalytic residues can be located in any of the eight 𝛽-strands, but are always on the C′ of the
strands, i.e., on the 𝛽 → 𝛼 loops [312]. This is yet another example of the importance of loops
in forming active and binding sites, as we have already seen in the case of the Ig fold. In both
cases, the loops are responsible for creating sequence, conformational, and therefore func-
tional diversity within a fold that has the same shape in all proteins in which it appears [313].
Interestingly, the loops emanating from the 𝛼-helices of the TIM barrel towards the N′ of
the strands (called ‘𝛼 → 𝛽’) seem to be important for the stability of the fold, rather than its
function.

Although the catalytic residues of the TIM barrel fold are not conserved, proteins pos-
sessing the fold seem to share several features. One such feature is binding of a phosphate
group within the protein’s substrate or coenzyme (NADPH, flavin monophosphate (FMN),
or pyridoxal phosphate (PLP)).The residues involved in the phosphate binding tend to con-
centrate around the 𝛽8 strand [310]. Most of them extend over a segment of the polypeptide
chain that includes loops 7 and 8, and the N′ of helix 𝛼8. Moreover, the phosphate group
tends to have the same orientation, regardless of its ‘parent’ molecule. The binding site is
characterized by a positive electrostatic potential, attracting the negatively charged phos-
phate [314] (Figure 2.27d). The binding mostly involves backbone groups (Figure 2.27e),
which explains why the locations of the binding residues are conserved, though the residues
themselves are not (aside from the tendency to have glycine residues, which enable the pro-
tein and ligand to get very close to each other). Another common feature of TIM barrel
proteins is binding of divalent metal cations (Mg2+, Mn2+, and Zn2+), although the location
of the binding residues is not conserved across proteins. Finally, in some TIM barrel protein
families, certain conserved electrostatic interactions regulate the pKa of catalytic residues,
or residues that stabilize negatively charged transition states [313].

The evolutionary process that led to the formation of the TIM barrel fold has yet to be
clarified. The presence of this fold in so many enzymes with different sequences suggests a
process in which independent proteins converged into a structural fold that provides sta-
bility and function [282]. However, the conservation of the location of the catalytic residues,
as well as the evidence for gene shuffling, implies the opposite, i.e., divergence of an ancient
ancestral fold into the many different functional forms of the TIM barrel fold we observe
today. One way to increase our understanding of the evolutionary process of a certain fold is
to focus on a single family, i.e., a group of proteins that share the fold and that also have very
similar sequences. Studies carried out on TIM barrel families suggest that the basic struc-
tural unit of the fold is not the (𝛽𝛼)8 barrel, but rather the (𝛽𝛼)4 ‘half barrel’ (Figure 2.27f,g)
(see details in [312]).

Two other common mixed folds are shown in Figure 2.28.



Protein Structure ■ 159

(a) (b)

FIGURE 2.28 Mixed folds. (a) The 𝛽-saddle with surrounding helices, demonstrated in the car-
bonic anhydrase (PDB entry 1ray). (b) The horseshoe fold, demonstrated in ribonuclease inhibitor
(PDB entry 2bnh).

2.4.2.2.5 How many folds are there?

Statistical surveys [282] have demonstrated a ‘power law’ regarding the distribution of dif-
ferent folds in the known protein universe. That is, most folds appear in a small set of pro-
teins, whereas a few folds (superfolds [292–294]), seem to appear in numerous proteins [295,315]*1.
Known examples of the latter include some of the folds we have encountered earlier, such
as the jelly-roll, immunoglobulin (Ig), Rossmann, P-loop, TIM barrel, and globin-like fold
(as in hemoglobin and myoglobin, Figure 2.1), as well as others, such as the 𝛽-trefoil and
ferredoxin-like folds (Figure 2.29). The prevalence of superfolds suggests that they confer
some kind of evolutionary advantage over other folds [282,318–320]. These advantages may in-
clude the following:

• Structural stability – Folds that are particularly stable extend the life, and therefore
the activity, of the proteins they build. A fold’s stability may result from its capacity to
achieve compact packing of amino acids or to create secondary structures efficiently.

• Functional efficiency – Certain folds may be able to create binding and active sites
more easily than others. Such folds would therefore have an advantage in binding lig-
ands and/or catalyzing chemical reactions, which are the hallmarks of protein func-
tion. For example, we have witnessed the ability of the Ig and TIM barrel folds to ac-
commodate binding and active sites (respectively) of similar geometry in numerous
proteins, and still confer specificity to those sites.

• ‘Foldability’ – Certain folds may be able to fold more accurately and faster than oth-
ers [321].

*1It has been shown that the ten most common superfolds account for more than third of the genes in a
typical genome [316,317].
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In any case, these advantages would make the folds that possess them ‘compatible’ with
numerous amino acid sequences [322]. The presence of the same folds in proteins of different
sequences suggests that there are far more sequences than folds.This demonstrates a central
paradigm in the protein universe: Structure ismore conserved than sequence [323,324]. Since
every sequence codes to a protein with a specific function, it can be argued that structure is
alsomore conserved than function.Wehave already encountered an example of a fold that
corresponds to multiple different functions: the TIM barrel, which characterizes numerous
enzymes, which catalyze completely different reactions*1. The high conservation of protein
folds suggests that the fold population in nature is not very large. Although the exact number
of folds is unknown, studies provide rough estimates of 103 to 104 [292,294,325,326]. In any case,
these numbers are much lower than the total number of distinct proteins in nature [327].

Our discussion of folds naturally leads us to the highest level of tertiary structure, the
domain, since the core of each domain is characterized by a certain fold.

Jelly-roll Immunoglobulin Rossmann P-loop

TIM barrel Globin-like 𝛽-trefoil Ferredoxin-like

FIGURE 2.29 Examples of superfolds. The PDB entries corresponding to the structures are:
2stv (jelly-roll), 1igt (immunoglobulin), 1jg2 (Rossmann), 1jah (P-loop), 8tim (TIM barrel), 1hho
(globin-like), 1bfg (𝛽-trefoil), and 1sc6 (ferredoxin-like).

*1Although the different biochemical reactions catalyzed by enzymes of the same superfamily tend to have
a common catalytic mechanism (see Subsection 2.4.3.3 below).
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2.4.2.3 Domains
2.4.2.3.1 Definition and biological importance

An ‘ideal’ protein domain is defined structurally as follows:

• A repetitive, compact and stable region of the protein.

• Has its own arrangement of secondary elements*1, and functions as a semi-
independent folding unit [328,329] (Figure 2.30a).

• On average contains 100 to 250 residues.

In reality, however, the definition of domains used by structural biologists varies consider-
ably [330]. Indeed, the various domain prediction algorithms used today emphasize different
qualities and employ different structure classification schemes. In addition, there is con-
siderable difficulty in defining domain boundaries. Thus, analysis of the same protein by
different tools often leads to different predictions regarding the number and identity of the
protein’s domains. According to estimates, ~67% of prokaryotic proteins and ~80% of eu-
karyotic proteins include more than one domain [331,332]. Sequence analysis of about two
million proteins shows that although a protein may include up to 12 domains [333], 95% of
multi-domain proteins include only 2 to 5 domains [332].

Domains can be defined either by structure or by sequence [329,334,335]. Moreover, many
domains possessing a characteristic fold have been found to have a specific function as well
(e.g., Figure 2.30b). Accordingly, current protein classification databases tend to take into
account the domain’s function, not only its structure and sequence. The functions carried
out by domains are diverse, but (as expected) the common domains are involved in themost
basic functions of cells, such as protein biosynthesis [336], metabolism, and regulation [337].
Consequently, domains are considered today to be the basic functional units of proteins.

(a) (b)

FIGURE 2.30 Domains. (a) Domains 7 through 10 in fibronectin typIII (PDB entry 1fnf). (b) The
C2 (Ca2+-binding) domain of the signal transduction enzyme PKC𝛽 (PDB entry 1a25). The Ca2+

ions are represented by blue spheres, and the residues binding them by sticks.

*1In other words, has a unique fold.
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2.4.2.3.2 Domains as evolutionary building blocks

The accepted model describing the formation of new domains from existing ones is that of
Ohno [338]. According to the model, a gene coding for a functional protein unit (i.e., do-
main) is duplicated, and the new product diverges into a domain of different structure and
(eventually) function [333]. This process is responsible for the formation of at least 70% of
prokaryotic domains, and up to 90% of eukaryotic domains [331]. The process can occur in
two ways. In the first, the products of the duplicated gene diverge within the same species to
fulfill new functions. These are referred to as ‘paralogues’, and they can differ significantly in
their sequence, structure, and function. In the second case, the divergence of the duplication
products accompanies the formation of a new species. These are referred to as ‘orthologues’,
and they are usually similar, since they perform the same functions, just in different organ-
isms. Thus, in addition to being the basic functional units in proteins, domains are also
the basic evolutionary units.

The frequency of the duplication and divergence processes is demonstrated by the ap-
pearance of two-fold pseudosymmetry in many domains (real symmetry involves different
polypeptide chains). The symmetry in these cases results from fusion of the two duplica-
tion products and their development as half-domains [280]. Such pseudosymmetry can be
seen in the HisF enzyme; it has a (𝛽𝛼)8 (TIM barrel) fold, with both half-domains remain-
ing similar in shape (r.m.s.d. = 1.6 Å*1) despite the divergence of their respective sequences
(Figure 2.27g). Although domain duplication has been a frequent event in protein evolu-
tion, only a few domains have been duplicated extensively*2 [282]. These are built from su-
perfolds such as the Rossmann and TIM barrel folds, and tend to be involved in the most
central functions of cells [339]. Curiously, domains that are involved in protein biosynthesis
have not undergone extensive growth in numbers during evolution, whereas those involved
in metabolism and regulation have. This makes sense, as protein biosynthesis is a very ba-
sic function of cells, and does not require extensive divergence. Conversely, metabolism
and regulation contribute to the complexity of the organism, and are therefore expected to
change considerably during evolution [282].

With the recent sequencing of the genome of many organisms and application of var-
ious protein classification methods, it has become possible to separate all known domains
into families, according to their evolutionary kinship. Studies that have done so indicate
that domain distribution follows a power law. That is, a few families feature many domains,
and many families include only a few domains (e.g., [340]). Also, it seems that large genomes
undergo more extensive domain duplication than small genomes do, an observation that
is compatible with the demonstrated prominence of gene duplication in evolutionary pro-
cesses [333].

BOX 2.5 MEASURES OF PROTEIN STRUCTURAL SIMILARITY

Knowing how tomeasure the similarity between different aligned structures of proteins
is very important for structural biologists. The most popular method for carrying out
such measurements is calculation of the root mean square deviation (r.m.s.d.) [341,342].

*1The meaning of r.m.s.d. is explained in Box 2.5.
*2They produce many daughter domains.
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In this method, the two structures to be compared are superimposed so the equivalent
atoms in the two structures are aligned (Figure 2.5.1), and the r.m.s.d. is calculated as
follows:

r.m.s.d. = (
1
𝑁 ∑ 𝑑2

𝑖 )

1
2

(2.5.1)

where 𝑁 is the number of equivalent atoms compared between the two structures, and
𝑑𝑖 is the distance (in Å) between the atoms in pair 𝑖 (one atom from each protein).
Since the position of each atom can be described by a set of three Cartesian coordi-
nates (𝑥, 𝑦, 𝑧), 𝑑2 for the pair of compared atoms in proteins 𝑎 and 𝑏 can be described
in terms of the atoms’ Cartesian coordinates:

𝑑2 = (𝑥𝑎 − 𝑥𝑏)2 + (𝑦𝑎 − 𝑦𝑏)2 + (𝑧𝑎 − 𝑧𝑏)2 (2.5.2)

The r.m.s.d. is a measure of the difference between the compared structures: identi-
cal structures have r.m.s.d. of zero, and the r.m.s.d. value increases with the degree of
structural dissimilarity. However, the r.m.s.d. value depends not only on the similarity
of the two structures, but also on the choice of the atoms being compared. Choosing
only backbone (or just Cα) atoms leads to a much smaller r.m.s.d. value than when all
atoms of the structures are compared. That is because many proteins share a general
outline (depicted by the backbone), but differ in their side chain conformations, which
have many more degrees of freedom. Thus, by focusing on the backbone, structural bi-
ologists can classify proteins much more easily, and track their evolutionary path. For
that reason, it is customary to calculate r.m.s.d. values on the basis of Cα atoms alone.

Theoretically, identical proteins should have an r.m.s.d. value of zero. However, dif-
ferences in the conditions under which structures are determined may lead to Cα dif-
ferences of up to 0.5 Å even when the proteins are in the same functional state (for
example, an active state of the receptor; see Chapter 3). For this reason, r.m.s.d. values
that are equal to or smaller than 0.5 Å are usually considered negligible. Finally, the
r.m.s.d. tends to depend on secondary structure; ordered secondary elements tend to
be structurally conserved to a greater extent than loops (Figure 2.5.1).

In some cases, r.m.s.d. is not the most suitable method for comparing between pro-
tein structures. One of these cases is when the compared proteins are of different size
(i.e., sequence lengths). Such cases are encountered, e.g., in template-based methods
for protein structure prediction, that is, methods that predict the structure of a protein
according to its sequence similarity to other proteins whose structure is already known
(i.e., templates; see Chapter 3 for details).The target protein and its templates often have
different sizes, and their regions of similarity span only parts of their full sequences. In
such cases, the r.m.s.d. is calculated only for those parts of the protein that are being
compared, while ignoring the coverage, i.e., the degree of sequence length according
to which the proteins can be compared. To illustrate this problem, consider protein A,
which is being compared to two other proteins, B and C. Their size and similarity are
as follows:

• Protein B – same size as A; r.m.s.d. = 2Å.

• Protein C – twice the size of A; r.m.s.d. = 1Å (in their overlapping parts).
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According to the r.m.s.d. method, protein C will be considered more structurally simi-
lar to proteinA than proteinB is. Obviously, this is not necessarily true, as in the second
case the overall alignment between the two proteins is poor. To solve this problem, sev-
eral alternative measures have been designed that incorporate the degree of coverage
between the compared proteins in the overall scoring. For example, one can calculate
the number of substructures in the two compared proteins in which the distance be-
tween the compared atoms is below a certain threshold. This is the case with the global
distance test (GDT_TS) score [343,344]. This method uses several thresholds (e.g., 1, 2,
4, and 8Å), and calculates the score as the average coverage with these thresholds. A
high-accuracy version of this method, (GDT_HA) uses smaller thresholds.

One problem with the GDT approach is that the absolute magnitude of the score
becomes less meaningful as the compared proteins become smaller. This issue is ad-
dressed by another popular method for calculating protein structure similarity, termed
the ‘template modeling’ (TM) score [345].Thismethod normalizes the score so there is no
bias to the length of the target protein. Moreover, the calculation considers all residues,
not just those whose r.m.s.d. falls below certain distance thresholds. The values of the
TM-score range between 0 and 1, where:

• TM-score = 1 for perfectly matched structures.

• TM-score > 0.5 for structures having the same fold.

• TM-score < 0.17 for random, unrelated structures.

The above scores are especially useful in ranking methods for protein structure predic-
tion and refinement, as is done in the biannual CASP contest (see Chapter 3 for details).
However, in day-to-day work, especially when the two compared proteins are roughly
the same size, r.m.s.d. is an adequate and easy method for quickly assessing the degree
of structural similarity. We will therefore use it for the rest of the book.

FIGURE 2.5.1 The dependence of r.m.s.d. on secondary structure. Twelve NMR struc-
tures of myoglobin (PDB entry 1myf). The figure clearly shows that the secondary structures
are much more ordered than the loops.
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2.4.2.3.3 Domains and modularity

Most proteins in nature contain multiple domains [333]. If we assume that the basic func-
tion of each domain is fixed*1, proteins can be described as modular entities, whose exact
combination of domains creates a complex function. Indeed, this seems to be the case for
most proteins. For example, the DNA-binding domain WHD can be found in two different
proteins. In the first, which regulates the biosynthesis of fatty acids, it borders a regulative
domain that binds acyl-CoA*2. When a fatty acid is being built, the binding between the
regulatory domain and the acyl-CoA intermediate activates the WHD domain, which in
turn binds to the gene responsible for the biosynthesis and shuts it down. Thus, the role of
the WHD domain in this protein is to enable the negative feedback regulating the fatty acid
biosynthetic pathway. In the second protein, an endonuclease, the WHD domain is com-
bined with a DNA-cleaving domain. The role of the WHD domain in this case is to bring
the other domain close enough to its intended site of action on the DNA molecule. In con-
clusion, the context-dependent combination of domains gives rise to proteins that use
a small set of functional units to carry out a much larger set of different complex ac-
tivities [331,346]. This is yet another example of the parsimonious nature of the evolutionary
process.

The functional diversification conferred by protein domains can be further extended in
two ways [333]:

1. By connecting the same domains in different topologies. This is done at the gene level
and requires the position of the domain-coding exons to be shifted (i.e., exon shuf-
fling). Such a process is not accessible to all domains; some domains tend to appear
together in different proteins, and in these cases the domains’ order of appearance is
usually conserved [332]. In other words, a hypothetical domain couple A and B would
usually appear in proteins as either A–B or B–A, but not both.

2. By connecting the same domain in the same topology, but different geometry.

The use of domains as evolutionary ‘building blocks’ is particularly prominent in
proteins that form complex networks, such as those involved in signal transduction.
These proteins include a variety of binding or catalytic domains; such variety is needed in or-
der to achieve the sophistication and complexity required for the ramified cellular networks.
As would be expected, the number of domains within an organism’s proteome*3 correlates
with the organism’s relative position on the evolutionary ladder [339,347,348].

Consider, for example, two of the most common domains in signal transduction pro-
teins, SH2 and SH3 [333]. These domains were originally found in the protein src, and were
named after it (SH = src homology). Both domains recognize and bind certain elements in
other proteins. SH2 recognizes phosphorylated tyrosine residues. Its presence enables the
protein to recognize membrane-bound receptors, which are activated by phosphorylation
of certain tyrosine residues in their cytosolic domains. SH3, mentioned at the beginning of
this chapter, recognizes proline residues within certain amino acid sequences [220–222]. Both
SH2 and SH3 are frequently found in combination with other domains, thus enabling them
to act on specific target proteins (Figure 2.31). For example, in Lck, an enzyme of the src

*1That is to say, that the characteristic function of the domain does not depend on the protein containing it.
*2A long-chain intermediate in the fatty acid biosynthetic pathway.
*3All the proteins expressed in an organism.



166 ■ Proteins: Structure, Function & Motion

family that participates in the activation of T-lymphocytes following antigen binding, both
SH2 and SH3 appear along with another domain that has kinase activity (i.e., phosphoryla-
tion).This combination of domains enables Lck to activatemany other proteins as part of the
transduction of the original signal from the T-cell receptor to other cellular elements [349].
Another protein, Tec, belongs to a different enzyme family but also participates in the phos-
phorylation of proteins as part of signal transduction in lymphocytes [350]. Like Lck, Tec also
contains the SH2 and SH3 domains. However, it also contains a PH (pleckstrin homology)
domain, which specializes in the binding of certain phospholipids. This sends Tec to certain
locations in the plasma membrane, where it can act on protein elements there.

An interesting trend in the evolution of domains belonging to network proteins has been
the increase in binding valence. For example, in transcription factors the evolutionary pro-
cess has enabled domains that bind same proteins (i.e., homodimerization) to bind different
proteins as well (heterodimerization) [351]. Such a process turned many proteins involved
in signal transduction into hub proteins, i.e., proteins capable of binding multiple (other)
proteins, which considerably increased the complexity of cellular signaling networks.

FIGURE 2.31 Domain composition of the proteins Lck and Tec.The function of each domain is
specified.

Domains that appear in numerous proteins are called ‘superdomains’. In addition, over
a third of known proteins contain domains that tend to appear in conjunction with cer-
tain other domains [333]. These are referred to as ‘supradomains’. It is thought that such co-
occurrence of domains is a result of coupled duplication of the domains’ respective genes.
The evolutionary coupling between two (or more) domains is often observed in cases where
the coupled domains participate together in the construction of a binding or active site. One
example of this type of domain is the P-loop NTP hydrolase, found in 26 different proteins
(most of which are translation factors) in conjunction with a domain participating in pro-
tein translation. The prevalence of supradomains seems to be quite high [351].

The central role of domains in protein evolution is reflected in their inclusion as a major
classification parameter in current protein classification methods. For example, the Pfam
database [352], which is fully accessible via the Internet*1, groups all known proteins into
domain families, according to their sequences. For each protein, the domain composition

*1Pfam: http://pfam.sanger.ac.uk/ and PDBfam (assignments of Pfam domains to PDB sequences): http:
//dunbrack2.fccc.edu/protcid/pdbfam/

http://pfam.sanger.ac.uk/
http:////dunbrack2.fccc.edu/protcid/pdbfam/
http:////dunbrack2.fccc.edu/protcid/pdbfam/
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is presented, along with structural and functional information corresponding to each do-
main. Pfam is currently the largest domain database using sequence information, with over
16,300 domain families. As we will see in the following section, other protein classification
tools rely on both sequence and structural information, and are therefore able to identify
proteins that belong to a certain domain family, even if they have low sequence similarity
to the rest of the proteins in that family. As a result, these databases identify fewer distinct
families than Pfam does. A more recent offshoot of Pfam, called iPfam [353]*1, catalogues
high-resolution domain-domain and domain-ligand interactions by using data from both
Pfam and the PDB.

2.4.2.4 Protein classification
2.4.2.4.1 Importance of classification

Protein scientists’ main goal has always been to fully understand the relationships between
the sequence, structure, and function of proteins. One way of achieving that goal is to track
the evolution of the functional units in proteins, since this evolutionary path goes from the
simple to the complex.This can be done by comparing the amino acid sequences of proteins
and locating homologous segments, that is, segments whose sequences are very similar. As
is well known, the various proteins existing today are the product of numerous divergence
events starting from a relatively small group of ancestral proteins, and continuing via mu-
tations within their amino acid sequences. Thus, by comparing the sequences of numer-
ous proteins belonging to the same evolutionary path, scientists are able to construct
a model depicting this path, and to use it to assign specific functions to certain amino
acids and/or substructures. However, the longer the divergence period from protein A to
protein B, the less similar their sequences are expected to be. As a result, sequence compar-
ison only identifies relationships between proteins that have recently diverged. To identify
distant relatives, it is necessary to compare proteins also at the structure level, as struc-
ture tends to be more conserved than sequence.Thus, by combining sequence-related in-
formation with structural classification of proteins, it is possible to obtain a more extensive
and organized framework that can be used to understand sequence-structure-function re-
lationship.

Protein classification relies on a few basic definitions and category types. The first cate-
gory type, a family, denotes a group of proteins that share ≥ 40% of their sequence, reflecting
their common evolutionary origin. Again, such close relatives, referred to as ‘homologues’,
can be traced using computational algorithms that follow sequence similarity, and in many
cases, their evolutionary path can be reconstructed. Since sequence determines structure,
which in turn determines function, proteins with high sequence similarity often also share
the same activity. For example, enzymes belonging to the same family catalyze the same
chemical reaction type.

When one is dealing with proteins that have only 20% to 30% sequence identity, a com-
mon origin can be suspected, but not determined with confidence. The sequence similarity
is too low for these proteins to be included in the same family, but since they usually have a
similar three-dimensional structure, they might be related in some way. Thus, such proteins
are referred to as members of the same ‘superfamily’ [297]. Again, since structure determines
function, at least someof these proteins have similar activities.This is particularly prominent

*1iPfam: http://ipfam.org/

http://ipfam.org/
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in enzymes, where members of a superfamily catalyze chemical reactions that are different,
yet share the same catalytic mechanism (see details in Subsection 2.4.3.3 below).

Some proteins are formed by divergence so large that the only feature they have in com-
mon is the general fold, expressed in the types of secondary elements, their number, their
relative orientation, and the way they are connected. In such a case it is not possible to es-
tablish the evolutionary relationship between these proteins (called ‘analogues’). Instead,
it is customary to group the proteins under a general category called ‘fold’. A final protein
category type is called a ‘class’ [354], defined as a group of proteins whose members have the
same overall organization of secondary elements, but not necessarily with the same orienta-
tion and/or connectivity. It goes without saying that the evolutionary relationships between
these proteins, if they exist at all, cannot be determined, and the grouping together of class
members mainly serves a practical purpose in their classification process.

In the following subsection we will see how the categories defined above are used in
protein classification. It is important to remember that this process is usually applied at the
domain level, which, as we have seen earlier, is often the true evolutionary unit of proteins.
In other words, we relate to domain families, superfamilies, etc. It should be noted that while
classifications dominate our view of protein space, it is also possible to represent relation-
ships among proteins using maps and networks (reviewed in [355])

2.4.2.4.2 Classification tools

There are currently several protein databases that classify protein domains according to
the categories mentioned above. The most popular of these databases are SCOP [334] and
CATH [356], both of which are freely accessible on the Internet*1. SCOP (Structural Clas-
sification Of Proteins) [334] was developed by Alexei Murzin and coworkers. SCOP uses a
five-category hierarchy (Figure 2.32a), from the general to the specific. The first category,
Class, relates to the general structure of the protein, and includes the following types (Fig-
ure 2.32b):

1. Proteins comprising only 𝛼-helices (All 𝛼).

2. Proteins comprising only 𝛽-sheets (All 𝛽).

3. Proteins comprising parallel 𝛽-sheets with 𝛼-helices connecting the strands (𝛼/𝛽).

4. Proteins comprising anti-parallel 𝛽-sheets and 𝛼-helices located at different regions
of the protein (𝛼 + 𝛽).

5. Multi-domain proteins.

6. Membrane and cell-surface proteins and peptides.

7. Small proteins.

8. Proteins consisting of 2 or 3 helices wound around each other (coiled coils).

9. Low-resolution structures.

10. Peptides and protein segments.

11. Engineered proteins and artificial sequences.

*1SCOP: http://scop.mrc-lmb.cam.ac.uk/scop/; CATH: http://www.cathdb.info/

http://www.cathdb.info/
http://scop.mrc-lmb.cam.ac.uk/scop/
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Evidently, the classification within this category is inconsistent. Furthermore, the Class
category refers very generally to the structures of its members while ignoring their se-
quences. As a result, this category gives us no real information about the evolutionary rela-
tionships among its protein members.

The second SCOP category is Fold. This category, like the Class category, ignores se-
quences, and therefore provides no information about evolutionary kinship.The subsequent
categories in the SCOP hierarchy consider both structure and sequence, and therefore are
more accurate, and also provide evolutionary information. Specifically, the third category
is Superfamily, the members of which are likely to be related, although it is difficult to ver-
ify their relationships. The fourth is Family, which includes evolutionarily-related proteins.
This is the only SCOP category in which an automatic classification is carried out using a
computer algorithm. The other categories rely on manual classification, based on the intu-
ition and experience of Murzin and coworkers. The fifth and last SCOP category is Domain,
which includes the individual proteins (each with its unique three-dimensional structure),
divided according to the species in which they were found. To illustrate the SCOP classifi-
cation method, let us use the example of TIM (triosephosphate isomerase), which we have
already encountered. The SCOP classification of TIM is as follows (Figure 2.32c):

1. Class: 𝛼/𝛽

2. Fold: TIM 𝛼/𝛽 barrel (out of 134 different folds)

3. Superfamily: triosephosphate isomerase (out of 32 superfamilies)

4. Family: triosephosphate isomerase

5. Domain: TIM (appears in 17 different species)

Note in Figure 2.32c how the structural differences between different groups are larger as
the category is more general. In the case of TIM, the different Folds within the 𝛼/𝛽 Class
are significantly different, whereas the different Superfamilies are similar. In other cases,
such as the globins, even families within the same Superfamily are significantly different
(Figure 2.32d).

The other popular protein classification database is CATH [356], which was developed by
Christine Orengo and Janet Thornton. CATH is named after its first four categories (Fig-
ure 2.32e):

1. Class: Like the Class category in SCOP, this category relates to the differences in sec-
ondary elements between proteins, while ignoring their orientation and connectiv-
ity. However, the types included within this category are more general than in SCOP
(mainly 𝛼, mainly 𝛽, mixed, and those with a few secondary elements).

2. Architecture: Relates to the overall shape of the domain structure as determined by
the orientations of the secondary elements, while ignoring their connectivity.

3. Topology: Similar to the Fold category in SCOP, i.e., relates to the overall organization
of the secondary structure, while also considering the connectivity of the secondary
elements.
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(a) (b)

(c) (d)

(e) (f)
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4. Homologous superfamily: like the Superfamily category in SCOP. The term ‘homol-
ogous’ here does not express high sequence identity, but rather that the members of
this group are considered to have a common origin.

5. Sequence family: Like the Family category in SCOP, with the homology threshold
being 35%. In addition, CATH provides lists of proteins having sequence identity of
> 60% (very similar structures), > 95% (nearly identical structures), and 100% (iden-
tical structures).

6. Domain: Like the Domain category in SCOP.

The CATH classification is carried out as follows [357]: First, high-resolution protein struc-
tures are taken from the ProteinData Bank (PDB, seeChapter 3) and classified into Sequence
families according to sequence similarity. A representative structure is taken from each fam-
ily and automatically parsed into its domains. The domains are then classified into the dif-
ferent Classes. This is also done automatically, except for complicated cases, which require
human discretion. The computer algorithm carrying out the classification relies on the per-
centage composition of secondary elements, percentage of secondary-structure contacts,
secondary-element alternation, and the percentage of parallel 𝛽-strands. Within each Class,
the proteins are further classified into folds and superfamilies based on their structures.
Only then, the classification into the different Architecture groups is carried out, manually.
To illustrate the process, we will use the same example of TIM used above (Figure 2.32f):

1. Class: mixed (𝛼-𝛽).
2. Architecture: 𝛼-𝛽 barrel (out of 14 different types).
3. Topology: TIM barrel (out of 13 different topologies/folds).
4. Homologous superfamily: Aldolase class I (out of 39 superfamilies).
5. Sequence family: Isomerase (out of 39 families).

A third interesting classification method is implemented by ECOD (evolutionary clas-
sification of protein domains) [358], a freely available database*1 developed by Nick Grishin’s
group. Like SCOP and CATH, ECOD employs hierarchical classification of domains. How-
ever, unlike SCOP and CATH, it groups domains primarily by evolutionary relationships
(i.e., homology), rather than structural topology. Thus, it can detect relationships between
domains even when they are structurally different. Such relationships are often missed by
SCOP and CATH. The evolutionary emphasis also allows ECOD to detect functionally-
important regions in the classified domains. Another positive feature of ECOD is that it is
updated weekly, to reflect new additions to the Protein Data Bank.

FIGURE 2.32 Protein classification. (Opposite) (a) The hierarchical classification of SCOP.
(b) Detailed view of SCOP’s classes. The first four classes are demonstrated by graphic examples.
(c) Illustration of SCOP classification with the example of triosephosphate isomerase (TIM). Rep-
resentative structures are shown in each category, and the one corresponding to TIM is marked
with an asterisk. (d) Illustration of SCOP classification with the example of myoglobin. For clarity,
structures within the same Superfamily and Family are shown in the same orientation, determined
by superimposition. (e) The CATH classification hierarchy. (f) Illustration of CATH classification
with the example of TIM, as in (c). The numbers in brackets are CATH codes for each group.

*1http://prodata.swmed.edu/ecod/

http://prodata.swmed.edu/ecod/
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2.4.2.4.3 Which tool is best?

SCOP and CATH share some common features, yet differ in others (see detailed compari-
son in [357]). Both are hierarchical, and both group proteins in two steps: the first is based on
sequence similarity, and the second is based on structure similarity. One of the differences
between these tools is the distinction between 𝛼 + 𝛽 and 𝛼/𝛽 proteins, which is made by
SCOP but not CATH. This distinction is important, as explained below. Another important
difference between the two databases is the degree of automation in the classification pro-
cess. SCOP’s classification process relies mainly on human discretion, and uses automated
procedures only for the grouping of proteins into families, according to sequence similar-
ity. In contrast, CATH uses automation extensively and applies human discretion only at
certain points. There are fully automated classification tools, such as FSSP [359], which we
will not address here. The degree of automation is most important in the stage of separating
each of the proteins into domains. This is because the definition of domains is subjective,
and both tools use different definitions. Other classification tools use algorithms that rely
on parameters such as surface area, degree of interaction between residues, and hydropho-
bicity. As a result, it is not uncommon for one tool to miss a domain identified by another
tool. In this sense, it seems that CATH tends to assign a larger number of domains than
SCOP (justifiably or otherwise)*1 [330], because the definition it uses for domains is strictly
structural, whereas SCOP also uses a comparative approach. That is, SCOP also inquires as
to whether the domain in question is observed in other superfamilies as well. If not, chances
are it is not a real domain. Since SCOP achieves better scores than CATH in some cases but
worse scores in others, it is very difficult to draw any conclusions regarding the preferability
of either approach. A similar problem arises in the case of the Fold (Topology) assignment,
as the definition of folds is also arbitrary. However, in this case the tendencies of the two
classification tools are the opposite to those in the Domain assignment. That is, most of the
highly populated Topology groups in CATH are further classified into Fold groups by SCOP.
The reason for this tendency probably has to do with CATH’s structural approach, which
may group two folds into one as long as they share a certain geometric feature (for exam-
ple, a parallel 𝛽-sheet with two 𝛼-helices on both sides is present in all proteins that CATH
considers as possessing the Rossmann fold). Another difference between CATH and SCOP
is the Architecture category, which is included only in the former.

In conclusion, despite the clear differences between CATH and SCOP, it is virtually
impossible to determine unequivocally which is the best tool, since there are no fixed rules
regarding the definition of the structural units in proteins. SCOP’s tendency to include con-
siderations that are beyond the mere structure is helpful for the integration of evolutionary
information into the classification process. However, the emphasis of SCOP on human dis-
cretionmakes it somewhat cumbersome. CATH provides important structural information
on the protein, and even contains an additional classification category [357]. However, its re-
liance on automated classification procedures may lead to errors in borderline cases.

We should also consider the possibility that finding a foolproof method for classifying
proteins into discrete structures is impossible to begin with. That is, the structural space of
proteins may not include discrete folds (as in SCOP) or topologies (as in CATH), but rather
a continuous range of structures [360–365]. This is suggested by different studies, in which
numerous protein structures have been compared at the sub-domain level. The studies in-
dicate that even seemingly-different structures may share common features such as sec-

*1Only 70%–80% of the domains classified in SCOP and CATH have similar domain boundaries [330].
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ondary structure arrangement. For example, Kolodny and coworkers have demonstrated
that protein structural space contains both discrete and continuous parts [366]. By con-
structing networks of SCOP domains based on sequence and structural similarity, the au-
thors found that all-𝛼, all-𝛽, and 𝛼 + 𝛽 class domains mostly populate the discrete parts
of protein space, whereas 𝛼/𝛽 domains mostly populate the continuous parts. Folds in the
continuous parts of protein space are related to each other by sub-domain sequence-
structural themes*1. Many of these themes are recurring and appear in different combina-
tions in different domains. This pattern suggests that such sub-domain themes may be the
real evolutionary/functional building blocks of proteins. To address this possibility and
to allow for broader detection of domain relationships, the SCOP team recently developed
SCOP2 [367]*2, which replaced SCOP’s simple, tree-like classification with a more complex,
network-based one.

As mentioned above, 𝛼/𝛽 domains are highly connected to one another within the pro-
tein’s structural space, and tend to mix-and-join their sequence-structural themes [366]. 𝛼/𝛽
domains are also known to be older [327], more stable, more frequently involved in domain
fusion events, and more functionally diverse than the other domain classes. The functional
diversity of 𝛼/𝛽 domains may result from their higher tendency (as compared with other
domain classes) to mix-and-join their sequence-structural themes, though it is yet to be
determined why they have this tendency.

2.4.2.5 Knotted proteins
The folds described above, whether complex or simple, display elegant shapes and forms,
some of which contain internal symmetry.The elegance of these forms, along with the com-
mon grouping of secondary elements in distinct regions of the protein, allows us to imagine
how such a structure could fold from an open chain into a compact structure. However,
a study of carbonic anhydrase B (CAB) in 1977 [368] and a later survey of known protein
structures [369] revealed a phenomenon that did not seem to be in line with the notion of the
compact elegance of folds – CAB’s chain was folded onto itself, forming an internal knot.
Since then, over 1,300 proteins have been found with different types of knots [370] (see Fig-
ure 2.33 for examples), showing that CAB was not an isolated case. Furthermore, the knots
have been shown to be preserved within and between protein families despite their large
sequence divergence [371].

The rarity of protein knots*3 can be rationalized in different ways, from local geometric
aspects of the protein chain [372] to the probable difficulties in creating a knot during fold-
ing [373]*4. Why, then, were knots formed in the first place and preserved in certain proteins?
One suggestion is that internal knots allow the cell to extend the lifetime of certain proteins
bymaking it harder for them to unfold and enter the proteasome [375] (see Subsection 2.6.4.3
below for details on the ubiquitin-proteasome degradation system in cells). Other suggested
roles include enhancing thermal, mechanical, and/or kinetic stability of proteins, stabiliza-
tion of protein transporters, help in shaping enzymatic binding sites, and altering enzymatic
activity (see [374] and references therein).

*1The size of such motifs is typically a few dozen residues.
*2http://scop2.mrc-lmb.cam.ac.uk/
*3Knotted proteins constitute ~0.8% of all proteins with known structure [370].
*4Indeed, the folding of knotted proteins is slower compared to that unknotted ones [374] and most likely

requires the assistance of chaperonins in vivo [373].

http://scop2.mrc-lmb.cam.ac.uk/
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There are several freely available online tools that can assist in predicting and character-
izing protein knots. These include the following:

KnotProt [370]: A database of proteins with knots (URL: http://knotprot.cent.uw.edu.pl/
introduction).

pKnot [376]: A web server for detecting protein knots in given structures or sequences
(URL: http://pknot.life.nctu.edu.tw/).

FIGURE 2.33 Examples of knots in proteins.The following proteins are shown, from left to right:
YBEA methyltransferase (PDB entry 1ns5), Class II ketol-acid reductoisomerase (PDB entry 1yve),
and ubiquitin hydrolase UCH-L3 (PDB entry 1xd3). For clarity, the structure is colored using the
rainbow scheme with the N-terminus in red and the C-terminus in blue. The upper panel shows a
ribbon representation of the proteins’ main chains. The lower panel shows a more reduced repre-
sentation to make the knots clearer. The image was taken from [375].

2.4.3 Evolutionary conservation of structure and function in proteins
2.4.3.1 Interests of individual versus those of species
In the previous subsections we have seen the tight relationship between structure and func-
tion. This relationship implies that once a functional structure is formed, it is most likely
to be preserved for the viability of the organism. Evolution seems to contradict this inter-
pretation, as it proceeds through constant changes of the organism’s proteins via random
mutations in their respective genes*1. Most single-point mutations lead only to small local
changes in the structure of the protein, around the mutated position [377–379], reflecting the
robustness of proteins. However, given sufficient time, the numerous mutations accompa-
nying the evolutionary process are bound to change the structure of the protein, and along
with it its activity. As mutational events are random, changes in the structure and activity
of a given protein have equal likelihood of being to the benefit of the organism or to its

*1Note that ‘mutation’ means any change of amino acid, including changes that lead to the loss of the pro-
tein/organism and are therefore missing from the evolutionary record. Mutations that survive, either because
they do not affect protein function or because their effect can be tolerated or lead to new function, are called
fixations. Here, we usually use the term ‘mutation’ to describe fixation.

http://knotprot.cent.uw.edu.pl/introduction
http://knotprot.cent.uw.edu.pl/introduction
http://pknot.life.nctu.edu.tw/)
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detriment. In the latter case, the changes may lead to serious pathological processes. Evo-
lution, which works at the species level, solves this problem by using the famous natural
selection mechanism, which does not allow organisms with too severely damaged genes to
survive and to propagate the mutation. At the level of the individual organism, however,
the occurrence of random mutations in cellular or tissue proteins is highly problematic. For
example, deletion mutations in the regulatory domains of cell-division-promoting proteins
might lead to uncontrollable divisions, and as a result to cancer [380]. In fact, even a simple
point mutation leading to a single amino acid replacement might manifest as a disease. As
explained above, single-point mutations usually do not lead to major changes in the confor-
mation of single protein chains. However, if the mutation replaces a residue that plays a key
role in enzymatic catalysis or in ligand binding, then the mutation can easily lead to protein
malfunction and a resulting disease. Alternatively, the mutation can introduce a residue
that allows the protein to interact favorably with others and form a complex structure with
toxic properties. Indeed, this is the case with the well-known disease called ‘sickle-cell ane-
mia’, which is caused by a single mutation in the protein hemoglobin. The extensive research
carried out on hemoglobin during the last decades has greatly boosted our understanding
of key biochemical and biophysical mechanisms. For this reason, hemoglobin is frequently
used in textbooks as a general ‘case study’, as will be done here as well. In the following
subsection we will use the accumulated information to explain sickle-cell anemia down to
the molecular level and demonstrate the detrimental potential of single-point mutations. In
Chapter 5 we will go back to hemoglobin in order to understand one of the most important
protein-related mechanisms in biology, allostery.

Hemoglobin and sickle-cell anemia
Hemoglobin is a globular protein that almost entirely fills the cytoplasm of red blood cells.
It functions in carrying molecular oxygen (O2) from the lungs of animals to their periph-
eral tissues, as well as carrying the metabolic byproduct carbon dioxide (CO2) back to the
lungs, where it can be exhaled.The protein consists of four polypeptide chains (Figure 2.34a)
termed 𝛼1, 𝛽1, 𝛼2, and 𝛽2; each is made of seven (or eight) 𝛼-helices connected by loops (Fig-
ure 2.34b). The four chains are structurally very similar, but differ in their sequence. Each
chain binds a prosthetic group called ‘heme’*1, the function of which is to bind oxygen at
the lungs and release it at the peripheral tissues*2. Some people have a single mutation on
chromosome 11, which causes hemoglobin to organize as long curvy fibers. When these are
created, the entire red blood cell is stretched into the shape of a sickle, hence the name of the
disease. The stretching of the plasma membrane makes it fragile, and, as a consequence, the
lifetime of the cells is reduced from 3months to only 10–20 days. At the physiological level,
the consequence of this reduction in lifetime is a constant state of anemia, i.e., shortage of
‘blood’ (in this case, blood cells). Accordingly, the inflicted person suffers from fatigue and
shortness of breath; both are symptoms of anemia. The sickle cells often become physically
stuck inside small blood vessels, which might cut off the blood supply to different organs.
This leads to complications far worse than the original anemic state, depending on the af-
flicted organ. Aside from causing severe muscle pain, the insufficient blood supply to major
organs such as the brain, lungs, kidneys, and even spleen may lead to their failure, and in
some cases even to death.

*1May also be spelled ‘haem’.
*2The molecular physiology of this process is discussed in Chapter 5.
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When the amino acid sequence of normal and sickle hemoglobin (HbA and HbS, re-
spectively) was studied, they were found to differ in only one amino acid residue, at position
6 of the 𝛽2 chain (Figure 2.34c). Normal hemoglobin contained glutamate at this position,
whereas the sickle form contained valine. To understand the meaning of this replacement,
it was necessary to study the three-dimensional structure of the protein. As it turned out,
the position affected by the mutation is at the periphery of the proteins, and the mutation
leads to a change in the way adjacent hemoglobin molecules interact with each other (Fig-
ure 2.34d, top left). Specifically, the branched side chain of valine at this position in HbS
creates a protrusion, which geometrically fits right into a hydrophobic depression in the 𝛽1
chain of a nearby hemoglobin (Figure 2.34d, bottom right).This enables the twohemoglobin
molecules to adhere to each other, and when the process repeats itself with many other
hemoglobin molecules, a long sickle-shaped fiber is formed [381]. This process, which hap-
pens mostly when the red blood cell is in a low-oxygen environment*1, i.e., in peripheral
tissues, stabilizes the non-binding form of hemoglobin (see detailed in Chapter 5 below).
Normal hemoglobin (HbA) does not form fibers, because it cannot interact with adjacent
hemoglobinmolecules. Asmentioned above, normal hemoglobin contains glutamate at po-
sition 6 of the 𝛽2 chain. The carboxylate side chain of the glutamate is negatively charged,
and is therefore repelled by the hydrophobic depression in the other molecule. An inter-
esting question is, why was the mutant form retained throughout evolution? The answer
is probably that heterozygotes for the mutation are more resistant to malaria [382]. Indeed,
the mutation is very common in malaria-endemic regions, such as sub-Saharan Africa, In-
dia, the Middle East and the Caribbean islands. Resistance to malaria is also conferred by
other diseases that compromise red blood cells, such as thalassemia [383] and glucose 6-
phosphate deficiency (G6PD, see Box 2.3). Moreover, it is believed that these diseases share
at least some of the molecular mechanisms through which resistance to malaria is achieved,
e.g., enhanced formation of harmful oxygen radicals [384].

2.4.3.2 Structure conservation: evolutionary mechanisms
The natural selection mechanism should filter out from the evolutionary process proteins
that are functionally damaged by mutations, provided that the damage is severe enough to
compromise the organism. Since all proteins today are the result of a long evolutionary pro-
cess involving numerousmutations, we can assume that themutations leading to the present
form of each protein were (at least) not harmful. The case of sickle hemoglobin described
above demonstrates the devastating potential of a single mutation. Is this a representative
case? It seems not; global structural and functional changes as a result of point mutations
are uncommon. One reason is that only a small number of protein residues are of crucial
importance to stability and function [385]. An impressive example can be found in the case
of protein G, which resides on the surface of pathogenic streptococcus bacteria. This pro-
tein includes two domains, GA and GB, which bind to different proteins in the host’s serum
(i.e., blood fluid). The importance of the binding is probably in camouflaging the bacteria
from the host’s immune system. The two domains differ in their structure: the structure
of GA includes a three-𝛼-helical bundle, whereas that of GB includes a combination of an
𝛼-helix with a four-strand 𝛽-sheet. In a recent study, mutations were introduced into the
domains in order to increase their sequence similarity [386]. Surprisingly, the structures of

*1Under low oxygen conditions the hydrophobic depression, to which Val-6 binds, becomes exposed, thus
enabling the binding.
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(a) (b)

(c)

(d)

FIGURE 2.34 Hemoglobin and sickle-cell anemia. (a) The quaternary structure of normal
hemoglobin (HbA). The four subunits are denoted. (b) The secondary structure of HbA. (c) The dif-
ference in the sequence of the 𝛽2 subunit between normal (HbA) and mutated (HbS) hemoglobin.
The side chains of amino acids at position 6 of HbA and HbS are shown in detail to demonstrate
physicochemical differences. (d) The interaction between subunits 𝛽1 and 𝛽2 (in red and blue, re-
spectively) of different HbS molecules. The overall binding topology between the two molecules is
shown on the left, whereas the exact nonpolar interaction between Val-6 of 𝛽2 and the hydrophobic
pocket of 𝛽1 is magnified on the right.
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the two domains were preserved even when themutations created an 88% sequence identity
between them. It therefore seems that the remaining 12% of each sequence, which in this
case consists of merely seven residues, is responsible for the structure of the corresponding
domain. Even more dramatic support for this conclusion was given by a later study of the
same group, in which one fold was transformed into another by a single mutation [387].

How relevant are the results of this experiment to the global evolutionary trends of
residue conservation? One way to find out is by comparing sequences of orthologous pro-
teins belonging to different branches of the evolutionary ‘tree’, and inspecting the locations
of the mutated residues. In other words, we can see what types of changes proteins can en-
dure without being structurally and functionally compromised, and which of the protein
parts do not tolerate any large changes. Indeed, such studies have characterized many of the
primary evolutionary trends and mapped the different regions of globular proteins accord-
ing to their relative degrees of evolutionary conservation. Their conclusions are as follows:

1. Functionally important regions of proteins are often more conserved than other
regions. Functionally important regions include residues involved in catalysis, lig-
and binding, transfer of electrons/protons, etc. It should be noted that in some cases,
namely, when functional versatility is required (e.g., in the antigen-binding sites of
antibodies), this rule of thumb regarding conservation of functional regions does not
hold, but these constitute the minority of cases.

2. The protein core is more conserved than its surface [388,389]. This probably results
from the core being more densely packed than the surface, and therefore less capable
of adapting structurally to a mutation. Indeed, replacing core residues systematically
in a way that changes their packing density reveals a high correlation between the
stability of the protein and the capacity of its residues to fill voids in the core [273].
The high conservation of the core enables the protein to preserve its overall structure,
while its surface is free to change some functional features, such as the specificity of
the ligand binding site, and thus to produce different versions of the same protein in
the organism, capable of working a little differently [390,391]. In fact, proteins that have
only 50% sequence similarity may still share 90% of their core structure!
In cases where mutations do occur in the core, they are usually compensated for by
other effects, so the overall structure of the core in unperturbed. For example, an
additional mutation (or mutations) can counteract the effect of the first. Such muta-
tions are referred to as ‘coupled’ or ‘correlated’ (see Box 3.3 in Chapter 3). Another
way to compensate for the spatial disturbance created by a mutation is conforma-
tional changes of nearby residues. This mechanism is less efficient, as core residues
are themselves tightly packed, and are therefore limited in their capacity to move. It
has been suggested that conformational changes can compensate for changes amount-
ing to 60% of the sequence, but not more [389]. When the original mutation creates a
very large disturbance, compensatory insertion/deletion mutations may by required,
assuming that the disturbance can be rectified at all.

3. Secondary elements are more conserved than loops. The reason for this phe-
nomenon is also a matter of speculation. It could be a result of the tendency of the
more densely-packed helices and sheets to appear inside the protein core. In addition,
loops are more flexible by nature, and can therefore quite easily compensate for the
effect of a mutation by undergoing the required conformational changes.
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4. Conservative mutations are frequently allowed. These are mutations that do not
significantly change the physical-chemical features of the amino acid side chain, and
therefore create only a minor structural or functional disturbance. Such mutations
may include the following: Glu→Asp, Gln→Asn, Val→Leu, etc. This phenomenon,
which is particularly prominent in superfolds [312], allows proteins with different se-
quences to create the same folds, in accordance with the ‘structure is more conserved
than sequence’ paradigm that was introduced above.
In sum, proteins can tolerate mutational changes up to a certain point, beyond which
further changes disturb the overall structure and cannot be counteracted by compen-
satory mechanisms. On the evolutionary scale, the mutations build up until they in-
duce structural/functional changes, which are the basis for creating functional speci-
ficity towards ligands and/or environmental conditions.

2.4.3.3 Evolution of function
Theevolutionary conservationmechanisms described above are in accordancewith the cen-
tral sequence → structure → function paradigm.Nevertheless, the evolutionary development
of function may sometimes seem to deviate from this paradigm, as follows:

• Proteins with no common origin and different sequence and/or structure may still
perform the same function, provided that they have the same catalytic residues [280].
A well-known example is the catalytic triad Ser-His-Asp/Glu, which is shared by the
proteolytic enzymes chymotrypsin and subtilisin.

• Proteins with the same fold may serve different functions following the replacement
of their catalytic residues [392,393], or when their cellular location or environmental
conditions change. For example, the protein phosphoglucose isomerase acts as an
enzyme in the cytosol, but as a nerve growth factor and cytokine when outside the
cell [394]. Similarly, the heat-shock protein HtrA has been found to act as a prote-
olytic enzyme under high temperatures, but as a molecular chaperone under low
temperatures [395].

What, then, are the principles guiding the evolutionary development of function in proteins?
Again, investigation of enzyme superfamilies may be very helpful in that sense, as these
tend to include members of common origin, which have quite different sequences but still
maintain similar fold and function. Studies of such superfamilies demonstrate the following
principles:

1. Enzymes belonging to the same superfamily usually share the same principal cat-
alytic mechanism. This phenomenon results from the evolutionary conservation of
the catalytic residues. The individual enzymes differ primarily in the secondary cat-
alytic stages, or in their specificity towards their substrates, coenzymes, or regulating
ligands [390,391]. The evolutionary tendency to preserve the general catalytic mecha-
nism while changing the specificity towards a substrate/ligand explains how enzymes
of the same origin in different organs/tissues (paralogues) can carry out the same
chemical reactions, but on different substrates and with different regulators, in accor-
dance with the metabolic profile of the specific organ [396].

2. Differences in specificity of enzymes towards their substrates may result from simple
mutations of the binding residues (e.g., malate/lactate dehydrogenase [397]), but may
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also be a consequence ofmore complex changes. For example,mutations of peripheral
residues building the binding site may induce conformational changes in this region,
changing its shape or the distribution of charges. As a result, the binding site might
lose its geometric and electrostatic compatibility with the substrate, and in some cases
even change its specificity to another substrate.

3. Changes of residues on the protein surface may also affect the protein’s activity, for
example, by changing the connections between functional domains.

As discussed earlier, it is believed that functional evolution in proteins proceeds via gene
duplication and divergence of the products (Ohno’s model [338]). This may seem to contra-
dict the accepted view of the evolutionary process, in which each gene keeps changing until
it achieves a beneficial and required function. In fact, the duplication process solves this
problem, as the duplication product (i.e., the gene copy) is free to keep developing without
the cell being compelled to pay the price for the loss of its original gene’s function. Still,
the process of shifting from one function to another by the duplication product seems too
drastic from the evolutionary point of view. Some enzymes are promiscuous, i.e., capable
of catalyzing multiple different reactions or acting on multiple different substrates [398] (see
Chapters 8 and 9). It has recently been suggested that such ‘promiscuity’ could have facili-
tated the sharp change in function of the protein products of duplicated genes. According
to this suggestion, enzymes originally capable of catalyzing two different reactions served as
‘intermediates’ in the functional shift, and after their duplication the chosen function was
made permanent by further mutations [398,399].

2.4.4 Water molecules inside proteins
Protein folding is often described as a process of removal of water from nonpolar
residues destined for the hydrophobic core. While this description is essentially correct,
experimentally-solved protein structures often include individual water molecules inside
the core [400,401]*1. As mentioned earlier, the packing of residues within the core is not per-
fect, and it is not uncommon to find voids, which are referred to as ‘packing defects’. Voids
less than 20Å3 in volume are completely empty, whereas those of 40Å3 or more tend to
include water molecules [273,404,405]. This is not a random phenomenon; structural analysis
shows that such water molecules interact electrostatically with polar residues in their vicin-
ity and also mediate interactions between residues [406,407] (Figure 2.35).These interactions
lower the energetic penalty ‘paid’ by the protein as a result of the burial of polar groups
inside its hydrophobic core [408] (see Equation (2.2) in Subsection 2.3.4). Interaction net-
works involving clusters of core polar residues exist exactly for this purpose. However, the
residues are not always positioned closely enough to achieve good electrostatic masking.
In such cases, water molecules serve as ‘bridges’ that allow the separated residues to main-
tain their interactions. Indeed, the appearance of watermolecules in protein voids correlates
with the polarity of the residues lining the voids [409]. Further stabilization is achieved by the
van der Waals interactions of water molecules with these residues, whether they are polar
or not.

*1Since the exchange of these water molecules with the bulk solvent is slower (ns–μs [402]) than that of water
molecules on the surface of the protein (ps–ns [403]), core water molecules often appear in crystal structures.
For this reason, they are usually referred to as ‘structural water’.
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FIGURE 2.35 Polar interactionsmediated by intraproteinwatermolecules.The interactions are
demonstrated by horseradish peroxidase C1a (PDB entry 1w4y).

In addition to conferring structural and energetic benefits, core water molecules may also
contribute directly to the function of the protein. The contributions include the following:

1. Promotion of catalysis: The capacity of water to serve as both a hydrogen-bond
donor and acceptor enables core water molecules to facilitate biochemical reactions
catalyzed by the enzymes [410] (see Chapter 9 for details).

2. Assisting transport: Some water molecules present within (protein) ion transporters
have been shown to participate in the formation of a transport path [411].This happens,
e.g., in the bacterial protein bacteriorhodopsin, which uses solar energy to pump pro-
tons across the plasma membrane [411]. In contrast to ion channels, such transporters
do not include a continuous body of water, and the transport of ions within them
requires the latter to ‘jump’ from one polar residue to another within the protein core
(see Chapter 7). Again, water molecules may serve as bridges between polar residues
whose distance is too great for the ion to jump across.

3. Assisting in folding: Protein folding involves the creation of new interactions be-
tween residues. Electrostatic interactions are long-ranged, but also depend on the spa-
tial organization of the interacting groups. Thus, during folding, some of the residues
that will soon interact with each other are still too far from each other to do so, and
it is thought that water molecules aid the folding by temporarily bridging these inter-
actions [412]. Similarly, water molecules within the folded protein may aid conforma-
tional changes by bridging interactions during the change [413]. This idea is supported
by studies showing that water increases the folded state dynamics of proteins [414,415],
which is highly important for their function (see Chapter 5).

4. Assisting in interactions with ligands: Water molecules may bridge electrostatic
interactions between polar groups of the protein and those of the ligand, as de-
scribed above for folding [416,417]. Indeed, protein-protein interfaces tend to in-
clude fixed water molecules (i.e., not part of the bulk) in a concentration of
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1 per 1,000Å2 [417], although their distribution is inhomogeneous and much higher
around polar residues [418]. A more detailed discussion of protein-protein interfaces
will be given in Chapter 8.

The discussion above demonstrates the structural and functional importance of water
molecules bound to strategic locations inside proteins. Indeed, such structural water
molecules are often found to be evolutionarily conserved, similarly to key binding and/or
catalytic residues (e.g., [419,420]). Such water molecules are found in specific locations inside
binding and catalytic sites of evolutionarily related (homologous) proteins and serve the
same function.

2.5 QUATERNARY STRUCTURE

2.5.1 Introduction
Many proteins, perhaps even most [421], contain multiple polypeptide chains interacting
with one another, usually noncovalently. The overall spatial arrangement of these chains
is referred to as the protein’s ‘quaternary structure’, and the interactions between them are
called ‘quaternary interactions’ [422]. The chains are often called ‘subunits’. The terms used
to refer to proteins that have quaternary structures generally end with the suffix ‘mer’ and
reflect the following two qualities:

1. The identity of the polypeptide chains. When the chains are identical the protein is
referred to as a ‘homomer’, and when they are different it is called a ‘heteromer’. Most
proteins having quaternary structure are homomers, and contain an internal sym-
metry [423]. In fact, it has been estimated that over 50% of all proteins form homo-
mers [424].

2. The number of polypeptide chains: Proteins with 2, 3, 4, 5, and 6 chains are called
‘dimer’, ‘trimer’, ‘tetramer’, ‘pentamer’, and ‘hexamer’, respectively. When the number
of chains exceeds 2, the general name ‘oligomer’ may be used. Most oligomers are
small and include an even number of chains [423,424].

Thus, the protein hemoglobin, which includes four non-identical subunits (Figure 2.34a),
may be referred to as a ‘hetero-tetramer’, or more generally as a ‘hetero-oligomer’.

In some cases, although not often, the degree of ‘obligation’ of the chains to the oligomer
is included in the naming. When the oligomeric state alone is the biologically active form
of the complex, the oligomer is referred to as ‘obligate’ or ‘obligatory’ [425]. ‘Non-obligate’
or ‘non-obligatory’ oligomers, in contrast, are biologically active in both monomeric and
oligomeric states. Another distinction often made with respect to oligomeric proteins is be-
tween the transience and permanence of binding. Non-obligatory complexes that are in a
constant association-dissociation equilibrium are said to be ‘transient’*1, whereas oligomers
that require a molecular trigger to change their oligomeric state (e.g., signals coming from
outside the cell) are referred to as ‘permanent’ [425]. Note, however, that the permanence of
the oligomer may also be affected by environmental conditions such as pH, temperature,

*1Such transient interactions often form the basis for functional subcellular networks. The complexes
involved in these networks are sometimes described as the ‘quinary structure’ of the proteins forming
them [426–428]. As the name implies, this is supposed to be the next structural level achieved by proteins, after
quaternary structure.
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etc. Also note that the distinction between obligation and permanence of binding can some-
times become blurred, and the two concepts are often confused in the literature.

When an oligomer consists of different chains, it is sometimes difficult to determine
whether it is a hetero-oligomer of the same protein, or several different proteins working
as a complex. This is usually decided according to the degree of obligation presented by
the oligomer. That is, if only the oligomer state is active in vivo (i.e., an obligate oligomer),
the oligomer is considered as one, multi-chain protein. Conversely, if one or more of the
separate chains are also active, it is considered a complex of different proteins. It should
be noted, however, that some proteins that act as oligomers have subunits that function in
isolation, although to a lesser extent.

One interesting question regarding oligomeric proteins is how they developed in the first
place. Transient interactions between protein segments may occur inside or outside the cell
unaided, but for a protein to become a permanent oligomer, it must undergo a change at the
genetic level. There are several genetic mechanisms that could have facilitated the transition
of monomers into oligomers. The process probably started with mutations that changed the
geometric and electrostatic nature of the proteins’ surfaces, to make them more likely to
interact with other proteins [429], that is, to turn them into interfaces. Such mutations could
have been of different types: insertion, deletion, substitution, or recombination, and their
number could have been quite low. This is because protein-protein interactions usually rely
on a small number of key interfacial residues [430–432]. Although protein-protein interfaces
may have emerged only in certain proteins, it is likely that at some point simple structures
that had turned into interfaces became independent binding units. Once such ‘oligomer-
ization units’ were formed, they might have attached to existing proteins by genetic fusion,
conferring oligomerization capabilities. In other words, such units became oligomerization
domains, attached in a combinatorialmanner to other domains in different proteins.The en-
tire process, as described here, has been suggested, e.g., for transcription factors using the
helix-loop-helix (HLH) motif for DNA recognition (see Subsection 2.4.2.1.1 above) [433].
Specifically, it was suggested that the oligomerization domain appearing in these proteins
was at some point duplicated and inserted into other, unrelated genes. If this is true, this
mechanism could explain the prevalence of the HLH motif in nature.

2.5.2 Characteristics
2.5.2.1 Dimensions and complexity
Different proteins comprise different numbers of subunits. Most oligomeric proteins have
only a few, yet some have large numbers of subunits. For example, the F0 component of the
famous ATP-forming enzyme ATP-synthase includes 13 different subunits (Figure 2.36).
Very large numbers of subunits can usually be found in viral envelope proteins, which may
include up to 60 polypeptide chains.

2.5.2.2 Symmetry
Internal symmetry is one of the prominent tendencies of oligomeric proteins [421]. Globular
proteins, such as enzymes, receptors and antibodies, usually have a simple point group sym-
metry (i.e., two to six folds) [434] (Figure 2.37a), whereas proteins of the plasmamembrane or
viral envelope, as well as proteins forming soluble fibers in the cytosol (e.g., microtubules),
tend to have a high-fold rotational symmetry. Symmetry is probably another consequence
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of evolution’s general tendency towards parsimony, as it allows the cell to achieve a higher
function using copies of the same structural unit. It is therefore not surprising that this phe-
nomenon appears in proteins of all three kingdoms of nature. Analysis of protein structures
suggests that asymmetrical oligomers appeared only later in evolution [435]. As mentioned
earlier, symmetry is often the result of duplication and divergence processes [280].

FIGURE 2.36 Themulti-subunit character of the enzyme F0-ATP synthase (PDB entry 1c17).
The subunits are marked with different colors.

(a) (b) (c)

FIGURE 2.37 Symmetry in homo-oligomers. (a) Two-fold symmetry in dimeric triosephosphate
isomerase (PDB entry 1amk).The binding surfaces of the two subunits are identical and rotated 180°
with respect to each other, making the interface ‘isologous’. (b) Three-fold symmetry in trimeric
chloramphenicol acetyltransferase (PDB entry 3cla). The interface includes two different binding
surfaces, i.e., it is ‘heterologous’. (c) Dihedral symmetry in tetrameric 𝛽-tryptase (PDB entry 1a01),
including two isologous interfaces. Dihedral symmetry appears in most tetrameric and hexameric
proteins. The axes of symmetry are denoted in each structure.
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2.5.2.3 Subunit interactions
Quaternary structures are stabilized primarily by noncovalent interactions, allowing dy-
namic equilibrium to exist between different oligomeric states of the same protein [421]. As
in the case of protein folding (see Chapter 4), the formation of the quaternary structure
is driven by the hydrophobic effect [436], and rendered specific by electrostatic interactions.
The latter tend to occur between cooperative interaction networks in the interfaces between
subunits, with arginine often serving as a bridging element [209]. Still, the interface is mostly
nonpolar. We have seen that protein subunits are often formed by duplication of genes cod-
ing for monomeric proteins. Sincemonomeric protein surfaces are more polar than subunit
interfaces, there must have been an evolutionary process making the surface less polar. One
of the genetic mechanisms involved in this process is thought to be domain swapping [437].
In this proposed mechanism, segments in each of two identical proteins interact with their
complementary regions in the other protein, which allows the two proteins to interact with
each otherwhilemaintaining their tertiary structures (Figure 2.38).Mutations in the regions
of the chain linking the segments could make the complex more stable than its individual
components, thus perpetuating the complex. A small number of mutations suffice for this
purpose, which makes the mechanism ‘cheap’ and efficient [280]. Although this mechanism
is speculative, it has been proposed for at least 40 proteins, including barnase and the diph-
theria toxin [438]. It is noteworthy that the mechanism also works at the sub-domain level,
where two domains interact by swapping an amino acid segment (e.g., a helix or loop) be-
tween them [439].

In some proteins the quaternary structure is also stabilized by covalent bonds. In
membrane-bound or secreted globular proteins these are mostly disulfide bonds, whereas
in certain extracellular fibrous proteins the bonds tend to involve the side chain of lysine.
These proteins include collagen (Lys-Lys), elastin (Lys-Gln), and fibrillin (Lys-Glu).

As discussed in Chapter 8, which deals with protein-ligand interactions, the interfaces
between protein subunits differ from protein-protein interfaces. Nevertheless, as both cases
involve interfacing of polypeptide chains, the physical-chemical principles of the interac-
tions occurring in the two types of interfaces are very similar.

FIGURE 2.38 Domain-swapping mechanism. The figure schematically presents two identical
proteins, each having two domains: 1 + 1′, and 2 + 2′. Since the proteins are identical, their do-
mains may undergo an evolutionary process of swapping, as described in the main text. The figure
is adapted from [437].
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2.5.3 Advantages of quaternary structure
Like any evolutionary process, the processes leading to the appearance of quaternary struc-
turesmust have involved survival advantages to the organisms inwhich they appeared. Here
are some of the advantages conferred by this level of structure:

1. Active site diversity
It is estimated that one out of six of all protein oligomers functioning as enzymes
include active sites built from multiple different subunits [429]. A known example is
aspartyl protease from the AIDS-causing virus HIV-1 (Figure 2.39). The requirement
for more than one subunit provides another level of regulation on the activity of the
enzyme. Furthermore, active sites that are built from multiple different chains are
more versatile than those built from a single chain within the frame of tertiary struc-
ture.

FIGURE 2.39 Theactive site ofHIV-1 aspartyl protease (PDB entry 1a8k).Theenzyme is shown
in ribbon representation, and the peptide ligand as an atom-sphere model. The two polypeptide
chains building the entire enzyme (including the binding site) are colored differently.

2. Time and space coupling of metabolically related processes
The main biochemical pathways in cells, such as glycolysis and the Krebs cycle, are
carried out in several steps. Different steps are usually catalyzed by different en-
zymes. However, in some cases, a single oligomeric enzyme executes the steps by
using different subunits. This phenomenon is exemplified by the enzyme fatty acid
synthase (FAS), which synthesizes fatty acids from acetyl-CoA (see Chapter 9, Sub-
section 9.1.5.2.3 for details). In bacteria and plants, each of the biosynthetic steps is
carried out by a different enzyme (together referred to as FAS-II), whereas in fungi
and higher eukaryotes one enzyme (FAS-I) does it all [440,441]. FAS is a seven-subunit
protein; each of the first six subunits is responsible for a different step in the pathway,
and the seventh subunit transfers the substrate among the subunits until the process
is completed. Such a mechanism is much more efficient than using separate enzymes,
as it makes the substrate immediately accessible to each of the reactions, saving the
diffusion time from one enzyme to the next in line. A multi-functional enzyme may
also take up less space than multiple enzymes, which is particularly important in the
dense cytoplasm.
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FIGURE 2.40 A schematic depiction of the enzyme protein kinase A (PKA) and its activation
by the secondary messenger cAMP. The catalytic and regulatory subunits of PKA are marked as
‘Cat’ and ‘Reg’, respectively. cAMP is represented by cyan spheres. Binding of cAMP induces the
detachment of catalytic and regulatory subunits, allowing the former to bind to other proteins and
phosphorylate them.

3. Regulation of enzyme activity
Metabolic enzymes are tightly regulated, for obvious reasons. One of the most com-
mon forms of regulation is allostery, in which binding of a small organic molecule
to the enzyme changes its activity (see Chapter 5 for details). Many enzymes contain
catalytic and regulatory domains, with the latter regulating the activity of the former.
The regulatory domain is also where the small organic regulators bind. Specifically,
the binding induces conformational changes in the regulatory subunit, which affect
the activity of the catalytic subunit for better or for worse. A well-known example
is the enzyme protein kinase A (PKA), which serves as a key component in one of
the hormone-activated signal transduction pathways that regulate numerous cellular
processes [442]. Indeed, over 100 different proteins are known to be affected by the ac-
tivity of this enzyme [443]. PKA acts by phosphorylating certain serine and threonine
residues in its target proteins.The phosphorylation is carried out by two catalytic sub-
units, and is regulated by two regulatory subunits (Figure 2.40). In the resting state of
the enzyme the catalytic subunits are inactive.This is because the catalytic subunits are
‘blocked’ by segments of the regulatory subunits, which are similar (sequence-wise)
to the natural substrate of the enzyme*1. When the right hormonal signal arrives, a
small molecule called cyclic AMP (cAMP) binds to the regulatory subunits of PKA,
and by inducing conformational changes makes them detach from the catalytic sub-
units. This lifts the blockage from the catalytic subunits and allows them to bind to
their natural substrates and phosphorylate them.

4. Stability
As most biochemists know, aggregated proteins are more stable than those isolated in
solution. Protein complexes are particularly stable configurations of bound proteins;
they are more organized, and more likely to be biologically active, than the amorphic,
inactive aggregate. Protein complexes are more stable than isolated proteins for two
reasons. First, the contacts between polypeptide chains restrain their inherent mo-
tions, thereby decreasing the likelihood of a loss of structure. Second, in the bound

*1Except for the serine and threonine residues.
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state, the chains are less accessible to proteolytic enzymes. This is nicely illustrated
by the zinc-binding form of the hormone insulin (Zn-insulin) [434]. Insulin is synthe-
sized in the pancreas, and may be stored there until it is needed. In this particular
state, the insulin exists as a hexamer, i.e., as six units bound to one another, as well as
to two Zn2+ ions. The hexamer is particularly stable, which allows it to remain intact
inside the pancreas for a few days. When we eat carbohydrates, the insulin is secreted
into the blood stream, where it acts to shuttle glucose into cells and maximize the uti-
lization of excess sugar. In the blood, the insulin hexamer separates into its individual
chains, each of which has a lifetime of only a fewminutes.The short lifetime limits the
duration of the hormonal activity of insulin, thus preventing unwanted physiological
responses of the body to the excess concentration of the hormone (for example, de-
sensitization). Although this example relates to a homo-oligomer, the same principle
also holds for heteromeric protein complexes. In fact, increasing protein oligomer-
ization is one of the strategies that microorganisms living under high temperatures
use to increase the stability of their proteins [444].

5. Formation of large structures
Many of the proteins that form large structures in cells (e.g., the cytoskeleton) are
oligomers. This is not coincidental; the oligomerization enables cells to construct
very complex and elongated structures using a relatively small repertoire of repeti-
tive units [421].

6. Enhancing protein translation efficiency
The translation of RNA into polypeptides is a highly efficient process. Nevertheless,
errors may appear during translation, and the chances for such errors increase signif-
icantly as the translated chain gets longer. The use of oligomeric proteins enables cells
to construct functional units using short polypeptide chains, instead of one very long
chain [429]. This strategy significantly decreases the number of errors during transla-
tion, and thus the likelihood of producing a defective protein.

2.6 POST-TRANSLATIONAL MODIFICATIONS

2.6.1 Introduction
In Chapter 1 we discussed the reasons for the huge diversity of proteins, focusing on the
very large number of arrangements of the 20 natural amino acids that are possible within
the protein sequence. Nevertheless, it is still difficult to explain the immense number of pro-
teins existing in nature, which is estimated to be in the millions [445,446], particularly when
the number of genes in various organisms is at least an order of magnitude lower.Therefore,
there must be another mechanism contributing to the structural and functional diversity of
proteins. We already encountered amino acid derivates that are created post-translationally
by enzymes. For example, 𝛾-carboxyglutamate, which has an additional COO– group, func-
tions in the binding of Ca2+ ions by blood-clotting proteins. In fact, numerous proteins
undergo chemical modifications that render them unique [447]. Such covalent changes are
referred to as ‘post-translational modifications’ (PTMs). They are especially common in eu-
karyotes; indeed, 5% of the eukaryotic genome codes for enzymes involved in PTM [87]. The
modifications are diverse; over 200 different types of PTMs are currently known, involving
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15 of the 20 natural amino acids [448]. It has even been argued that PTMs increase the num-
ber of unique amino acids in proteins from 20 to about 140 [449]. Indeed, assuming that the
~20,000 protein-coding genes in the human genome are translated into ~105 different se-
quences (due to alternative splicing, mRNA editing, etc.), PTMs are expected to change the
number of different proteins to ~106 [450,451]! But more importantly, PTMs affect the func-
tions of the modified proteins, including substrate and ligand binding, responsiveness to
allosteric regulation, etc. This phenomenon, which works beyond the DNA level*1, explains
the relatively small difference in genome size between higher organisms such as humans,
and much simpler ones, such as the nematode worm.

PTMs can be divided into two main types: addition or replacement of a chemical group,
and proteolytic cleavage. Most PTMs belong to the former category, i.e., they involve the
transfer of a chemical group from one molecule to the protein. Accordingly, during evolu-
tion different molecules have become ‘professional’ donors of such groups. Such molecules
include S-adenosyl-methionine (SAM), which donates methyl groups, acetyl-CoA, which
donates an acetate group, etc. [4]. Despite the fact that PTMs are covalent, in many cases
they are reversible, as they are readily undone by specific cellular enzymes upon the arrival
of the right signal. Out of the ~200 known PTMs, the following five are most common:

1. Phosphorylation – attachment of a phosphate group (Figure 2.41a).

2. Glycosylation – attachment of carbohydrate groups (glycans) (Figure 2.41b).

3. Acylation – attachment of carboxylic acids with fatty chains (Figure 2.41c).

4. Alkylation – attachment of fatty chains (Figure 2.41d).

5. Oxidation

In addition, membrane-bound and secreted proteins tend to contain disulfide bonds, as
discussed earlier in Subsection 2.2.1.3.3.2. Table 2.7 shows some of the general mechanisms
used by PTMs in affecting the behavior of proteins. In the following sections we will elabo-
rate on these mechanisms and their importance in the cellular context. Further discussion
can be found in Walsh’s review paper [87] and book [448].

TABLE 2.7 General mechanisms of PTM effects on proteins.

Mechanism Example

Change of physical-chemical properties Glycosylation increases stability and water
solubility

Regulation of activity Hormone-induced phosphorylation turns
activity of many enzymes on and off

Cellular trafficking Acylation serves as membrane anchor

Regulation of half-life Ubiquitinylation tags proteins for proteolysis

*1And is therefore called ‘epigenetic’.
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(a) (b) (c) (d)

(e) (f)

(g) (h)

(i) (j)

FIGURE 2.41 Post-translational modifications in proteins. (a) Phosphorylation of serine’s side
chain. (b)O-glycosylation of serine’s side chain. (c)N-acylation of lysine’s side chain,withRdenoting
any chemical group. (d) N-alkylation of lysine’s side chain. (e) N-myristoylation of glycine’s amino
terminus. (f) S-palmitoylation of cysteine’s side chain. (g) S-farnesylation of cysteine’s side chain.
(h) S-geranyl-geranylation of cysteine’s side chain. (i) N-carboxybiotinylation of lysine’s side chain.
(j) N-lipoylation of lysine’s side chain.
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2.6.2 Phosphorylation
Protein phosphorylation is a highly common process, in both prokaryotes and eukary-
otes [452]. In higher eukaryotes, phosphorylation may involve serine (Figure 2.41a), threo-
nine, or tyrosine residues; in mammals, the frequency of phosphorylation in the first two is
nine times higher than in the third [453]. The scope of phosphorylation in higher eukaryotes
is thought to reach ~30% of the cellular proteins. Phosphorylation in bacteria and unicel-
lular fungi may also involve histidine and aspartate residues. Protein phosphorylation is a
major means of regulating enzyme activity in cells, with the phosphate group serving as an
on/off switch. Proteins regulated in this way are involved in metabolism, cross-membrane
transport, gene expression, and movement [452]. The regulation may be direct, involving
phosphorylation of the key protein or enzyme of the process, or indirect, involving phos-
phorylation of signal transduction elements that control the activity of the former. The re-
sulting change in the activity of proteins may reach 105 to 106 fold!

Phosphorylation is carried out by enzymes called ‘phosphoryl transferases’, or, more
commonly, ‘kinases’*1 (see Chapter 9, Subsection 9.1.5 for details). Kinases make up the
largest and most diverse group of PTM enzymes, comprising 500 members in humans
alone [454]. Kinases can be separated into two main groups. The first and most extensive
includes kinases that phosphorylate serine and threonine residues, whereas the second in-
cludes kinases that phosphorylate tyrosine residues, usually as part of signal transduction
processes involving growth factors. The latter group includes the membrane-bound recep-
tors for these factors, as well as downstream cytosolic proteins, such as src. While kinases
belong to either the Ser and Thr or Tyr groups, their protein substrates may undergo phos-
phorylation on both types of residues. For example, the proteinAbl, which itself functions as
a kinase, is phosphorylated on nine tyrosine residues, one serine residue, and one threonine
residue [455]. Such amenability to phosphorylation increases the modularity and regulation
potential of the protein, as the different phosphorylation states may correspond to different
functional states of the protein. As mentioned above, many kinases are part of signal trans-
duction pathways, and therefore are also subjected to phosphorylation. Moreover, some
kinases, such as those functioning as membrane-bound growth factor receptors, phospho-
rylate themselves (i.e., autophosphorylate) upon binding of their ligands, which stimulates
the intrinsic catalytic activity [452]. Specifically, ligand binding to the extracellular side of
the membrane-bound receptor induces formation of a dimer*2, which in turn promotes the
phosphorylation of one monomer by the other (trans-autophosphorylation) on its intracel-
lular side. Despite the fact that phosphorylation involves covalent bonding, in the cellular
context it is reversible, and can be readily undone by enzymes called phosphatases, upon
the arrival of the right signal. Again, this property allows the phosphate group to serve as a
molecular switch.

Many studies have focused on the mechanism of action of phosphorylation (see review
in [452]). The different mechanisms revealed (reviewed below) are mostly based on the phos-
phate group having a bulky tetrahedral shape with a double negative charge. These proper-
ties allow the group to participate in electrostatic interactions with other protein charges;
these interactions may be attractive or repulsive, short-range or long-ranged, and in hydro-
gen bond networks. The main attractive interactions involving phosphate groups are with

*1The historic name ‘phosphorylases’ is also used in the literature.
*2Receptor kinases may form both active and inactive dimers. Ligand binding is thought to induce confor-

mational changes within the dimer, which allow it to undergo autophosphorylation [456,457].
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the bulky, planar, and positively charged guanidine side chain of arginine. The electrostatic
interaction between the two serves an important functional role in molecular recognition.
Protein phosphate groups also interact with lysine, tyrosine, serine, threonine, asparagine,
and histidine residues, and in prokaryotes, also with metal ions. The specific mechanisms
through which phosphorylation affects protein function are as follows:

1. Inducing conformational changes: The addition of the bulky, electrically charged
phosphate group changes the pattern of noncovalent forces within the protein, and
may therefore induce changes in its conformation (e.g., [458]). The interactions of the
phosphate group are not limited to neighboring residues, but may include residues
located 15Å away from it. An alternative way of viewing this effect is to envision the
protein as a physical entity surrounded by an electrostatic field that emanates from
the full and partial charges of the protein. The introduction of the negatively charged
phosphate group into the protein creates a perturbation in the field, manifested as
changes in both themagnitude and spatial distribution of the energy of the protein. As
we will see in Chapter 5, proteins are dynamic, and constantly change conformation.
The dominant conformation is always the one of lowest energy.Thus, when phos-
phorylation of the protein perturbs its electrostatic field, the protein responds by
acquiring a different conformation, one that is able to maintain low energy de-
spite the perturbation [459,460]. This view may explain why some of the conforma-
tional changes documented in proteins following phosphorylation are extensive, and
involve residues far away from the phosphorylation site. For example, in the enzyme
glycogen phosphorylase the addition of a phosphate group to Ser-14 induces confor-
mational changes that translate this residue 50Å away from its original location! Sim-
ilarly, a double phosphorylation in the inactivation domain of the potassium channel
leads to loss of tertiary structure due to proximity of the phosphate groups to two neg-
atively charged glutamate residues. Since protein structure and function are related,
structural changes in a phosphorylated protein may lead to corresponding changes
in its activity. For example, phosphorylation-induced structural changes in protein
kinases may increase their activity either by forming the substrate binding site or by
leading to better alignment of the catalytic residues with other catalytic species in the
active site or with substrate residues [461].

2. Affecting ligand binding:When phosphorylation occurs in a binding site, the added
group and its charge may change the affinity between the protein and its ligand, as
well as the specificity of binding. Whether the bound ligand is the protein’s substrate
or a regulator, the change in binding is expected to change the activity of the protein.
The change in binding may be positive or negative. For example, phosphorylation of
Ser-113 in the enzyme isocitrate dehydrogenase lowers the enzyme’s activity by creat-
ing a steric and electrostatic barrier to the binding of the negatively charged substrate.

3. Directly affecting catalytic residues: Binding of phosphate groups to catalytic
residues in an active site obviously interferes with these residues’ ability to partici-
pate in catalysis, but it may also affect other catalytic residues in their vicinity, by
changing the spatial and electrostatic properties of the active site.
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2.6.3 Glycosylation
Theattachment of carbohydrate groups (glycans) to protein residues is also highly common.
Until recently, glycosylationwas assumed to take place only in eukaryoticmembrane-bound
and secreted proteins. Today, however, glycosylation is also known to occur inmany eukary-
otic nuclear and cytoplasmic proteins [462,463], as well as in bacteria [464] and Archaea [465].
Moreover, it seems that the products of this process in bacteria are more diverse than those
in eukaryotes. However, since the glycosylation process has been studied mainly in eukary-
otic membrane and secreted proteins, we will limit our discussion to these types of proteins.
Glycosylation takes place on serine (Figure 2.41b), threonine, or asparagine residues. The
process starts in the ER, concomitantly to the insertion of the soon-to-become membrane
or secreted protein into the lumen of this compartment. Carbohydrate chains (oligosaccha-
rides) that are already mounted on membrane-bound lipids are transferred to the carbox-
amide nitrogen of the asparagine side chain. This process, referred to as ‘N-linked glycosyla-
tion’, is particularly common in eukaryotes, and is context-dependent [466]. That is, it occurs
on asparagine residues that are part of the sequence Asn-X-Ser/Thr (X is any residue ex-
cept Pro). The chain in its original form is composed of 14 carbohydrate units, including
glucose, mannose, and N-acetylglucosamine, with the latter serving as the site of attachment
of the chain to the protein. This chain is subjected to enzyme processing, including cleav-
age of carbohydrate units, their rearrangement, and attachment of galactose units [87]. When
the process is completed, the protein is transported to the Golgi apparatus via vesicles, and
the short carbohydrate chains undergo further processing. In addition, new carbohydrate
chains are added to the protein. However, each of the latter is attached to the side chain
hydroxyl oxygen of Ser and Thr residues (O-linked glycosylation). In contrast to the glycosy-
lation of asparagine residues, that of Ser and Thr residues seems to be context-independent,
and the carbohydrate chains produced in the process are shorter.Themultiple glycosylation
sites in proteins, combined with the numerous ways of organizing the carbohydrate units in
the chains, allow glycosylation to create a unique ‘personal signature’ for each protein, often
used for the molecular recognition of the protein by its receptor or ligand. Glycosylation of
nuclear and cytoplasmic proteins involves an O-linked 𝛽-N-acetylglucosamine (O-GlcNAc)
group, and is carried out by certain cytoplasmic enzymes.

Glycosylation processes within cells create two forms of protein-carbohydrate conju-
gates. In the first, called ‘glycoproteins’, the protein is the dominant component, in terms of
size. Glycoproteins function as membrane-bound proteins (receptors, transporters, etc.) or
as secreted elements performing different functions. Examples of these proteins include the
following:

1. Extracellular enzymes

2. Hormones

3. Antibodies

4. Nutritional proteins (e.g., the milk protein casein)

5. Transport proteins (e.g., serum albumin in the blood)

6. Mucins: proteins that providemechanical strength to themucus enveloping epithelial
cells (e.g., those that line the gastrointestinal, respiratory, and reproductive tracts).
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The second type of protein-carbohydrate conjugate is called a ‘proteoglycan’; in this con-
jugate, the carbohydrates are the dominant component. The carbohydrate component in a
proteoglycan is made of a long sugar fiber called ‘hyaluronate’ (that includes a repetitive
sequence of up to 50,000 disaccharides), from which protein chains protrude in opposite
directions. These protein chains are also decorated with carbohydrate chains of different
types, such as keratan sulfate and chondroitin sulfate, which include up to 60 carbohydrate
units. Proteoglycans can be found in the extracellular space of connective tissues, such as
bone and cartilage, where they function mainly in conferring strength and resilience to the
tissue. Like glycoproteins, proteoglycans may also appear in mucus that protects exposed
epithelial tissues.

The scope of protein glycosylation attests to its importance, and although not all of its
roles have been discovered, there are some known advantages it provides [467]:

1. Protection. The sugar coating provides physical protection to proteins against delete-
rious elements in their environment. Such protection is especially important for se-
creted proteins, which are completely exposed to proteolytic enzymes and chemically
active substances in the extracellular environment.Membrane-bound proteins, which
are partly exposed to the external environment, also enjoy this protection. In bacteria,
which lack glycosylation capabilities, membrane-bound proteins are protected by the
cell wall.

2. Structural stabilization. Studies show that the extent to which a protein undergoes
glycosylation correlates with its stability, and, inversely, with its internal dynam-
ics [468–470]. These correlations result from noncovalent interactions (hydrogen bonds,
hydrophobic contacts, and CH-𝜋 interactions) between the carbohydrate chains, or
between the chains and protein polar groups [471]. In addition, it has been suggested
that glycan-mediated stabilization may also result from solvent effects [472]; the fre-
quent dipole moment fluctuations of water molecules amplify the inherent fluctua-
tions in the solvated proteins [473–475], leading to a decrease in their stability [476]. Gly-
cosylation physically masks proteins from the surrounding water, and should there-
fore increase their stability by neutralizing the water’s fluctuations before they reach
the proteins [472]. However, this protection is a double-edged sword, as it also de-
creases the natural dynamics of the protein. This means that the enzyme’s activation
energy increases, leading to a reduction of its catalytic efficiency [477].
A computational study has suggested a completely different mechanism of glycosy-
lation-induced structural stabilization [478]. According to this mechanism, the carbo-
hydrate groups interfere with interactions between protein residues in the unfolded
state. In other words, by destabilizing the unfolded state, glycosylation may increase
the tendency of the protein to fold.
A related and important question is whether glycosylation changes the native confor-
mation of the (non-glycosylated) protein. This issue has been studied both by com-
paring protein structures in the PDB and by carrying out molecular dynamics sim-
ulations. However, while some studies indicate significant (yet not extreme) confor-
mational effects of glycosylation [479], others suggest the opposite [468].

3. Increasing solubility. The multiple hydroxyl groups on the carbohydrate moieties sig-
nificantly increase the solubility of the glycosylated protein. This, as well as the large
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size of the glycosyl groups and their significant hydration, also reduces the risk of
non-specific aggregation [480].

4. Enhancing folding. Certain carbohydrate moieties on glycosylated proteins are rec-
ognized by molecular chaperones in the ER, resulting in more efficient folding of the
protein chain [471]. Protein that undergo faulty glycosylation are translocated back to
the cytosol and degraded [481].

5. Enhancing molecular recognition processes. As already explained above, the inher-
ent complexity of carbohydrate chains allows the proteins carrying them to have their
own molecular signatures [472], which makes their interactions with other biomolecu-
les highly specific. These interactions occur between enzymes and their substrates,
receptors and their ligands, antibodies and their antigens, etc. In the case of glycosy-
lated membrane proteins, the binding may also mediate cell-cell interactions, which
are highly important to biological processes such as cellular division and differen-
tiation, the immune response, neurotransmission, tissue construction, and inflam-
mation. Studies confirm that in such processes the specific glycosylation pattern —
i.e., the types of carbohydrate units, their number and their organization — affects
the process significantly [467].

Protein glycosylation has been also implicated in other aspects of protein action, includ-
ing oligomerization and aggregation [482,483], as well as ER quality control and trafficking [484].

2.6.4 Acylation
Acylation is the process by which protein residues become attached to acyl chains, i.e., car-
bon chains (Cn) that are mostly hydrophobic but include a carboxylic head group. The acyl
chains that are commonly involved in this process include acetyl (C2), myristoyl (C14), and
palmitoyl (C16). In addition, the small protein ubiquitin may be attached to proteins as an
acyl moiety. Like phosphorylation, acylation is also reversible within cells, thanks to deacy-
lases, enzymes that readily detach acyl chains from proteins, pending the right signal. The
common protein acylation processes are as follows.

2.6.4.1 𝜀-N-acetylation
In some proteins, such as p53 and histone, multiple lysine residues undergo reversible acety-
lation [485] of their side chains’ 𝜀 nitrogen (Figure 2.41c), with acetyl-CoA being the acetyl
group donor. This modification functions in regulating key cellular processes such as DNA
replication and repair, gene expression, the cell cycle, chromatin modeling, nuclear trans-
port, cell motility, and chaperone-assisted protein folding [486]. Therefore, enzymes catalyz-
ing acetylation (acetyltransferases) are important targets for pharmaceutical drugs, includ-
ing drugs that are used to treat cancer and neurodegenerative diseases, as well as to re-
program stem cells.

On the molecular level, the prominent effect of acetylation is neutralizing the positive
charge on the lysine side chain. In addition, studies suggest that the acetyl group may also
be involved in molecular recognition. Indeed, the bromodomain of transcription factors is
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known to recognize this group. This way, the acetylation of histone*1 for example, may be a
way of recruiting transcription factors to that region, and initiating gene transcription [487].

The cell-cycle-regulating protein p53 is one of the central factors affecting cellular fate.
When cellular DNA is damaged by potentially hazardousmutations, p53 is activated. It pre-
vents the cell from dividing, a process that might lead to cancerous transformation, and also
induces the action ofDNArepair proteins. If the damage is beyond repair, p53 induces apop-
tosis to prevent the onset of cancer in themulticellular body. Accordingly, p53 is defined as a
‘tumor suppressor protein’, and has even been referred to as ‘the guardian of the genome’ [488].
p53 works by regulating the transcription of genes involved in the above-mentioned pro-
cesses (DNA repair, apoptosis, and cell cycle arrest) [489]. Being a multi-domain protein,
p53 can execute its effects by interacting with different signaling proteins, as well as with
DNA [490]. Due to its immense influence on cell fate, the activity of p53 must be tightly reg-
ulated. As explained in Subsection 2.6.4.3 below, one way to prevent excess activity of p53
is to tag it for degradation using the small protein ubiquitin. An opposite process, making
sure that p53 is not degraded when needed, is the acetylation of lysine residues in p53 by
the transcriptional co-activator p300. Indeed, acetylation prevents the tagging of p53 with
ubiquitin, thus prolonging its lifetime.

2.6.4.2 N′-myristoylation and S-palmitoylation
These two modifications, which involve the attachment of a long fatty acid chain to the
protein, allow the protein to bind to the plasma membrane, usually as part of a signal
transduction pathway that involves membrane-bound proteins. Promotion of membrane
binding also allows these modifications to participate in regulating subcellular localiza-
tion of different proteins. Myristoylation involves the transfer of myristic acid (C14) from
a donor, myristoyl-CoA, to the 𝛼-amino nitrogen of glycine at the N′ of the protein (Fig-
ure 2.41e) [491]. Since proteins are constructed with methionine at their N′, myristoylation
requires the removal of this residue first.The anchoring of a protein to the plasmamembrane
using a myristoyl chain may be contingent on a signal that induces conformational changes
in the protein and leads to the externalization of the fatty acid moiety [492]. The process of
palmitoylation is similar to myristoylation, except that the chain involved is palmitic acid
(C16), which is transferred to a sulfur atom in the side chain of cysteine (Figure 2.41f).Thus,
in addition to promoting membrane binding, this modification is also involved in regulat-
ing active cysteine residues in enzymes [493].The palmitoylation ofmany signal transduction
proteins has been studied, including that of cytosolic proteins such as the GTP-hydrolase
ras [494] and the tyrosine kinase lck, as well as permanently membrane-bound proteins,
such as the chemokine receptor CCR. Given these roles, and the fact that palmitoylation
is reversible inside the cell and can therefore act as an on/off switch, this modification has
been implicated in regulating key cellular processes, as well as in the onset of related dis-
eases [495]. The latter include cancer, diabetes, and different diseases of the nervous system,
e.g., schizophrenia, Alzheimer’s disease and Huntington’s disease [495].

*1Theprotein onwhichDNA iswound inside the nucleus of eukaryotic cells.Thiswinding achieves compact
packing (~3 × 105 fold) of the cell’s genetic material.
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2.6.4.3 Ubiquitination and SUMOylation
Ubiquitin is a small (76 residues, 8 kDa) and highly conserved protein. Ubiquitin molecules
constantly become attached to cellular proteins, a process that has a few dramatic conse-
quences. The first and most dramatic is the dispatching of the ubiquitylated protein for
proteolytic degradation by a protein complex called a ‘proteasome’, as part of the quality
control of cells on their biochemical processes [496–498]. Compared with lysosomal degrada-
tion, which is mostly intended for internalized elements (e.g., peptide hormones, clotting
factors, and antibodies), and autophagy, which degrades proteins mainly to supply fuel for
energy production [499], proteasomal degradation is more specific, and therefore requires
tagging of the proteins intended for degradation. Thus, the cell can determine the half-life
of any of its proteins separately, according to its role and the environmental conditions. For
example, cell-cycle regulation proteins such as p53 exist for only minutes, whereas more
constantly active proteins, such as the muscle proteins actin and myosin, remain intact for
days. Finally, the eye lens protein crystallin, which acts as a constant light refractor, has a
half-life of years. Protein degradation via the ubiquitin pathway may also occur as a result
of an external signal that leads to activation or inhibition of certain biochemical pathways,
or may be due to genetic or environmental damage to the folding ability of proteins.

Numerous studies conducted in recent decades have demonstrated the central involve-
ment of the ubiquitin-proteasome system in the most basic cellular processes, such as di-
vision, differentiation and development, response to stress or extracellular factors, forma-
tion of neural networks, regulation of membrane-bound receptors and transport proteins,
DNA repair, transcriptional regulation, and organelle formation [496]. In addition, the sys-
tem has been found to be important in physiological processes, such as memory formation
and the immune or inflammatory response. Indeed, the discovery of this system led Aaron
Ciechanover, AvramHershko, and Irwin Rose to be awarded the 2004 Nobel Prize in chem-
istry. Another testament to the importance of the ubiquitin-proteasomal system relates to
its extensive involvement in pathologies. For example, in Liddle syndrome, a disease man-
ifested as high blood pressure from childhood, a genetic defect in sodium channels of the
kidneys prevents these channels from being identified by a central element of the ubiquitin
system, which leads to their excessive activity [500]. Another pathology related to the ubiq-
uitin system is cystic fibrosis (CF), expressed in chronic blockage of the respiratory tracts,
and in digestive problems. CF results from different genetic problems in the CFTR protein,
which functions as a chloride channel. Most cases of the disease result from a mutation that
prevents the CFTR channel from folding properly. As a consequence, most copies of the
channel protein are kept inside the ER lumen, destined for degradation [501]. Finally, at least
one of the elements of the ubiquitin system seems to be involved in cancer (see Subsec-
tion 2.6.11 below).

The process of tagging a single protein for degradation is carried out by a multimeric
chain of ubiquitin. The first unit is usually transferred to the 𝜀-amino group of a lysine’s
side chain, and the following units bind to each other. The tagging process is complex, and
involves three different enzymes (E1, E2, and E3). In the first step, ubiquitin is attached to
E1 in a thioester bond, using ATP as an energy source. In the second step, E2 transfers the
ubiquitin from E1 to the protein substrate, while it is attached to E3. Finally, the ubiquitin
chain is recognized by the proteasome complex, and the protein carrying it is degraded.
This process implicates E3 as the element conferring specificity towards the target protein.
The recognition process is anything but simple, and in most cases requires activation of
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E3, done either by modification of the target protein or of E3 itself, or by attachment of
auxiliary proteins to the target protein. Some of these activation processes are induced by
changes in the target protein, whereas others are induced by cellular signals. In the case of
transcription factors, detachment from the DNA molecule is sometimes sufficient for them
to be recognized by E3, so they are degraded as soon as their work is done, not before.

As mentioned above, attachment of ubiquitin to proteins may lead to different conse-
quences. We have seen how attachment of a long chain of ubiquitin units leads to degrada-
tion. However, in several different proteins, attachment of a single ubiquitin unit has been
found to act similarly to phosphorylation, i.e., to change the proteins’ activity, meaning that
ubiquitylation functions as a type of molecular switch, allowing modulation of activity [502].

Another post-translational process similar to ubiquitination is SUMOylation, i.e., the
covalent (yet reversible) attachment of small ubiquitin-like modifier (SUMO) proteins to ly-
sine side chains in target proteins [503,504]. The bond is formed enzymatically between the
𝜀-amino group of the lysine side chain and the terminal carboxyl group of the SUMO pro-
tein (an isopeptide bond). SUMOylation is essential for the viability of most eukaryotes and
plays important roles in different processes, such as nuclear transport, chromatin remod-
eling, apoptosis, transcriptional regulation, defense against DNA damage and proteotoxic
stress (e.g., heat shock [505]), cell migration, and cell-cycle regulation [504]. Thus, despite the
similarity between SUMO and ubiquitin, as well as between the enzymatic machineries of
SUMOylation and of ubiquitination , the former has more diverse consequences than the
latter. The molecular mechanism of SUMOylation seems to be diverse as well; the added
SUMO protein seems to function by (i) masking binding sites, (ii) inducing conformational
changes in the target protein, which alter its activity, and/or (iii) serving as a hub for the
recruitment of other proteins. Of the three mechanisms, the latter is the most common in
SUMOylated pathways, and is mediated by noncovalent interactions between the SUMO
protein and SUMO-binding domains in the recruited proteins.

2.6.5 Alkylation
The process of alkylation involves the attachment of carbon groups, most of which are hy-
drophobic chains, to different locations in proteins. The three types of alkylation are as fol-
lows.

2.6.5.1 Methylation
Methylation is a relatively rare event in proteins, and involves the attachment of methyl
groups (−CH3), usually to the side chain nitrogen atoms of lysine (Figure 2.41d) or arginine.
The number of groups attached to each side chain is in most cases up to three. Methylated
carbon, oxygen, and sulfur atoms can also be found in proteins, although these events are
extremely rare. Methylations are carried out by enzymes called ‘methyl-transferases’, some
of which are residue-specific. Methyl groups are simple compared to carbohydrate or acyl
groups. However, since several methyl units can be added to one site, they can still con-
fer some degree of geometric complexity to the protein, which can be used for molecular
recognition. In histone, methylations, as well as acetylations and other modifications, seem
to act as an epigenetic code, used to activate or silence gene transcription.

Unlike acylations, lysine methylations are irreversible. This is because there are no en-
zymes to undo them, and the bond is too strong to be broken spontaneously. Nevertheless,
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in some cases the methylamine group is oxidized by the enzyme methyl de-aminase to an
imine group (−N−−CH2), which is unstable and spontaneously hydrolyzes back to lysine’s
original amino group [506]. Another difference between methylation and acylation is that
the former does not eliminate the electric charge of lysine, and therefore is not expected to
change the conformation of the protein significantly, if at all. In fact, the accepted view is
that the effect of methylation is indirect, involving spatial interference with the occurrence
of other modifications.

2.6.5.2 S-prenylation
Prenylation is a process of transferring an isoprene-based chain to the sulfur atom of cys-
teine.The transferred chain is either the 15-carbon farnesyl (Figure 2.41g), or the 20-carbon
geranyl-geranyl (Figure 2.41h). The role of prenylation, like that of acylation, is to attach cy-
tosolic proteins to the plasma membrane, usually as part of a signaling pathway. In fact,
there are several common characteristics to these cysteine modifications (S-palmitoylation
and S-prenylation), although they differ in the reversibility of the bond created; the thioether
created by prenylation is more stable than the thioester formed by palmitoylation, and as a
result, the thioether bond remains intact [87]. In the cellular context, prenylation is particu-
larly important in the membrane attachment of GTP hydrolases such as ras and rho, as well
as of G-proteins.

2.6.5.3 Adenylation
The process of adenyl attachment targets tyrosine residues in proteins, where the phenol
group of the residue’s side chain binds to the 5′ of ATP, to form Tyr-AMP. Adenylation is
used to regulate the activity of some proteins, as in the case of glutamine synthetase, an
enzyme participating in nitrogen metabolism [507].

2.6.6 Hydroxylation and oxidation
Hydroxylation of proteins is carried out on proline, lysine, asparagine and glutamate
residues. Hydroxylation may happen under a variety of circumstances, and for various rea-
sons. For example, the structural protein collagen contains 5-OH-Lys, 4-OH-Pro, and 3-
OH-Pro derivates, which are required for the stabilization of the protein [87] (see Section 2.7
below). Hydroxylation of a residue is sometime a preparatory step for additional modifica-
tions such as methylation or O-glycosylation, as happens in 5-OH-Lys residues in collagen.
Hydroxylation of asparagine residues (at the third position) is rare, yet observed in some
proteins, such as HIF, a transcription factor that is activated during hypoxia [508]. After being
activated, HIF induces the expression of certain genes that help the tissue to deal with the
hypoxic state. For example, expression of the gene coding for the hormone erythropoietin
boosts the production of red blood cells, thereby increasing the transport of precious oxy-
gen to the tissue. Interestingly, under normal conditions, HIF has a very short lifetime, as
it is constantly degraded by ubiquitin-induced proteolysis. This is because the abundance
of oxygen allows HIF to undergo proline hydroxylation readily, which increases its chances
of being recognized by the ubiquitin system 1000-fold. However, when the conditions are
hypoxic, the oxygen shortage prevents efficient hydroxylation of HIF, and the rate of its
degradation is lowered considerably. The prolonged lifetime of HIF in such cases allows it
to help the tissue to fight hypoxia.
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Oxidative modifications are not limited to hydroxylation. For example, a sulfate group
(SO –

3 ) may be added to tyrosine residues [509]. This PTM is carried out by the Golgi appa-
ratus, with phosphoadenosine phosphosulfate (PAPS) being the sulfate donor. Sulfation has
been studied in the chemokine receptor CCR5 during its cellular transport to the plasma
membrane. CCR5 is attached to four sulfate groups, and it seems that both the shape and
the charge of the groups are important for substrate recognition by the mature receptor.

The scope of protein oxidation depends on the environment, and inversely correlates
with the concentration of antioxidants within the cell. In multicellular organisms the oxi-
dation level is constant most of the time, and increases with aging or certain pathological
processes, such as cancerous transformation of the cell.

2.6.7 Proteolysis
This type of PTM includes the following:

• The removal of the N-terminal methionine (or formyl-methionine) in newly synthe-
sized proteins.

• The removal of N-terminal signal sequences in proteins that are sent to certain sub-
cellular organelles.

• Activation of secreted proteins, e.g., the hormone insulin or hydrolytic enzymes (zy-
mogens). The latter are formed inside the cell as inactive precursors, and are cleaved
at certain sites upon their secretion, thus rendering them active. The purpose of such
a mechanism of activation is probably to avoid having an active hydrolase within the
cell, for obvious reasons.

2.6.8 Amidation
This process includes the attachment of an amino group to the C-terminal carboxyl group of
the protein. The purpose of this modification is probably to neutralize the negative charge
of the carboxyl group. Many peptide hormones, such as the hypothalamic neuropeptide
thyroxin-releasing hormone (TRH), are subjected to amidation, as are some animal toxins.

2.6.9 Addition of metal ions
Metal cations, such as iron (Fe2+ and Fe3+), zinc (Zn2+), copper (Cu2+ and Cu+), magne-
sium (Mg2+), manganese (Mn2+ and Mn3+), molybdenum (Mo3+, Mo4+ and Mo6+), cobalt
(Co2+), and nickel (Ni+) constitute integral elements of some proteins, collectively referred
to as ‘metalloproteins’. Unlike other biological ions such as sodium, potassium and chlo-
rine (electrolytes), which are very common in biological organisms, the above metals, ex-
cept calcium and magnesium, are trace elements. That is, they are required in minute quan-
tities (milligrams or less). The metal cation can be bound to protein residues either directly
or indirectly, as part of a larger non-protein group (e.g., the heme group of hemoglobin).
In addition, it can appear individually within the protein, or as part of a cluster of ions
(e.g., iron-sulfur clusters). Chen and Kurgan have carried out a comprehensive survey of
protein-ligand interactions in ~7,700 proteins whose structures have been determined [510].
Their results demonstrate a few recurring trends in protein-bound metals. For example, in
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95% of the protein-metal complexes, the binding between the two partners involves electro-
static interactions and coordinate bonds, with 31% of complexes involving only the latter.
As might be expected, the electrostatic interactions between proteins and metals usually
involve the acidic residues Asp and Glu.

Protein-metal covalent coordination usually involves Zn2+, Ca2+, and Mg2+ (15%). The
binding between the protein and a single metal ion may involve up to six residues inside
the protein binding pocket. The dominant residue in such interactions is by far His (via its
𝛿1/𝜀2 atoms), and to a lesser extent Cys (via its S𝛾 atom) [510]. Oxygen atoms from various
residues (including the polypeptide backbone) are also heavily involved in metal coordina-
tion. This finding is particularly interesting; it implies that the interaction between metals
and Asp/Glu, which has traditionally been considered to be purely electrostatic, may, at
least partially, be coordinative in nature [510].The above residues do not appear randomly
in protein binding pockets, but rather in the following combinations of two to four residues:

1. Four-residue combinations: (Cys)4, (Cys)3(His), (Cys)2(His)2, (Asp)2(His)2, and
(Asp)(His)3, with the largest number of metal ions coordinated by the (Cys)4 group.

2. Three-residue combinations: (Cys)3, (Cys)1(His)2, (Asp)3, (Asp)2(Glu), (Asp)2(His),
(Asp)(Glu)2, (Asp)(Glu)(His), (Asp)(His)2, (Glu)2(His), (Glu)(His)2 and (His)3, with
the largest number of metal ions coordinated by the (Asp)(His)2 and (His)3 groups.

3. Two-residue combinations: (Asp)2, (Asp)(Glu), (Asp)(His), (Glu)2, (Glu)(His) and
(His)2.

Protein-bound metal ions have several roles, all of which rely on the positive charge of the
metal, its ability to bind and release electrons, or its tendency to participate in coordinate
bonds. The main roles of protein-bound metals are described below. A summary of the
cellular and physiological roles of specific metal cations is given in Table 2.8.

2.6.9.1 Stabilization of protein structure
Local structureswithin proteinsmay be stabilized by the presence of ametal ion coordinated
to protein residues. For example, the ‘zinc finger’ motif, discussed above, is stabilized by
the coordination of Zn2+ to histidine and/or cysteine residues (see Subsection 2.2.1.3.3.2,
Figure 2.8b).

2.6.9.2 Ligand binding
Protein-bound metals may bind to ligand atoms and groups via ionic or coordinate bonds.
Examples include the binding of molecular oxygen to the Fe2+ ion of hemoglobin (see
Box 5.2), and the binding of negatively charged phosphate groups of ATP to Mg2+ in many
metalloenzymes.

2.6.9.3 Electron transport
Redox enzymes often use metal ions, usually Fe3+, Fe2+, Cu2+ and Cu+ [511], as transient
binding sites for electrons that are passed along a route within the protein (see more details
in Chapter 9, Subsection 9.3.3.4). The same is true for some of the proteins in the electron
transport chains involved in cellular respiration and photosynthesis.
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2.6.9.4 Enzymatic catalysis
Metal-binding enzymes (metalloenzymes) use metal cations such asMg2+, Cu2+, Zn2+, Ca2+,
Mn2+, Cr3+, Co2+, Fe2+ and Fe3+ [511] as part of their catalytic machinery. This use results
from the capacity of these metals to bind other atoms in coordination or to interact with
them electrostatically. The roles of the metals in catalysis include electrostatic stabilization
of the reaction’s transition state (or other anionic species in the active site), as well as ac-
tivation of the substrate, coenzyme, or water molecules in the active site by electronic po-
larization. These roles, collectively referred to as ‘metal ion catalysis’, are discussed in detail
in Chapter 9, Subsection 9.3.3.4. Most metals in metalloenzymes are trace elements (see
Subsection 2.2.1 above).

TABLE 2.8 Cellular and physiological roles of key cationic metals in living organisms ([512,513]

and references therein). Examples of proteins (in italics), processes, or structural motifs associated
with some of the roles are in parentheses. Abbreviations: CCO – cytochrome c oxidase; CP450 – cy-
tochrome P450; GS – glutamine synthetase; GT – glycosyltransferase; ND – NADH dehydrogenase;
PC – plastocyanin; PEPCK – phosphoenolpyruvate carboxykinase; PK – pyruvate kinase; SD – suc-
cinate dehydrogenase; SOD – superoxide dismutase.

Metal Cellular and Physiological Roles Nutritional
Deficiency

Fe2+/3+

(iron)
• Enzymatic catalysis (electron transport, substrate
or cofactor binding and stabilization)

• Energy metabolism (ND, SD) and production
(electron transport chain)

• DNA synthesis (ribonucleotide reductase)
• Photosynthesis (electron transport chain)
• Oxygen transport (hemoglobin, myoglobin)
• Nitrogen fixation
• Anti-oxidation (catalase, peroxidases)
• Detoxification of drugs and toxins (CP450)
• Brain development in infants
• Nitrogen fixation by certain bacteria (nitrogenase)

Anemia

Cu+/2+

(copper)
• Enzymatic catalysis (electron transport, substrate
or cofactor binding and stabilization)

• Energy production (CCO in electron transport
chain)

• Synthesis of connective tissue proteins, red blood
cells, melanin, certain hormones and
neurotransmitters

• Iron metabolism (ceruloplasmin)
• Bone mineralization
• Anti-oxidation (SOD)
• Oxygen transport in invertebrates (hemocyanin)
• Photosynthesis in plants (PC in electron transport
chain)

Hematological and
neurological disorders
(very rare)
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Metal Cellular and Physiological Roles Nutritional
Deficiency

Mg2+

(magnesium)
• Enzymatic catalysis (substrate or cofactor binding,
stabilization and activation)

• DNA replication, repair, and stabilization
• Energy production and biosynthesis
• Nerve and muscle function
• Formation of bones and teeth
• Photosynthesis in plants (chlorophyll)

Neuromuscular,
cardiovascular and
metabolic dysfunction
(rare)

Zn2+

(zinc)
• Enzymatic catalysis (substrate or cofactor binding,
stabilization and activation in over 300
enzymes [514])

• DNA replication and transcription (zinc fingers in
DNA/RNA polymerases and transcription factors)

• Stabilization of cell membranes
• Development of skeletal and reproductive systems
• Wound healing (matrix enzymes and proteins)
• Immune response
• Brain function and learning
• Blood pH buffering and CO2 transport (carbonic

anhydrase)
• Cellular signaling and neurotransmission
• Programmed cell death

Multiple, from hair
loss, impotence and
diarrhea to impaired
growth and
development, and
susceptibility to
infections

Ca2+

(calcium)
• Enzymatic catalysis (substrate or cofactor
activation)

• Cellular signaling (e.g., calmodulin)
• Muscle contraction
• Neurotransmission
• Blood clotting (coagulation factors)
• Structural element in bones and teeth

• Rickets
• Clotting problems
• Osteoporosis

Mn2+

(manganese)
• Enzymatic catalysis (substrate or cofactor binding
and stabilization)

• Energy production and biosynthesis (PK, PEPCK,
GS)

• Nitrogen metabolism (arginase in urea cycle)
• Anti-oxidation (SOD)
• Wound healing (prolidase in collagen formation)
• Bone development (GT in proteoglycan synthesis)
• Photosynthesis in plants (water splitting center)

• Bone
demineralization

• Impaired growth

Co2+

(cobalt)
• Enzymatic catalysis (substrate or cofactor binding
and stabilization)

• Vitamin B12-dependent processes, e.g., DNA
synthesis and amino acid metabolism

—
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Metal Cellular and Physiological Roles Nutritional
Deficiency

Mo3+/4+/6+

(molybdenum)
• Enzymatic catalysis (electron transport, substrate
binding, stabilization and activation)

• Purine nucleotides breakdown (xanthine oxidase)
• Amino acid metabolism (sulfite oxidase)
• Metabolism and clearance of drugs and toxins
(aldehyde oxidase)

• Nitrogen fixation by certain bacteria (nitrogenase)

—

Cr3+

(chromium)
• Glucose transport into cells (by potentiation of
insulin action)

• Impaired glucose
tolerance

• Increased insulin
requirement

• Diabetes

2.6.10 Mixed modifications
The modifications described above are not protein-specific. Many proteins may undergo
modifications of different types, carried out to achieve specific functions [87]. To illustrate
this, we will go back to the signal transduction protein ras, which we have already encoun-
tered a few times.Ras, a cytosolic protein, mustmigrate to the plasmamembrane in order to
be activated by growth factor receptors, which also function as tyrosine kinases. The attach-
ment of ras to the plasma membrane requires no less than four different modifications [515].
First, ras is farnesylated on a cysteine side chain, which creates a hydrophobic membrane
anchor in the protein. Then, two adjacent cysteine residues are palmitoylated, thus provid-
ing two additional hydrophobic anchors. The next step is the proteolytic removal of the last
three residues of the protein, turning the farnesylated cysteine into the new C′ of the pro-
tein. Finally, the 𝛼-carboxyl group of this cysteine is methylated to eliminate its negative
charge. This prevents the carboxyl group from destabilizing the protein’s interaction with
the negatively charged lipids of the plasma membrane.

Some microorganisms, such as certain pathogenic bacteria, use PTMs for attacking
other organisms. Such microorganisms have developed during their long evolution an arse-
nal of molecular ‘weapons’ for attacking their hosts and, at the same time, defending them-
selves against the host’s immune system. Many of those weapons are protein toxins that are
secreted within the host and attack different systems. Protein toxins may act in different
ways, although many of them are enzymes that covalently change some of the host’s pro-
teins, and as a result harm their normal activity. Here are some of the modifications and
their effects on the host [87]:

1. ADP-ribosylation: The attachment of adenine diphosphate (ADP) to protein residues
is carried out by different toxins, such as the cholera, diphtheria, pertussis, and bo-
tulinum toxins [516–518]. The ADP donor is the common coenzyme nicotine adenine
dinucleotide (NAD+). The ADP group may be attached to several different nucle-
ophiles in the proteins, and act through different mechanisms (Table 2.9).

2. Glycosylation:Thismodificationmay act in differentways. For example, glycosylation
of Thr-35 in ras neutralizes the protein’s GTPase activity [519].
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3. Glutamine deamidation: This modification turns glutamine into glutamate. In the
case of rho, deamidation of Gln-61 in the active site abolishes catalytic activity [520].

The biological consequences of a given modification depend on the role of the target pro-
tein. Thus, neutralization of eEF-2 leads to the cessation of protein synthesis in the affected
cell, whereas that of rho leads to disassembly of the actin network. Nevertheless, all modi-
fications serve a similar general purpose, namely, to facilitate the entry and colonization of
the bacterium within the host. Interestingly, many bacterial toxins seem to target a GTPase
of some type. This is understandable considering the central role of these enzymes in the
regulation of key cellular processes.

Finally, many metabolic enzymes are attached to non-protein (prosthetic) groups, es-
sential for the enzymatic activity [521]. In most cases, the role of the prosthetic group is to
bindmolecules or groups of a certain chemical nature, and/or to transfer them to other parts
of the enzyme. This issue is discussed in detail in Chapter 9. Here are two examples related
to key metabolic enzymes:

1. Biotin:This prosthetic group specializes in the binding of a carboxyl group, and there-
fore appears in enzymes that catalyze carboxylation reactions. For example, in pyru-
vate carboxylase, biotin transfers a carboxyl group frombicarbonate (HCO –

3 ) to pyru-
vate, turning it into oxaloacetate. This reaction is the first step in the process of build-
ing glucose in the animal body during fasting. The biotin group is attached within
the protein to the 𝜀-nitrogen atom of a lysine residue, and can transfer the carboxyl
group over ~20Å. The same principal reaction also takes place in acetyl-CoA car-
boxylase, which turns acetyl-CoA into malonyl CoA, in the first stage of fatty acid
biosynthesis.

2. Lipoic acid: This group appears in 𝛼-ketoacid dehydrogenases, such as the glycolytic
enzyme pyruvate dehydrogenase and the Krebs cycle enzyme 𝛼-ketoglutarate dehy-
drogenase. Like biotin, this group is also attached to lysine residues, but its function
is to carry substrate-borne acyl groups between different domains of the enzyme. The
reduction of the disulfide bond in lipoic acid is coupled to the oxidation of the sub-
strate’s hydroxyethyl group. The resulting opening of the disulfide bond and attach-
ment of the free SH group to the substrate enables lipoic acid to transfer the substrate
from one region of the enzyme to another, for the continuation of the biochemical
reaction.

2.6.11 Pathological aspects of post-translational modifications
2.6.11.1 Cancer
The above discussion demonstrates that PTM influence processes such as signal transduc-
tion, gene expression, and molecular recognition of external elements by cells. Changes in
these processes happen, e.g., in the cancerous transformation of cells and tissues, which im-
plies that PTMs and cancermay be related.This is indeed the case. In fact, the accurate char-
acterization of PTMs in cells is expected in the near future to assist in the identification of
molecular markers of different cancer types, and possibly in the development of approaches
to fight the disease [522]. The two types of PTMs most strongly identified with cancerous
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TABLE 2.9 Some of the bacterial toxins using ADP-ribosylation on host proteins [516,517].

Affected Modified
Toxin Source Protein(s) Residue Molecular Effect Physiological Effect

Pertussis
(PTX)

B. pertussis Gi
*a Cys Lifting off inhibition of

adenylate cyclase in
different cell types,
resulting in excessive
production of cAMP

• Decreased phagocyte
action

• Lymphocytosis*e

• Low blood sugar
levels

• Hypotension

Cholera
(CTX)

V. cholerae Gs
*a Arg Over-secretion of

water and ions into
intestinal lumen

• Diarrhea
• Dehydration

Botulinum
type C3
(BTX)

C. botulinum rho*b Asn Inhibition of
acetylcholine release at
peripheral cholinergic
synapses

• Flaccid muscular
paralysis

Diphtheria
(DT)

C. diphtheriae eEF-2*c Diphthamide*d Inhibition of protein
synthesis

• Sore throat
• Fever
• Swelling of head and
neck

*aA type of G-protein, i.e., large heterotrimeric GTPases involved in signal transduction.
*bA small monomeric GTPase.
*cAn elongation factor in eukaryotic protein translation.
*dA chemical derivate of histidine.
*eAn increased number of circulating lymphocytes.

transformation are phosphorylation and glycosylation. As mentioned above, phosphoryla-
tion is a common molecular switch in signal transduction pathways. This role is manifested
in membrane receptors undergoing autophosphorylation, as well as cytosolic effectors such
as ras, phospholipase C𝛾 (PLC𝛾) and phosphoinositol (PI) 3-kinase. These bind to the cytoso-
lic end of the membrane receptor, and as a result become phosphorylated as well. Signal
transduction proteins located further downstream in the pathway may also use phospho-
rylation to relay the signal (e.g., mitogen-activated protein (MAP) kinase). These complex
processes often lead to dramatic consequences (cellular division, growth or suicide), so it is
not difficult to imagine how a defect in their regulation may eventually lead to cancer [523].
Indeed, several different proteins involved in signal transduction have been implicated in
the cancerous transformation of cells, and many of these proteins undergo or carry out
phosphorylation [524]. For example, growth factor receptors that are missing their extracel-
lular (ligand-binding) domains become constitutively active, and consequently transform
the cell. Knowledge about such processes has been used for developing different strategies
for fighting cancer. For example, antibodies designed to target the extracellular part of the
growth factor receptor have been successful in suppressing the growth of cancer cells [525].
Another successful treatment is the anti-cancermedication imatinib (Gleevec®), which tar-
gets the PDGF receptor [526].

Glycosylation is also identified with cancerous transformation. Cells undergoing trans-
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formation are known to change the carbohydrate composition of their surfaces so it be-
comes more similar to the composition in embryonic cells [527]. This phenomenon is so
common that cancer-specific antigens (i.e., molecular markers) often turn out to be carbo-
hydrate moieties attached to proteins or lipids. The transformation also involves a decrease
in the number of carbohydrate moieties of the cell. Since the carbohydrates covering the
cell are involved in anchoring it to the tissue, this decrease allows the transformed cell to
leave the tissue and migrate to other parts of the body [528]. This process is referred to as
‘metastasis’.

The change in carbohydrate composition may confer another advantage to the cancer-
ous cell. As mentioned earlier, proper glycosylation of cell-surface proteins contributes to
these proteins’ ability to interact with other cells and molecules. In the case of cancer cells
this is a major disadvantage, as it makes them more ‘visible’ to the cells and proteins of
the immune system. Evidence suggests that the change in cancer cells’ surface carbohydrate
composition allows them to avoid such detection, thereby increasing their chances of sur-
vival. [529]. Ironically, this same unique carbohydrate composition has made it possible for
scientists to develop a new strategy of fighting cancer, i.e., constructing a vaccine. In this ap-
proach, the cancer is treated like an infection: the patient is injected with the carbohydrate
structures unique to the cancer carried, boosting the immune system’s capacity to identify
the aberrant cells [530]. This approach has high potential, which scientists and physicians are
now trying to translate into medical results.

Finally, studies show that the ubiquitin system may also be involved in cancerous trans-
formation, as in the case of the cell-cycle-regulation protein p53. As already explained in
Subsection 2.6.4.1 above, p53 is a major player in keeping cells from dividing once their
DNA has become damaged. Under normal conditions, p53 has a very short half-life, of
several minutes, due to its frequent ubiquitination by MDM2 (a type of E3 ubiquitin lig-
ase; see Subsection 2.6.4.3 above), and its subsequent degradation. However, when the cell
is stressed, the tagging of p53 for destruction is suppressed, thus prolonging the protein’s
life. Such suppression occurs, e.g., through binding of the transcriptional co-activator p300,
which is essential for the transcriptional function of p53. The binding site of p300 in p53
overlaps with that of MDM2, thus preventing the ubiquitination of p53 [490]. In addition,
p300 acetylates p53, which also protects the latter (see Subsection 2.6.4.1 above). In any
case, the reduction in p53 degradation at the cellular level leads to heightened regulation
of the transcription of genes involved in DNA repair, apoptosis, and cell cycle arrest [489]. It
has been found that MDM2 is overexpressed in cancer cells, which keeps p53 at low con-
centrations, and allows the cell to keep accumulating mutations.

2.6.11.2 Age-related illnesses
PTMs are involved in additional pathologies other than cancer. Some of these pathologies,
such as type II diabetes, vascular diseases, rheumatism, and neurodegenerative diseases,
are considered to be age-related, at least in part. Although the molecular mechanisms un-
derlying the various pathologies are different, they have all been found to be affected by
sirtuins [531,532]. These proteins mediate the (positive) effect of calorie restriction on life ex-
pectancy in animal models, a phenomenon that is thought to work through lowering the
incidence of age-related diseases. The effect of sirtuins depends on the type of disease, as
well as on the type of sirtuin. For example, SIRT1 lowers the frequency of some age-related
pathologies, whereas SIRT2 increases the frequency of some degenerative pathologies, such
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as Parkinson’s disease. In addition, the protein targets of sirtuins and the biochemical path-
ways in which they participate differ among organisms. For example, mammalian SIRT1
acts on transcription factors or regulators (e.g., p53 and NF-𝜅B), thus affecting metabolic
and stress-related pathways [531]. In particular, the effect of SIRT1 on the protein PGC-1𝛼 in-
duces the formation of new mitochondria in the cell, which is of great medical importance;
first, the increase in the number ofmitochondria speeds up glucose oxidation, which in turn
leads to increased insulin sensitivity. This makes SIRT1 a potential target for diabetes drugs.
Second, ageing is accompanied by a drop in the number of mitochondria within cells. It is
therefore possible that SIRT1 acts to slow ageing by inducing mitochondria biosynthesis.

Recent studies show that sirtuins are post-translational modifying enzymes. Most sirtu-
ins deacetylate lysine residues in their target proteins, thus activating or deactivating these
proteins. Other sirtuins ADP-ribosylate their target proteins, thus inactivating them. Inter-
estingly, despite the fact that these twomodifications are different, both involve the cleavage
of NAD+ in the first stage of the reaction [531].

2.6.12 Identifying post-translational modifications
Many of the PTMs known today have been discovered accidentally, using standard molec-
ular methods, such as replacement of a modified residue by point mutation [533]. Inten-
tional search for covalently modified residues in a protein is more difficult, as it requires the
specific protein form carrying the modification to be isolated in large enough amounts for
biochemical analysis. Since many PTMs are carried out in a modular manner (e.g., phos-
phorylation of different residues), it is not uncommon for the same cell or even the same
organelle to have different forms of the same protein, differing in the chemical nature of a
single residue. In such cases, each of the different forms will exist in solution in very small
amounts, requiring extremely sensitive methods for detection. One such method is mass
spectrometry (MS). In this method, the sample of proteins in solution is ionized; it is then
exposed to an electric field, which facilitates the separation of the different proteins accord-
ing to their mass-to-charge ratio [534,535] (see more in Chapter 3). As PTMs change at least
one of those properties, MS can be used for isolating chemically unique forms of a single
protein. Some applications of the method make it possible to quantify the different forms
of the protein in the sample, and therefore to characterize the degree to which a certain
PTM is observed under different physiological conditions. To make the process more effi-
cient, the different proteins may first be separated by high-performance liquid chromatog-
raphy (HPLC), and in some cases, cleaved enzymatically or chemically to short peptides,
which are then analyzed by MS.

Another common method of separating proteins by their covalent modifications is two-
dimensional (2D) gel electrophoresis [536,537].The principles of protein and peptide separation
by gels are detailed in basic biochemical literature (e.g., [24]). In 2D electrophoresis, the pro-
teins are separated first by mass and then by charge, where the two separations are carried
out along perpendicular axes on the same gel. After the separation, each of the protein forms
can be collected from the gel and investigated individually by using other methods. In addi-
tion to MS and gel electrophoresis, methods such as column chromatography and antibody
precipitation (AP) may be used. Finally, proteolytic cleavage of proteins can be identified
by Edman degradation, which determines the N-terminal residue of the polypeptide chain.
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2.7 FIBROUS PROTEINS

In the subsections above we witnessed the highly sophisticated structure of globular pro-
teins. This inherent complexity is the reason why most cellular functions, which are ex-
tremely diverse, are carried out by this type of protein. Nevertheless, cells and tissues also
contain proteins that do not possess the characteristic properties of globular proteins, pri-
marily the globular structure. Rather, they have an elongated shape (see Figure 2.22 above).
These tend to have structural functions. That is, they serve as building blocks for large fiber-
based structures inside or outside the cell. Such proteins are referred to as ‘fibrous’. As might
be expected, fibrous proteins differ from globular ones not only in terms of their shape and
biological roles, but also in other properties, such as water solubility, atomic packing and
density, hydrophobicity, dynamics, and folding energetics. In the following subsections we
will review what is currently known about fibrous proteins, emphasizing the above aspects,
as well as the structure-function relationship exhibited by these proteins.

2.7.1 Fiber-based structures inside and outside cells
The cellular and physiological roles of fibrous proteins mainly involve the formation of large
structures, organized as fibers inside or outside the cell. Some of these fiber-shaped struc-
tures are not built exclusively from fibrous proteins, and may also include globular proteins
as building blocks. It is difficult to describe the organization and function of such structures
by addressing only their fibrous components, and we therefore include all of their com-
ponents in our discussion. The distinction between fiber-forming and fibrous proteins is
further discussed in Subsection 2.7.2 below.

2.7.1.1 Mechanical support
Eukaryotic cells contain fiber-like structures that provide them with physical support and
allow them to withstand naturally applied mechanical forces. These forces include pulling,
compression, and shearing forces. The two major ultra-structures that fulfill these roles are
the cytoskeleton, which resides inside the cell, and the extracellular matrix. A brief descrip-
tion of these two structures has been provided in Chapter 1. In the following subsections we
focus on the various components of each structure. In both cases, we refer to structures as-
sociated with eukaryotic cells. It should bementioned, though, that protein-based polymers
composing a cytoskeletal system have recently been identified in bacteria as well [538].

2.7.1.1.1 Cytoskeleton

The cytoskeleton is composed of three types of fibers (Figure 2.42), each fulfilling a different
function.

1. Microfilaments
Microfilaments are thin (8 nm) fibers made of the protein actin (Figures 2.42a
and 2.43). They are capable of modulating their length by adding or subtracting actin
monomers to one of their termini. Microfilaments may appear in different forms, de-
pending on the proteins they interact with. The following are examples of actin fiber
types:

(a) Cortex fibers – As their name implies, these fibers reside at the periphery of the
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cell, and are composed of crossed fibers forming a gel-like structure. The role of
cortex microfilaments is to give the cell its general shape.

(b) Stress fibers – A stress fiber is a bundle of anti-parallel actin fibers, capable of
contracting thanks to their interaction with another set of fibers. The latter are
thick and made of the motor protein myosin II. The cytoplasmic stress fibers
bind to certain structures inside the plasma membrane, which are bound on the
membrane’s extracellular side tomatrix components.Thus, stress fibers enhance
the adhesion capability of the cell to its substrate (see following subsection).

(c) Filopodia (pseudo-limbs) – A bundle of parallel fibers that push local regions
of the plasma membrane towards the extracellular environment, in the form
of elongated leg-like extensions. Since actin fibers can modulate their length,
filopodia may appear in different sizes. Certain epithelial cells use filopodia to
increase their surface area. A well-known example is the intestinal epithelium,
which uses such filopodia (called microvilli) to increase its surface area in order
to enhance nutrient absorbance.

Actin has other biological roles, one of which is to form the contractile units of
skeletal muscles (see Subsection 2.7.1.3 below). In addition, it is involved in nuclear-
associated functions, such as transcription, RNA processing, and transport through
the nuclear lamina [539,540].

2. Intermediate filaments
Intermediate filaments are tough fibers that protect cells and tissues against mechan-
ical environmental insults [543]. In vitro studies show that intermediate filaments are
particularly well adjusted for this type of function; they can withstand pressures of
~1,000 dyn/cm2, ~5 times greater than what microfilaments can withstand [544], with-
out losing flexibility; moreover, as the pressure increases, so does their resistance to
it [545].The term ‘intermediate’ comes from their size, which is intermediary compared
to the other two types of cytoskeletal fibers (Figure 2.42b).Themechanical protection
provided by intermediate filaments is especially important in cells that are exposed
to mechanical stress, including the intestinal and skin epithelia, as well as the oral
mucosa, cornea, and muscle.
Intermediate filaments may be formed by different types of proteins, depending on
the tissue type. In epithelia, intermediate filaments are formed by keratin [546,547] (Fig-
ure 2.44a). The organization of epithelia is particularly interesting in the epidermis
layer of skin. In fact, skin epidermis includes several layers of cells (Figure 2.44b),
with the innermost layer composed of keratinocytes. These metabolically-active cells
are in essence capable of dividing indefinitely. Some of these cells differentiate while
physically moving towards the external side of the epidermis. This process creates the
other four layers of epithelial cells (from inside to outside), differing in their degree of
differentiation, metabolic activity, and amount of keratin. The differentiation process
involves the disappearance of the nucleus and organelles, increase in keratin content,
and the abolishment of metabolic activity. It ends after 26 to 42 days, with the acti-
vation of programmed cell death (apoptosis). At this stage, the dead cells are full of
keratin (‘keratinized’) and reside at the outermost layer of the skin.This layer is highly
efficient in protecting the inner layers against physical attrition, and serves as a barrier
preventing the penetration of water and chemical or biological agents into the tissue.
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(a) (b)

(c)

FIGURE 2.42 Constituents of the cytoskeleton.The figure depicts the three types of cytoskeletal
fibers, and their assembly from the basic units (taken from [541]). (a) Microfilaments made of F-
actin. Although F-actin forms structural fibers, it is a globular protein (see Subsection 2.7.2 in the
main text for details). The fiber is dynamic; each of the F-actin monomers, depicted as spheres, can
join the fiber from its (+) side or depart from it at the (−) side. (b) Intermediate filaments made of
𝛼-keratin. In contrast to F-actin, 𝛼-keratin (shown as an elongated blue line) is a fibrous protein.
As a result, it oligomerizes sideways to create a supersecondary (dimeric) structure called a ‘coiled
coil’. Two such dimers can align head-to-tail to form a tetrameric structure, and such structures can
assemble along a single axis to form a ‘protofilament’. Finally, a number of protofilamentsmay join in
a parallel formation to create a filament. (c)Microtubules made of 𝛼/𝛽-tubulin. Like F-actin, tubulin
is also a globular protein. The orange lines delineate the 𝛼 and 𝛽 tubulin arrangements transversely
to the fiber’s axis. The image on the right shows the microtubule fiber from an angle perpendicular
to the left image.

FIGURE 2.43 The structure of actin microfilaments.The microfilament fibers are made of glob-
ular (G) actin. Within the fiber structure, actin is referred to as ‘filamentous’ (F-actin). The figure
was taken from [542] courtesy of David Goodsell (Scripps Institute).
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The overall process is also responsible for creating animal hair, nails, horns, hooves,
and feathers.
As explained, keratin constitutes a tough element in epithelial cells, and its organi-
zation as a mesh allows it to resist pressures optimally. When this ultrastructure falls
apart, which happens in some diseases, the cytoplasmmollifies, leading to the appear-
ance of boils [548]. In addition to being present in the cytoskeleton, intermediate fila-
ments also appear in the nucleus. Nuclear intermediate filaments are composed of the
protein lamin, and seem to be responsible for the mechanical stability of the nuclear
lamina. Microscopic staining of intermediate filaments shows that these fibers extend
from the cell’s periphery to its nucleus, which implies that the two extreme regions
may communicate in some way [549]. In fact, intermediate filaments are connected to
the Golgi apparatus, mitochondria, transport vesicles, and other elements of the cy-
toskeleton. Therefore, it is hypothesized that intermediate filaments may participate
in the inner organization of the cell [549].Themechanical protection provided by inter-
mediate filaments transcends the boundaries of the single cell; the fibers are connected
to cell-cell junctions and to cell-extracellular matrix (ECM) junctions (desmosomes
and hemi-desmosomes, respectively). Thus, intermediate filaments can be viewed as
a network of fibers extending throughout the entire tissue. This makes their role as
mechanical supporters much easier, as they can distribute the forces applied to them
over the entire surface of the tissue, instead of over each cell separately.

3. Microtubules
The third and innermost category of cytoskeletal fibers comprisesmicrotubules, which
are hollow and are built from the protein tubulin (𝛼/𝛽). These rigid ‘pipes’ are about
2.5 times thicker than microfilaments and intermediate filaments (Figure 2.42c), and
provide support for the latter two. Like microfilaments, microtubules are also con-
structed by the assembly of protein monomers along their principal axis. In animal
cells, this process begins from a defined body, the centrosome, which is located near
the nucleus [79].
Tissue protection or stabilization by intracellular fibers can sometimes be carried out
ad hoc as a response to a change in the tissue’s condition.This is the case with clotting,
a process that involves the water-soluble protein fibrinogen [552]. During the clotting
process, proteolytic enzymes activate each other in a cascade, with the last member,
thrombin, turning fibrinogen into the water-insoluble protein fibrin. The latter orga-
nizes as a densemesh of fibers (i.e., the blood clot, Figure 2.45), which seals thewound
and prevents further blood loss. Later, the clot also participates in tissue healing.

2.7.1.1.2 Extracellular matrix (ECM)

Proteins of the extracellular matrix also participate in tissue protection and support. As
mentioned in Chapter 1, the ECM is a large network of proteins and polysaccharides, which
interact with each other and withmembrane-bound proteins (Figure 2.46). Each of the pro-
teins composing the ECM has different properties, and therefore plays a different role (Ta-
ble 2.10). Collagen is probably the most extensively studied protein in this respect. Highly
common in vertebrates*1, it constitutes the major component of connective tissues, such as

*1In humans, collagen constitutes 33% of the total protein and 67% of the skin’s dry weight [554].
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(a)

(b)

FIGURE 2.44 Keratin intermediate filaments. (a) Fluorescence scanning laser confocal mi-
croscopy of keratin intermediate filaments in epithelial cells. The keratin intermediate filament con-
stitutes most of the red stain in the image, whereas nuclear DNA is colored in green. The image is
taken from [550]. (b) The structure of skin. The entire structure is shown on the left. A blow-up of
the epidermal layer is shown on the right, along with the major protein-based structures. The image
was taken from [551].
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FIGURE 2.45 A blood clot. The fibrin mesh composing the clot is shown in white. The trapped
red blood cells and platelets can also be seen. The image was taken from [553].

skin, cartilage, bone, tendons, ligaments, teeth, and thewalls of blood vessels [555,556]. It is also
a long-lived protein, with a half-life of ~100 to 200 years, depending on the tissue and type
of collagen [557,558].There are currently 28 known types of vertebrate collagen [554], with types
I through IV being the most common. Some of the types are tissue-specific, whereas others
are not. For example, collagen type I, which is the most common, is present in virtually all
connective tissues except cartilage, whereas type II is present in cartilage and intervertebral
disks. Type III is present in skin, blood vessels and the intestine, whereas type IV is present
in the basal lamina*1. In tissues, collagen joins the protein elastin as well as polysaccharides
and minerals to form a strong extracellular mesh responsible for the structural integrity of
body organs [559,560]. The specific properties of each type of connective tissue result from the
structure of its collagen (fiber, sheet, etc.) and the composition of related compounds. For
example, in flexible tissues (skin, cartilage), collagen joins elastin and considerable numbers
of polysaccharides, whereas in bone, collagen serves as a scaffold for the deposition of cal-
cium and phosphate, in the form of hydroxyapatite, which renders it tough [561]. Collagen
is formed within the cell as a precursor called ‘procollagen’. This molecule has unorganized
N′ and C′, the former containing a signal sequence telling the cell to divert the molecule to
the secretory pathway. Only after secretion of the procollagen to the extracellular space are
the termini enzymatically cleaved, at which point the molecule is converted into the mature
form of collagen (tropocollagen). Tropocollagen then assembles in a hierarchical manner
into a complex structure. Types I through III, V, VII, XI, XXIV, and XXVII tend to form
rope-like structures (fibrils), which further assemble into fibers (Figure 2.47). The other
types of collagen may form networks of other structures.

2.7.1.2 Tissue organization and cell-environment communication
As explained, the two major cellular structures based on structural proteins are the cy-
toskeleton and the ECM. Although they are separated by the plasma membrane, these two
ultra-structures are in contact with each other via membrane-crossing proteins, such as
integrins*2, which are bound to cytoskeletal and ECM elements on their opposite termini
(Figure 2.48). This contact achieves two important goals. First, it helps in anchoring the cell

*1Base membrane; a thin sheet of extracellular matrix that separates epithelia from the underlying connec-
tive tissues.

*2Integrins constitute a diverse family of dimeric membrane-bound receptors, which play a central role in
tissue organization and cellular survival via cell-cell and cell-ECM interactions [564].
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FIGURE 2.46 Organization of the extracellular matrix. The image on the upper-left side of the
figure shows a cell (light-pink-filled body) and the extracellular matrix in which it lies. The thick,
striped, elongated shapes are collagen fibers. The rest of the shapes in the figures are molecules com-
posing intra- and extracellular fibers, as detailed in the index at the lower-right side of the figure.The
image on the upper-right side of the figure is a blow-up of the extracellular matrix region that lies
near the plasma membrane. It also shows the membrane-crossing molecules mediating the intra-
and extracellular fiber networks. The figure was adapted from [562].

to the tissue. For example, focal contacts are formed between intracellular actin-myosin-
based stress fibers and the ECM. The contraction ability of the stress fibers contributes sig-
nificantly to the attachment of the cells to the tissue [79]. Actin fibers are also involved in
cell-cell interactions in epithelia, via their indirect interaction with the membrane-crossing
protein cadherin. The cellular contacts mediated by cadherin proteins are called adherence
junctions. Intermediate filaments also participate in cell-cell and cell-ECM interactions, via
desmosomes and hemi-desmosomes, as explained earlier.

The cytoskeletal-ECM contact also facilitates communication, i.e., the relaying of bio-
chemical and mechanical signals from the external environment to the cell. For example,
integrin-mediated contact between microfilaments and the ECM leads to the clustering of
integrinmolecules in a confined area of themembrane, which in turn leads to the activation
of a tyrosine kinase called FAK.The latter is involved in signal transduction that depends on
the type of substrate on which the cells proliferate. Indeed, studies show that interactions
between cells and the ECM significantly affect the shape, proliferation, differentiation, and
even death of the former [565–567]. This type of communication, thought to be responsible for
tissue organization, operates in parallel to chemical-based communication, that is, commu-
nication based on chemical messengers such as hormones, growth factors, and cytokines,
which bind to specific cellular receptors. However, this functional dichotomy is not abso-
lute; some integrins are known to bind chemical messengers such as the neurotrophins,
molecules participating in the regulation of the nervous, blood, and immune systems [568].
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TABLE 2.10 Types of extracellular matrix (ECM) proteins and their functions. ECM: extracel-
lular matrix. The table was adapted from [563].

Protein Function

Collagen (fibrillar) • Forming structural scaffolds
• Stiffness control and tension resistance
• Binding of adhesion molecules and some growth factors

Collagen (non-fibrillar) • Aiding ECM organization and stability
• Aiding fibrillar collagen formation
• Modulation of cellular migration and proliferation
• Creating physical barriers for solute penetration to tissue

Fibrin • Forming blood clots
• Stiffness control and tension resistance
• Binding of adhesion molecules

Elastin • Providing elastic recoil to tissues

Proteoglycans • Compression resistance
• Hindering transport of water and macromolecules
• Binding of growth factors and chemokines

2.7.1.3 Motion
Fiber-forming proteins participate in several mechanisms of motion. These mechanisms
operate on different levels of organization, including the physiological, the cellular, and the
subcellular levels. The following sections review some of the main mechanisms.

2.7.1.3.1 Physiological motion

Motion at the physiological level is best exemplified by animalmuscle contraction.The basic
contraction unit, the sarcomer, is based on two fiber-forming proteins. The first is actin,
which we have already encountered as a cytoskeletal protein capable of forming fibers of
different lengths by adding or subtracting monomers (Figure 2.43). In the sarcomer, actin
forms thin fibers of fixed length. The second protein, myosin II, forms thick fibers. The
mechanical contraction of muscle is the result of these two fibrous structures sliding against
each other using the chemical energy of ATP, as in stress fibers.

2.7.1.3.2 Cellular motion

Whole-cell motions of single-cell organisms can appear in two very different forms.The first
results from the movement of elongated organelles that extend from the cell’s surface out-
wardly, and function like motors. The structure of these organelles is based on the protein
tubulin, and they may be short and numerous (cilia), or long and few (flagella; Figure 2.49).
Such structures also appear in multicellular organisms; in these cases, instead of moving
entire cells, the structures help in pushing fluids or solids away from tissue-anchored cells.
The second type of whole-cell motion involves changes in the shape of the cell (amoeboid
motion), and is based on actin microfilaments. The dynamic nature of microfilaments, re-
sulting from the constant addition and/or subtraction of actin monomers, allows the cell to
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(a) (b)

FIGURE 2.47 Collagen maturation. The figure shows the proteolytic processing of procollagen
into tropocollagen (a) and the assembly of tropocollagen units into collagen fibers (b). The figure
was adapted from [560].

create elongated extensions of the plasmamembrane [79].These extensions change the shape
of the cell, but can also produce motion. In this case, the extensions are called ‘pseudopodia’,
and the net effect of motion is created when the other parts of the cell follow them.This type
of motion is particularly important for the function of macrophages, phagocytic cells that
identify pathogens, internalize them, and then kill them using various toxic chemicals they
produce. The internalization process involves the formation of pseudopodia, which engulf
the pathogen.

2.7.1.3.3 Subcellular motion

Actin and tubulin are also involved inmotion of different elementswithin cells. For example,
actin fibers participate in the formation of the membrane separating the two daughter cells
at the end of mitosis (cytokinesis). These fibers are a target for several natural toxins. For
example, cytochalasin D is a fungal alkaloid that induces the disintegration of actin fibers,
thus preventing the cell from moving or completing its mitotic cycle. Such toxins are used
by scientists as important tools for investigating the cytoskeleton.

Another classic example of motion inside cells is the transport of intracellular ‘cargo’,
i.e., organelles, vesicles, and protein complexes [571]. These are anchored to ‘motor’ proteins,
which facilitate their movement along microfilaments and microtubule fibers, similar to
the motion of a train along its rails. Motion along actin fibers is carried out using the motor
proteins myosin Va and VI (in opposite directions), whereas motion along microtubules
uses dynein and kinesin.The two types share some of their ‘cargo’, and includemany crossing
points. For example, in exocytosis, secretory vesicles start their way to the plasmamembrane
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FIGURE 2.48 Connectivity of the extracellular matrix and intracellular elements. The figure
shows the continuous protein network starting from collagen and fibronectin fibers outside the cell,
and proceeding to membrane-crossing elements such as integrins, to intracellular elements such as
actin and intermediate filaments of the cytoskeleton, and finally to elements inside the cell nucleus,
such as lamins. The figure was taken from [569].

along microtubules, using kinesin. When approaching the periphery of the cell, the vesicles
are transferred to myosin Va, which carries them along actin fibers to their destination.
The opposite process, endocytosis, is carried out similarly, and involves the motor proteins
myosinVI and dynein [571]. Asmight be expected, these processes are crucial for the viability
of the cell, and damaging them results in lethal pathologies, such as amyotrophic lateral
sclerosis (ALS) [572] (see also Chapter 5, Box 5.1).

Other types of intracellular motion involving microtubules are the building of the mi-
totic spindle [573] and the plant cell wall. Like microfilaments, microtubules also undergo
constant assembly and disassembly. This process is targeted by certain natural toxins, such
as colchicine, taxol, and vinblastine. Since these toxins get in the way of mitotic spindle con-
struction, they are used as pharmaceutical drugs against various pathologies that involve
unwanted cellular division. Thus, colchicine is used against gout, whereas taxol and vin-
blastine are used against cancer.

2.7.1.4 External structures
Some types of protein fibers are formed within the organism, yet fulfill their roles outside
its body. This is the case with silk, which is produced by insects [574,575]. Silk fibers are used
as hunting traps (spider webs), as well as for building nests and cocoons. Silk is very light
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FIGURE 2.49 A schematic depiction of the bacterial flagellum. The different parts of the flagel-
lum are marked, with emphasis on their connectivity and topological organization within the dif-
ferent regions of the bacterial cell. The figure was taken from [570].

and flexible, but at the same time very strong. In fact, gram for gram, silk fibers are stronger
than any other known biological material, and are even stronger than steel. Because of these
properties, silk is being considered as a potential component of future industrial materials
that require both lightness and strength, e.g., bullet-proof vests and surgical sutures [576,577].

The strength of silk is particularly pronounced in spider webs, which are capable of
catching large insects in flight, and holding them. There are seven different types of spi-
der webs, divided according to their designated roles (capture, reinforcement, gluing, safety
line, etc.). Some webs may include several different structural proteins (e.g., fibroin) [578].
These proteins exist in a liquid state within specific glands in the spider’s body, where each
gland specializes in a different type of web. During secretion of the liquid, changes in pH
and ionic concentration decrease the water solubility of the protein significantly, which in
turn leads to its assembly as non-soluble fibers.

2.7.1.5 Other roles
The traditional notion that fibrous proteins merely provide mechanical support to cells and
tissues, or facilitate cellular motion, has changed in recent years, as other, more sophisti-
cated roles have begun to emerge. For example, we have already seen how microtubules, in
addition to building a supporting network inside the cell, also facilitate the trafficking of
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organelles and cellular division. However, one could say that in these roles the fibrous pro-
tein also essentially functions as a structural building block. It is notable, then, that recent
studies have implicated some fibrous proteins in roles that do not relate to cellular shape or
mechanical activity. This is nicely exemplified by keratin. This protein belongs to a family
of proteins that are encoded by ~54 genes and include two major types:

• Type I – includes K9–K23 and Ha1–Ha8.

• Type II – includes K1–K8 and Hb1–Hb6.

The expression of the two types of keratin is highly regulated and depends on cell type and
degree of differentiation [579,580], characteristics that in themselves reflect the biological im-
portance of keratin. And indeed, studies focusing on the keratin family have revealed differ-
ent roles played by these proteins [547].The following subsections provide a short description
of the main roles.

2.7.1.5.1 Regulation of skin pigmentation

Skin color is determined by the pigment melanin. The production and distribution of the
pigment is a complex process that involves two types of cells: melanocytes, which reside in
the basal layer of the epidermis (Figure 2.44b), and the adjacent keratinocytes [581]. Melanin
is first produced (from the amino acid tyrosine) by melanocytes, inside organelles called
melanosomes. Then, it is transported to nearby keratinocytes and internalized in a process
similar to phagocytosis. Inside the keratinocytes, melanin granules localize near the nu-
cleus, where they can protect the genetic material against the ultra-violet radiation of the
sun. Keratin has been implicated in this process, on the basis of several observations. First,
the ‘mottled pigmentation’ phenomenon, involving hyper- and hypo-pigmentation of the
skin, is linked to mutations in keratin genes [582]. Second, keratin has been found to interact
with dynein [583], which is known to be involved in the transport of melanin to the nucleus
of keratinocytes [584]. Finally, studies have demonstrated that intermediate-filament-related
proteins, including keratin, interact with motor proteins that facilitate the movement of
organelles along microtubules [585]. Although the exact mechanism through which keratin
affects pigmentation is yet to be found, the above observations suggest that the protein is
involved in the transport of melanin granules to the nucleus [547].

2.7.1.5.2 Regulation of hair follicle growth cycle

Hair follicles reside in the thick, inner dermis layer of the skin, which also includes blood
and lymph vessels, sweat and sebaceous glands, as well as nerve endings (Figure 2.44b). De-
spite being small, the follicle is one of themost interesting structures in terms of histological
complexity. It is composed of eight epithelial layers differing in their degree of differentia-
tion, and its life cycle includes three steps: rapid growth, regression*1, andmetabolic rest [586].
Mice that do not express theK17 keratin type suffer from a partial loss of hair [587].Moreover,
cultured keratinocytes taken from these mice are particularly susceptible to cycloheximide-
and TNF-𝛼-induced apoptosis*2. These studies and others suggest that keratin promotes
hair growth by inhibiting apoptosis [588].

In conclusion, keratin seems to function at the biochemical level in addition to ful-
filling a structural role in providing mechanical support to cells and tissues.

*1During this phase, the lower part of the tissue is eliminated by apoptosis.
*2Cycloheximide is an antibiotic that inhibits protein biosynthesis in eukaryotic cells. TNF-𝛼 is a biologi-

cally produced chemical involved in numerous cellular processes, such as inflammation and apoptosis.



Protein Structure ■ 221

2.7.1.5.3 Regulation of epithelial cell regeneration via protein synthesis

Tissue injury in animals automatically activates a set of healing processes in the cells sur-
rounding the damaged area. In skin, liver, brain, and muscle tissue, these processes involve
significant changes in the expression of intermediate filaments [589]. Although the exact in-
volvement of the intermediate filaments in the healing process is not entirely clear, it has
been suggested that they enhance cells’ capacity to migrate to the place of injury, by chang-
ing the cells’ flexibility and the viscosity of their cytoplasm. As wound healing is accompa-
nied by massive production of proteins, it has been suggested that the K17 keratin type may
also assist in the healing of epithelial tissues by promoting protein synthesis in the activated
cells [590]. Indeed, cells devoid of K17 experience a 20% drop in protein production.

In conclusion, intermediate filaments in epithelia seem to be involved in processes
that are associated with stress-related responses, signal transduction regulating protein
synthesis or apoptosis, and the trafficking of organelles and/or vesicles inside cells [547].

2.7.2 Fiber-forming versus fibrous proteins
Theproteins mentioned above have different roles, yet share one common property: they all
act as building blocks of larger polymeric structures. Accordingly, it is customary to refer
to those proteins as ‘structural’. The structures formed by structural proteins are often orga-
nized as long fibers, creating the erroneous notion that all structural proteins are fibrous. In
fact, many of these proteins are globular, as in the case of the microfilament-related protein
actin*1 and the microtubular protein tubulin. Some fiber-shaped structures are built from
proteins that are themselves elongated in shape and have some properties that are signifi-
cantly different from those of globular proteins.This group of fibrous proteins includes some
of the fiber-forming proteins mentioned in the above subsections, such as the intermediate-
filament-forming protein 𝛼-keratin, the extracellular matrix protein collagen, and the silk-
forming protein fibroin. Our discussion in the following sections focuses on such proteins.

2.7.3 Structural differences between globular and fibrous proteins
Globular and fibrous proteins are substantially different from each other in their structural
properties, beyond the obvious shape difference. First, globular proteins have a nonpolar
core and a polar surface, whereas many fibrous proteins have the opposite topology. As a
result, the former are water-soluble, whereas the latter are water-insoluble. The low solubil-
ity of many fibrous proteins may seem like a major disadvantage. However, in contrast to
globular proteins, which need to be soluble in order to create transient contacts with other
molecules without forming aggregates, fibrous proteins act mainly as building blocks for
large stable structures, a function that does not require water solubility. The unique topol-
ogy remains also when these proteins form large fibers, such that these fibers are nonpolar
as well (see more below).

The second marked difference between the structures of globular and fibrous proteins
lies in their structural hierarchy. Globular proteins may include both 𝛼 and 𝛽 elements
within the same molecule, and these serve as a basis for higher-level structures (supersec-
ondary and tertiary), needed for the complex function of the protein. In contrast, fibrous

*1Actin has two forms: G (globular) and F (fibrillar), corresponding to themonomeric and polymeric forms,
respectively (Figure 2.43). Still, both forms are essentially globular.
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proteins include either 𝛼 or 𝛽 elements, usually arranged as a supersecondary structure that
creates the repetitive nature of the fiber [591,592]. This property is exemplified in the following
three ‘classic’ fibrous proteins [71]:

1. 𝛼-Keratin, composed of two 𝛼-helices wound around each other in a supersecondary
structure referred to as a ‘coiled coil’ [593]*1 (Figure 2.50a).

2. Collagen, composed of three non-𝛼 helices wound around each other in a structure
referred to as a ‘triple helix’ (Figure 2.50b).

3. Silk fibroin, composed of 𝛽-sheets bound to each other via flexible linkers. Other silk-
forming proteins have a similar structure (Figure 2.50c).

The complex tertiary structure characterizing globular proteins is usually absent in fibrous
proteins, since the latter proteins do not require the sophistication conferred by such com-
plexity. Interestingly, fibrous proteins do have quaternary structures, as they tend to assem-
ble into fibrils, and then fibers. However, in contrast to the quaternary structures of globular
proteins, the structures of fibrous proteins tend to include both noncovalent and covalent
bonds. Such bonds come in the form of disulfide bridges or other bonds that do not appear
at all in globular proteins.

(a) (b) (c)

FIGURE 2.50 Supersecondary structure in fiber-forming proteins. (a) The coiled coil structure
of 𝛼-keratin. (b) The triple helix structure of collagen. (c) The complex 𝛽 structure of spider silk-
forming protein from Nephila clavipes. Models of both relaxed and extended forms of the protein
are shown. The image was taken from [594].

*1𝛼-Keratin is present in the skin, hair, wool, nails, claws, horns, and hooves of mammals. 𝛽-Keratin is
present in bird beaks and feathers, as well as in reptilian scales. In contrast to 𝛼-keratin, 𝛽-keratin has a twisted
𝛽-sheet structure.
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2.7.4 Structure-function relationships in helical proteins 𝛼-keratin and
collagen

𝛼-Keratin and collagen are two fibrous proteins with some common characteristics. First,
they are both helical in shape. Second, they both constitute major components in their re-
spective tissues (epithelial and connective, respectively). Third, they both confer strength
to the tissue. However, the type of strength rendered differs between the two proteins; 𝛼-
keratin confers toughness, whereas collagen confers tensile strength. This difference results
from the unique structure of each of the two proteins. In the following sections we will re-
view these structures and focus on the specific determinants responsible for the differences
mentioned above.

2.7.4.1 𝛼-Keratin
𝛼-Keratin is the principal protein of cytoskeletal intermediate filaments in mammalian ep-
ithelia. Its presence confers toughness to the tissue, and allows it to resist mechanical pres-
sure. Although we do not have a high-resolution structure of the protein, ample data have
been collected in the last 50 years or so, including X-ray diffraction data [595]. These data
indicate a left-handed coiled coil, which is composed of two right-handed 𝛼-helices that are
wound around each other (Figures 2.6–2.11a) [596]. The coiled coil is ~450Å long, and has a
pitch of ~150Å. The two helices forming this structure have a characteristic seven-residue
repetitivemotif (heptad repeat) [597–599], with the first and fourth positions usually populated
by nonpolar residues [600], placing them on the same face of the helix (Figure 2.51b). These
residues create a tilted hydrophobic stripe along each helix in the coiled coil structure (Fig-
ure 2.51c), which mediates the important nonpolar component of the interactions between
the two helices. The other positions in the heptad repeat contain mainly residues that have
a preference for 𝛼-helices. Since many of these tend to be nonpolar, the coiled coil is overall
hydrophobic, i.e., water-insoluble. Except for the heptad repeat, other sequence segments
have been implicated in the dimerization of the helices [601,602]. The fact that 13 of the amino
acids in these segments are highly conserved supports the idea that they are important for
maintaining keratin’s structure.

The coiled coil structure of 𝛼-keratin is highly compact, which requires close physical
contact between the two interacting helices. The proximity is facilitated by the high fre-
quency of Gly and Ala residues in the keratin sequence. Gly is devoid of a side chain, and
Ala has the smallest side chain of all amino acids. In addition to the noncovalent interactions
between the helices in the coiled coil, keratin also features disulfide bridges that fortify the
structure, thus making it extremely tough. These bonds create the distinction between the
different types of keratin: The ‘hard’ 𝛼-keratin, which is present in nails, horns, and hoofs,
contains a large number of disulfide bridges, whereas the ‘soft’ 𝛼-keratin of skin and mus-
cle contains a smaller number of these bonds [546]. Thus, epithelial tissues can modulate
their ownmechanical properties by regulating the covalent crosslinkingwithin resident
keratin.

𝛼-Keratin tends to form large, higher-level fibrous structures. First, two coiled coil units
organize as a four-unit protofibril; then, two protofibrils interact to form an eight-unit struc-
ture.These units associate one on top of the other along the helix axis, until a 32-unit bundle
is formed. This bundle constitutes the principal length unit of the fiber, and is referred to
as a ‘unit length filament’ (ULF) (Figure 2.51d). The long 𝛼-keratin fibers, which appear in
electron micrographs, are made of these units. In ‘soft’ keratin, the ULFs are able to slide
against each other, thus allowing the fiber to increase its length by 350% [603].
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The above illustrates how a simple coil-based motif can be used for creating mechani-
cally rigid structures of varying toughness, which stabilize animal tissues and organs. How-
ever, this is only one example of what can be done with a coiled coil. Indeed, this general
motif is one of the most common structural arrangements in proteins, and it is by no means
limited to structural or fibrous proteins [595]. Its capacity to integrate two separate helices
into one structure has made it perfect for promoting dimerization of proteins and domains.
A well-known example is the leucine zipper structure (a coiled coil), formed by the dimer-
ization domain of the yeast transcriptional activator GCN4. The stability of the coiled coil is
also utilized to form structures that can span long distances.When such structures protrude
from the surface of a cell or virus, they can promote recognition processes. Examples include
the stalk region of non-fimbrial adhesins, and viral fusion proteins. Other roles assigned to
coiled coils are described by Parry et al. [595].

2.7.4.2 Collagen
Collagen, the most abundant protein in our body, and the main protein component in our
connective tissues, has several roles:

1. Helping tissues endure mechanical pressure.

2. Forming a scaffold on which other macromolecular deposits assemble. These in-
clude laminin networks, proteoglycan, and cellular receptors. Such components are
involved in processes of cellular adhesion to other cells or to tissue differentiation,
tissue development, and organ integrity.

3. Providing tissues with characteristic properties, such as tensile strength in skin, ten-
dons and ligaments, or toughness in bone tissue.

These roles manifest in the structures formed by the 28 known types of collagen in differ-
ent tissues [560]. For example, in cartilage, tendons, and ligaments, collagen forms a rope-
like structure that confers a tensile strength of about 108 pascal*1 to the tissue. In contrast,
in bone and teeth, it serves as a substrate for mineral deposition (mainly calcium), which
hardens those tissues. We will focus on the former type, i.e., fibrillar collagens. As men-
tioned earlier, fibrillar collagens tend to assemble in a hierarchical manner to form fibers.
This self-assembly capability is encoded into their molecular structure.

Models for the structure of collagen have been proposed since 1940. The first one [604]

suggested that collagen consists of a single helix. It was only later (1951) that Pauling and
Corey [217] realized that the basic collagen unit consists of not one but three helices, and
that some of the groups within this ‘triple helix’ are paired in interhelical hydrogen
bonds. In addition, they proposed that some of the peptide bonds in the molecule acquire
the cis configuration. The latter assumption was refuted three years later by Ramachandran
and Kartha [605], who determined from fiber diffraction data that the three chains form-
ing the collagen molecule are left-handed PPII helices, and that all peptide bonds in the
molecule are in the trans configuration [554]. Ramachandran and Kartha’s results also sug-
gested the presence of two hydrogen bonds stabilizing the structure. The final refinement of
this model, which created the currently accepted model, came in 1955 as a result of several
different studies [606–608]. These studies indicated, among other things, the presence of only a
single type of hydrogen bond between the strands, involving backbone carbonyl and amide

*1one pascal ≡ 1 newton/m2 ≈ 9.86 × 10−6 atmospheres.
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(a) (c)

(b) (d)

FIGURE 2.51 The structure of 𝛼-keratin. (a) The basic coiled coil structure of 𝛼-keratin. Since
a high-resolution structure of keratin is unavailable, we used the structure of another coiled coil,
that of the leucine zipper, formed by the dimerization domain of the yeast transcriptional activator
GCN4 (PDB entry 1zik). The latter is an accepted model of coiled coils [595]. The image shows the
structure as semi-transparent spheres, with each helix colored differently and the intertwined back-
bones of the two helices visible. (b) A helical wheel projection of the two helices in the coiled coil
structure, showing the distribution of the heptad residues (marked by their positions, from 1 to 7)
along the helix axis. (c) The tilted hydrophobic stripe along the axis of each helix in the coiled coil
structure. The surface of one of the chains in the structure of GCN4 is colored using the Kessel-Ben-
Tal hydrophobicity scale [56] (see Figure 2.7 for details). The nonpolar stripe is colored in yellow.
(d) Assembly of the unit length filament (ULF). The process is described in the main text. The figure
was adapted from [549].
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groups (N−H⋅⋅⋅O−−C) (see more below). As in all other proteins, the next stage should have
been the shift from low-resolution data, such as that provided by fiber diffraction, to high-
resolution structures. In collagen, however, obtaining high-resolution data proved to be a
major problem, due to the large size of the protein, its low solubility, and its complex hi-
erarchical structure. As a result, most of the data that followed came from high-resolution
structures of collagen-related proteins (CRPs) (e.g., [609–611]).The structure that has emerged
is that of a 14-Å, right-handed triple helix with a 7/2 helical pitch (20Å axial repeat) (Fig-
ure 2.52a,b)*1. The individual helices extend over 1,000 residues [560] and have a PPII helical
conformation, i.e., with no intrahelical hydrogen bonds. As mentioned above, there are hy-
drogen bonds between the helices. There are different types of collagen; in some all three
helices are identical, whereas in others they are not.

In most fibrils, the triple helices assemble into higher-level ultra-structures [612–614]

(Figure 2.47). The high stability of collagen results from all interactions in these ultra-
structures, i.e., the interactions between the individual helices, adjacent triple helices, and
adjacent fibrils. Interestingly, the interactions within the triple helix do not seem to be suf-
ficient; the triple helix unit (tropocollagen) becomes stable only after the formation of
the fibril [615]. Recent studies have yielded models describing the arrangement of tropocol-
lagen units within the fibril (e.g. [614,616]). They show that the triple helices form microfibrils,
which interact with one another to form a rope-like structure, i.e., the fibril. At least some
of these interactions are covalent [617].

The ability of collagen to fulfill its important roles in connective tissues results from its
unique properties, the most important of which are its high stability, mechanical strength,
and capacity to specifically bind other molecules [554]. The first two are a consequence of the
highly efficient assembly of collagen into its fibrillar ultra-structure, which in turn results
from the properties of the basic triple helical structure of tropocollagen. The formation of
such a structure requires the polypeptide chain to have specific stereochemical properties.
These are provided by the unique sequence of collagen, which includes the repetitive motif
Gly-X-Y, where X and Y are any residue, but often proline and hydroxyproline (4′-OH Pro,
or Hyp [87]), respectively. The following paragraphs describe the ways in which the motif
facilitates the formation of the triple helix and provides it with some of the specific traits
needed for self-assembly.

1. Creating the correct geometry by promoting PPII helices formation (Pro; Hyp).
The fact that proline and hydroxyproline are highly likely to occupy the X and Y po-
sitions (occupancy frequencies of 28% and 38%, respectively) [554] provides the se-
quence with a PPII helical conformation [54]. This conformation offers at least two
advantages for the creation of the collagen triple helix. First, the PPII conforma-
tion is geometrically compatible with, and even required for, the formation of the
triple helix. The pyrrolidine ring, present only in the side chain of proline, creates
a kink in the polypeptide chain. In globular proteins such kinks are usually a major
disadvantage, as they break the helical conformation. In collagen, however, the kink
is what produces the chain curvature that is needed for the three helices to fit around
each other. Second, the PPII helical conformation is muchmore flexible than, e.g., the
𝛼-helix, which decreases the entropic cost of collagen folding [618]. It should be men-

*1Native collagen, which includes a much lower fraction of Pro compared to the CRPs used in these studies,
is predicted to have a 10/3 helical pitch (28.6 Å axial repeat) [607]. Thus, the actual geometry of collagen is
expected to depend on its exact sequence [554].



Protein Structure ■ 227

(a) (b) (c)

(d)

(e)

Allysine L-lysine

FIGURE 2.52 The structure of collagen. (a) Ribbon representation of the collagen triple helix
(PDB entry 1qsu). Each chain is colored differently, and a segment encompassing one turn of the
coil (7/2 residues) is marked. (b) A space-fill model of the triple helix. (c) The topology of the triple
helix. The glycine residues of each helix face the center of the triple helix unit, whereas proline and
hydroxyproline (Hyp) residues face outwards. (d) A schematic representation of the hydrogen bonds
within the triple helix. A four-residue segment of each helix is depicted, from the amino terminus
(top) to the carboxy terminus (bottom). Hydrogen bonds are depicted as dotted lines connecting the
N−H and C−−O backbone groups of the residues, which are also marked schematically. The image
was taken from [554]. (e) Allysine (left), compared to L-Lys (right).
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tioned that since some of the Pro and Hyp residues may appear in the cis configura-
tion, the formation of the triple helix requires those peptide bonds to be isomerized
to the trans configuration first [554].

2. Creating proximity between helices (Gly).
The glycine residue in the first position of the motif faces the center of the triple helix
(Figure 2.52c). As we have already witnessed in the case of the 𝛼-keratin coiled coil,
the absence of a side chain in glycine is a great advantage in structures that require
close contact between polypeptide chains. However, whereas keratin can also include
alanine residues in these positions, collagen’s triple helix can only be formed in its
native structure when glycine is present. Indeed, most deleterious mutations in the
collagen gene appear in the codon for glycine residues. The close proximity among
the three helices in collagen strengthens van der Waals and nonpolar interactions,
which support the entire structure.Theabsence of a side chain in glycine alsomakes
it easier for the structure to form additional hydrogen bonds (see the following
section).

3. Triple helix stabilization (Gly, Hyp).
Early studies on collagen have demonstrated a correlation between the presence of
hydroxyproline at position Y in the Gly-X-Y motif of collagen, and the thermal sta-
bility of the protein [619,620]. This observation led to the conclusion that proline hy-
droxylation is a stabilizing factor in the structure of collagen. The process of pro-
line hydroxylation is catalyzed inside the ER lumen by the enzyme prolyl hydroxy-
lase, which utilizes ascorbic acid (vitamin C) as a coenzyme [621]. Indeed, vitamin C
deficiency leads to destabilization of collagen’s structure, and to the subsequent dis-
integration of connective tissue in the animal body (Box 2.6). Most scientists at the
time accepted the idea that Hyp stabilizes the triple helix; however, a controversy
arose as to how it does so. One of the first ideas proposed was that the OH group of
hydroxyproline participates in hydrogen bonds between the helices. However, when
the three-dimensional structure of the triple helix was determined experimentally,
it turned out that the residue occupying position Y turns away from the axis of the
structure (Figure 2.52c). It was therefore understood that direct hydrogen bonds be-
tween this residue and the backbone groups in neighboring helices were not likely to
be formed. An alternative explanation implicated water molecules around the triple
helix, which were proposed to mediate the Hyp-involved hydrogen bonds [622,623]. Al-
though some studies support this suggestion (see review by [560]), replacement studies
in collagen-related proteins challenge it [554]. For example, when Hyp was replaced by
4-fluoroproline, which does not form hydrogen bonds (with or without themediation
of water molecules) [624], the triple helix became hyper-stable [625,626]. It was thus sug-
gested that Hyp stabilizes the triple helix not by inductive effects*1, but rather by
stereoelectronic effects*2 related to the conformation of the pyrrolidine ring [627].
Aside from its geometric advantage in creating proximity among the helices of the
collagen triple helix, the repetitive presence of Gly in collagen’s sequence also in-
creases the availability of backbone polar groups for hydrogen bond formation. In-

*1That is, the redistribution of charge density through 𝜎 bonds in a molecule due to the introduction of a
polar substituent.

*2That is, effects resulting from the alignment of electronic orbitals.



Protein Structure ■ 229

deed, structures of collagen-related proteins show interhelical hydrogen bonds of the
type N−H(Gly)⋅⋅⋅O−−C(X), and possibly also Cα−H(Gly/Y)⋅⋅⋅O−−C(X/Gly) bonds [606–608].
The former type was investigated by Maleev and coworkers [628], who estimated its
strength to be about 1.6 kcal/mol.

4. Stabilization of collagen ultra-structure by covalent crosslinking (Lys).
The stability of collagen depends not only on the interactions within the triple helix,
but also on the interactions among the triple helices within each fibril. As a matter
of fact, mutations that disrupt interactions of the latter type lead to pathologies far
worse than mutations interfering with interactions of the former type [560]. This sug-
gests that the body is far better off losing collagen altogether than allowing it to form
incorrectly in deformed structures, which might affect the entire tissue. The strongest
factor stabilizing the collagen ultra-structure is probably the covalent crosslinks be-
tween neighboring triple helices within or between microfibrils. The crosslinks are
formed between lysine or hydroxylysine residues, with the help of the enzyme lysyl
oxidase [617]. This process, called ‘oxidative deamination’, includes the following [629].
(1) Removal of the 𝜀-amino group of the lysine side chain on one fibril. (2) Oxidation
of the resulting terminus into an aldehyde group, thus forming allysine (Figure 2.52e)
(or hydroxyallysine). (3) Creating a covalent bond between the aldehyde group and
either the 𝜀-amino group of a lysine side chain, or the aldehyde group of a modi-
fied lysine, in an adjacent fibril. Interestingly, an excess of crosslinks, which is the
result of ageing, makes collagen brittle [630], thus decreasing its capability to fulfill
its biological role. A recent study suggests that hydroxyproline-mediated hydrogen
bonds contribute to fibril-fibril interactions as well [631]. Despite the covalent bonds
supporting the structure of collagen, it is not as tough as 𝛼-keratin fibers in nails,
hooves, claws, and horns, since the latter contain a large number of disulfide bonds,
which greatly harden the entire structure (see previous subsection). This is why 𝛼-
keratin and collagen have been evolutionarily selected for different roles: the former
for conferring toughness, and the latter for conferring tensile strength.

5. Preventing aggregation (Pro, Hyp, Gly).
Previously we discussed hydrophobicity as a property shared by many fibrous pro-
teins. Although this property facilitates the principal functions of such proteins, it
might impede their capacity to form biologically active fibers or networks, because
it also drives them to aggregate and precipitate before the fiber is formed. This prob-
lem is particularly pronounced in proteins such as collagen, which include long se-
quences even before going through the first steps of assembly. The enrichment of
collagen with Pro, Hyp, and Gly helps to decrease aggregation in two ways. First,
the hydroxyl group on Hyp increases the polarity of the residue, and since it faces
the outside of the triple helix, it increases the polarity of the entire structure. Second,
proteins that are known to aggregate usually assume the 𝛽-sheet conformation, as in
the case of amyloid proteins and peptides [632] (see Box 5.1 in Chapter 5). Gly and Pro
have a very low propensity to appear in 𝛽-sheets [633,634], and it has been proposed
that the general prevalence of these residues in fibrous proteins might have evolved
to tackle the aggregation problem [554].
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BOX 2.6 VITAMIN C DEFICIENCY

Around the 15th century, when Europeans embarked on longmaritime voyages, a previ-
ously rare disease became very common aboard ships. This ‘sailor’s disease’, or ‘scurvy’,
manifested as fatigue, stiffness, loose teeth and bleeding gums, skin lesions, and blood
blisters on the skin, back, arms, legs and buttocks [8,635]. The reason for the disease was
initially a mystery, but following the ‘miraculous’ recovery of sick people who ate fresh
fruits (particularly citrus) and/or green vegetables, it became clear that the symptoms
were related to a deficiency of a certain factor normally present in these foods. Finding
this factor became a pressing matter, as fruits and vegetables could not be kept fresh
during long cruises. Since this factor was abundant in citrus fruits, it was suspected
to be acidic in nature. However, when the use of diluted sulfuric acid did not lead to
recovery, it was realized that acidity alone was insufficient. The answer to the scurvy
problem came in 1747, thanks to the clinical trials held by British Royal Navy surgeon
James Lind [636], following which British ships were routinely supplied with lemons
and/or lime juice. However, only in the beginning of the 1930s was the cause of scurvy
identified as a lack of ascorbic acid, i.e., vitamin C (Figure 2.6.1). As vitamin C is crucial
for collagen synthesis and secretion into connective tissues (see below), its deficiency
results in instability of gums, bone, and other connective tissues, as well as disintegra-
tion of capillaries, leading to bleeding.

FIGURE 2.6.1 Vitamin C (ascorbic acid).The molecule is colored according to atom type.

Vitamin C, discovered in 1927 by the Hungarian-American biochemist and Nobel
Prize laureate Szent-Györgyi, is an essential micronutrient in humans and other pri-
mates, and in guinea pigs [635]. The biological importance of vitamin C is diverse. First,
it is required for the biosynthesis of the following molecules:

1. Collagen: Vitamin C is needed for proline hydroxylation in procollagen. As ex-
plained in themain text, the formation of 4′-OHhydroxyproline is crucial for the
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construction of stable collagen fibers or networks in animal connective tissues.
The hydroxylation of collagen Lys residues is also important for stability.

2. Carnitine:This compound is essential for the production of energy inmitochon-
dria using fatty acid 𝛽-oxidation. Specifically, carnitine is needed for transport-
ing fatty acid from the cytosol into the mitochondrial matrix, where the oxida-
tion process takes place. The inner mitochondrial membrane does not have a
transporter for fatty acids, but it does have a transporter for carnitine. This role
of vitamin C may explain the first clinical symptoms of scurvy, i.e., fatigue and
lethargy, which might be the result of decreased fatty acid-based production of
energy.

3. Neurotransmitters: There are some neurotransmitters whose biosynthesis re-
quires vitamin C. Norepinephrine*a (NE), a chemical that also serves as a hor-
mone, is associated with the famous ‘fight-or-flight’ response, as well as with var-
ious (mostly excitatory) brain functions. NE is synthesized from the amino acid
tyrosine in three steps. The last step, which is carried out by dopamine 𝛽 hy-
droxylase, requires vitamin C. Another key neurotransmitter that may rely on
vitamin C is serotonin (5-HT), which is associated with numerous brain func-
tions, such as mood, appetite, and sensory perception. Its involvement in mood
and pain modulation has made it an important target for drugs acting against
depression, anxiety, and chronic pain. Serotonin is synthesized from the amino
acid tryptophan in two steps. The first one, catalyzed by tryptophan hydroxylase,
requires tetrahydrobiopterin as a coenzyme. It has been suggested that vitamin C
is required for the recycling of this coenzyme from its oxidized state.

In addition, vitamin C is a potent antioxidant that helps the body deal with the devas-
tating effects of oxidative stress. Its role in this capacity suggests that deficiency in vi-
tamin C may increase the risk of diseases that involve production of free radicals, such
as cardiovascular disease, cataracts and cancer. Third, vitamin C has been implicated in
the optimization of immune system function by enhancing the action of neutrophils,
lymphocytes, and macrophages [637,638]*b. Finally, it has been suggested that vitamin C
enhances the intestinal absorption of non-heme iron [640].

Today, vitamin C deficiency primarily occurs in developing countries, along with
other food-related problems. In developed countries it is rare*c, although it may occur
in smokers and alcohol- or drug-addicted people, whose diets tend to be poor in fruits
and vegetables, as well as in the elderly, due to poor dietary habits [635].

*aAlso called noradrenaline.
*bAlthough the common belief that vitamin C acts as an efficient prophylactic measure against the common

cold has recently been refuted [639].
*cThe recommended dietary allowance (RDA) of vitamin C is merely 10mg per day.
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2.8 SUMMARY

• Proteins have hierarchical structures, which include three, and sometimes four levels.

• The primary structure of a protein is the exact ordering of amino acids forming its chain.
Amino acids are small organic molecules that each consist of a chiral carbon with four
substituents. Of those, only the fourth, i.e., the side chain, differs among amino acids.

• Proteins contain 20 common amino acids. In some cases, chemical derivates of these can
also be found, the bulk of which are formed post-translationally. The 20 amino acid types
are traditionally separated into nonpolar, polar, charged, and aromatic groups. Polarity,
the main classification characteristic, determines the location of the amino acid within
the protein, as well as its ability to interact with other molecules and groups.

• The exact amino acid sequence of each protein drives it to fold into its own unique and
biologically active three-dimensional fold, also known as the ‘tertiary structure’. However,
segments of the protein chain may acquire their own local folds, which are much simpler
and usually take the shape of a spiral (𝛼-helix), an extended shape (𝛽 conformation), or a
loop. These local folds are termed ‘secondary elements’, and form the protein’s secondary
structure.

• The tertiary structure of the protein consists of different combinations of secondary ele-
ments, some of which are simple (i.e., motifs), whereas others are more complex. Repet-
itive parts of the protein chain, which have their own three-dimensional folds (usually
evolutionarily conserved) and can be attributed some function, are called ‘domains’. Do-
mains are considered today to be the evolutionary and functional building blocks of pro-
teins.

• The current repertoire of protein domains is thought to have evolved by duplication and
divergence of ancestral folds. However, several highly common domains seem to have
evolved from different proteins that converged into structurally stable or functionally ef-
ficient general structures. Bothmechanismsmake protein structuremore conserved than
protein sequence.

• There are different ways to classify proteins. Current popular tools rely on the sequence,
structure, function, and even evolution of proteins as categories of classification. Some of
the tools are automatic, whereas others use human intervention.

• Proteins that include more than one polypeptide chain are said to have a ‘quaternary
structure’. This last level of protein hierarchy confers quite a few structural and functional
advantages over single-chain proteins, which is probably the reason why it emerged in
evolution.

• Some proteins, such as those involved in central metabolism or in signal transduction,
form transient interaction networks. The transient complexes formed by these proteins
are sometimes referred to as the proteins’ ‘quinary structure’.

• Many proteins, primarily enzymes, contain organic or elemental components needed for
their activity and/or stability.These cofactors, often derived fromvitamins, are chemically
diverse and may bind to their respective proteins reversibly (coenzymes) or irreversibly
(prosthetic groups).
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• The already large and diverse functional repertoire of proteins is, in many cases, further
expanded by post-translational modifications (PTMs), which usually entail the addition
of a chemical group to the protein, butmay also involve removal or chemicalmodification
of existing groups, as well as cleavage of the protein main chain. These PTMs not only
make ‘new’ proteins, but also enable cells to tighten their regulation over their resident
proteins, in accordance with environmental and/or genetic conditions.

• Fibrous proteins form large fiber-shaped structures inside and outside cells, themost pro-
nounced of which are the cytoskeleton and the extracellular matrix, respectively. These
mostly protect cells against mechanical pressure, and may also be involved in motion, at
the level of the entire cell, organ, or intracellular organelles. Nevertheless, recent studies
show that at least some fibrous proteins also participate inmuchmore sophisticated roles,
such as regulation of biochemical and physiological processes.

• Besides having an elongated shape, fibrous proteins tend to be more hydrophobic than
globular proteins. Their overall structure includes one type of secondary element orga-
nized in a repetitive manner. Two or more such polypeptide chains assemble along one
axis to form what is referred to as a ‘supersecondary structure’. Common mammalian su-
persecondary structures are made of two or three helices wound around each other. The
compact nature of these structures is facilitated by the prevalence of proline and glycine
in their sequences, as well as by post-translational modifications carried out to serve spe-
cific purposes.

• Fibrous proteins tend to assemble into fibers or networks, which enhance their stabil-
ity and biological activity. These higher-level (ultra) structures are often stabilized by
covalent crosslinks. By modulating (1) the process by which fibrous proteins assemble
into these ultra-structures, and (2) the number of covalent crosslinks, tissues regulate
their own mechanical properties, such as strength, flexibility, resilience, etc. This is nicely
demonstrated by the two principal fibrous proteins in animal epithelia and connective
tissues, 𝛼-keratin and collagen (respectively).

EXERCISES

2.1 A. Specify the two basic types of hetero-groups in proteins.

B. Explain the general functions of hetero-groups.

C. Give three examples of hetero-groups and briefly describe their specific functions.

2.2 A. Specify which chemical groups in the amino acid arginine may undergo protona-
tion and/or deprotonation.

B. Draw the titration curve of arginine’s side chain with NaOH.

2.3 What is the main criterion used to separate natural amino acids into groups? Explain
why.

2.4 Cysteine is considered a polar amino acid, and yet, it is often found inside the protein
core. Explain why.
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2.5 Two residues, arginine and lysine, are in water, so the centers of their guanidinium and
amino groups (respectively) are positioned 2Å from each other.

A. Estimate the residues’ electrostatic interaction energy. Explain why this calculation
is only an estimate.

B. Would you expect the pKa of the two residues’ side chains in isolation to change as
a result of their proximity? Explain why and calculate the extent of the change (in
pKa units).

C. Is the pKa change calculated in B large enough to alter the residues’ charge state?
If not, suggest a way to accomplish this alteration.

2.6 The enzyme hypothetase hydrolyzes a covalent bond in the substrate using a nucle-
ophilic attack. Taking other known hydrolases as examples, which of the 20 natural
amino acid residues is most likely to serve as the enzyme’s nucleophile?

2.7 Briefly explain the two basicmechanisms used by organisms to fight oxidative damage.

2.8 Explain the mechanisms that enable amino acid derivatives to appear in proteins.

2.9 When the 𝜙 and 𝜓 values of residues in experimentally determined proteins are col-
lected, some of them reside outside the ‘allowed’ regions of the Ramachandran plot
(Figure 2.14d). Explain why.

2.10 What are the two most prevalent secondary elements in proteins? Explain why.

2.11 What are the respective functions of backbone hydrogen bonds and nonpolar interac-
tions in 𝛼-helices?

2.12 During the folding of a metalloenzyme, a zinc ion (Zn2+), originally surrounded by
water, becomes trapped inside the protein core. Assuming that the cation is a sphere
with a radius of 1.4 Å, and that the dielectric constant of the protein core is 2, estimate
the change in electrostatic energy accompanying the process.

2.13 Predict which secondary structure the following sequence is most likely to acquire:

Ala-Leu-Met-Glu-Gln-Ile-Ala-Arg-Met-Gln-Leu-Glu-Ala-Ser-Met-Lys

2.14 Explain how each of the secondary elements in the immunoglobulin motif fulfills its
functional role.

2.15 Explain how proteins with different sequences may still possess similar three-
dimensional structures.

2.16 What are the main evolutionary advantages of quaternary structure?

2.17 Name two or three post-translational modifications of proteins that have been impli-
cated in the development or behavior of cancerous cells.

2.18 Explain in general terms how phosphorylation may change protein activity.
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2.19 Specify the main features that distinguish fibrous proteins from globular proteins.

2.20 List a few of the characteristic roles of fibrous proteins.

2.21 Explain the distinction between structural and fibrous proteins.

2.22 Compare between 𝛼-keratin and collagen in terms of source tissue, subcellular local-
ization, structure, and function.

2.23 Explain the molecular basis for the difference between soft and hard keratins.

2.24 How would you treat a patient suffering from scurvy?
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CH A P T E R 3

Methods of Structure
Determination and Prediction

3.1 INTRODUCTION

The deterministic approach of Western science is quite old, and has been in practice since
well before scientists could actually study molecules in detail. With the emergence of tech-
nological advances in the first half of the 20th century, methods for the structural charac-
terization of small molecules and later macromolecules began to appear. However, the first
structures of proteins were determined only in the 1960s (see Chapter 2 for details). In con-
trast to looking through the lenses of a microscope, the determination of protein structures
turned out to be a lengthy and quite difficult task. This difficulty led scientists to prioritize
the structures to be determined,mostly according to practical considerations, such asmedi-
cal relevance. As a result, the structure of each protein was determined only after a great deal
of experimental data (genetic, biochemical, immunological) had already been collected on
its function, tissue localization, binding partners, etc.This approach began to change around
the turn of the millennium, with the sequencing of whole animal genomes (including the
human genome) and the considerable improvement of structure determination techniques.

Accordingly, an ambitious project called ‘structural genomics’ was initiated, aimed at
determining the structures of all proteins coded by the human genome, including those of
unknown function [1]. The initiative has been carried out by several bodies, including the
National Institutes of Health (NIH) in the US [2], in addition to institutes in Japan, Canada,
Israel, and Europe. Determining the structures of all human proteins in a period of sev-
eral years seems unrealistic, as the number of these proteins is huge and the process is long
and costly (see more below). Therefore, it has been decided that, initially, the structures
of a representative set of proteins will be determined. This set comprises proteins whose
folds collectively represent the complete ‘fold space’ observed in nature. This decision was
based on the assumption that the number of unique folds in nature is much smaller than
the number of proteins. Although the exact number of folds is yet to be determined (see
Chapter 2, Subsection 2.4.2.2.4 for estimates), it is known that proteins tend to converge
to similar structures [3], which supports the assumption. Once the structures of all proteins
included in the chosen set have been determined, it will be possible to predict the structures
of the remaining structures computationally, on the basis of sequence similarity (see Sub-
section 3.4.3 below for details on homology-based modeling) [4]. Indeed, many structural
biologists agree with the underlying assumption that the entire protein fold space can be
represented by a set of distinct structures [5]. A relevant question is whether protein space
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is discrete [6,7], continuous [8–10], or features a combination of discrete and continuous re-
gions [11]. Macromolecules in general can be studied using a variety of methods (Figure 3.1),
some of which emerged as early as the beginning of the 20th century. However, there are
only a handful of methods used for the determination of full (or major parts of) protein
structures. These can be roughly separated into two groups; the first includes methods that
are based on the diffraction or scattering of either subatomic particles or electromagnetic
waves. The second group includes spectroscopic methods, which rely on changes in the en-
ergy states of protein atoms; these changes take place as a result of the atoms’ interaction
with electromagnetic radiation of different frequencies.The first part of this chapter reviews
these methods. Since this is a very wide topic, the discussion focuses on the principles of the
methods, as well as on their main advantages and disadvantages. The second part reviews
computational methods, some of which are used for protein structure prediction, whereas
others are used as a means of optimizing experimentally-determined structures.

3.2 DIFFRACTION AND SCATTERING METHODS

Knowledge about the structure of molecules can be gathered by observing the way beams
are diffracted or scattered when hitting three-dimensional crystals of the molecule. This
approach has been used to study small molecules since 1915, and was later adapted for pro-
teins and other macromolecules [13,14]. In the following subsection we discuss three such
methods, each of which is based on the diffraction or scattering of a different particle.

FIGURE 3.1 Biophysical, biochemical and genetic methods used to characterize different lev-
els of protein 3D structure. AFM: atomic force microscopy; Cryo-ET: cryo-electron tomography;
EM: electron microscopy; FRET: fluorescence resonance energy-transfer; NMR: nuclear magnetic
resonance; SAXS: small-angle X-ray scattering; SPR: surface plasmon resonance. The image is taken
from [12].
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3.2.1 X-ray diffraction and scattering
3.2.1.1 Principles
X-ray diffraction is considered today the most accurate method for the structural determi-
nation of proteins. In this method, X-rays fired at a crystal of the investigated molecule are
diffracted by the electron clouds of the atoms in the crystal, and form a unique pattern on a
film or on another sensitivematerial (Figure 3.2a,b).The diffraction pattern is a collection of
dots resembling the surface of a sieve (Figure 3.2b), but in fact it contains all the information
needed for determining the structure of the molecule at high resolution. The conversion of
the diffraction pattern into molecular structure is carried out mathematically, as well as by
implementing physicochemical knowledge. A clear, yet detailed description of the method
is given in Yaffe’s excellent review paper [15]*1. In the following paragraphs we summarize
the principles described in this review.

When we look at an object, we essentially see the light returned from its direction. The
lenses of our eyes are capable of focusing the light beams, thus conferring sharpness to the
image. However, this capability is limited to objects larger than a certain size. As a result,
two points may look to us as one if the distance separating them is shorter than ~0.2 mm,
i.e., beyond the resolution capability of our eyes.Therefore, in order to separate small objects,
e.g., of micrometric size (such as biological cells), we use a microscope. The microscope
contains lenses with a higher focusing capability than that of our eyes. In fact, given the
appropriate lenses, the only factor limiting the resolution capability (𝑟) is the wavelength
(𝜆) of light (or any other type of electromagnetic radiation) reflected from the object we are
observing:

𝑟 ∼ 𝜆
2 (3.1)

This explains why we cannot see separate molecules; the shortest wavelength of visible light
(purple) is 4,000Å, whereas the distance between atoms in molecules is 1 to 2Å. In con-
trast, X-rays have just the right wavelength for ‘seeing’ molecules (𝜆 = 0.1 to 100Å). The
use of X-rays solves the wavelength problem, but creates a new one; unlike visible light,
X-rays cannot be focused by lenses. Consequently, there is no ‘X-ray microscope’ that can
be used to view molecular structures directly. Instead, scientists use an indirect approach
— they look at how the molecule under investigation diffracts X-rays. Another problem is
that biomolecules tend to deflect X-rays rather weakly. This is because such molecules are
made primarily of light atoms (C, N, O and H), which do not include many electrons. In
principle, this problem could be solved by increasing the concentration of the molecule in
solution, but this results in an incoherent signal, as the different individual molecules have
different orientations in solution, and therefore scatter the rays in different directions. Thus,
a real solution requires not only that there be many molecules in the sample, but also that
they be arranged identically in three-dimensional space.This type of repetitive organization
appears in crystals, which is why the method, also called ‘X-ray crystallography’, requires
the crystallization of the investigated molecule. It should be mentioned that low-resolution
(10 to 12 nm) images of proteins can be obtained in solution by an X-ray-based method
called ‘small angle X-ray scattering’ (SAXS) [16], which is described in Subsection 3.2.1.5 be-
low.

*1See also this video by the Diamond Light Source synchrotron facility:
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3.2.1.2 Steps of procedure
1. Isolation and purification. The protein to be crystallized must be purified, for ob-

vious reasons. The purification process is carried out gradually, using different bio-
chemical methods. Often, the protein is modified prior to crystallization, in order
to be more compatible with the process. Simple chemical modifications can be car-
ried out post-translationally. For example, flexible segments of the polypeptide chain
(e.g., loops) are often removed by proteases. Conversely, when the modification in-
cludes the replacement of an amino acid within the sequence of the protein, recom-
binant DNA techniques are used. Since crystallization requires large quantities of the
protein, the latter is over-expressed using molecular techniques.

2. Crystallization. The crystallization process starts from a highly concentrated solu-
tion of the protein, and may last weeks to months until crystals of sufficient size
(20 to 300 μm3) are obtained. These crystals undergo treatment that reduces their
sensitivity to the deleterious X-rays. For example, they may be soaked in solution and
frozen to −140 °C.

3. Irradiation and data collection.An individual crystal is put in a rotating device, and
the X-ray beam is turned on (Figure 3.2a). The diffracted beam hits a film or an X-
ray-sensitive detector, producing a sieve-like pattern (Figure 3.2b).

4. Diffraction pattern analysis. Since the X-rays are diffracted by the outer electrons of
the molecule, there is a relationship between the pattern of deflection and the density
of these electrons. The relationship is described by a mathematical operation called
‘Fourier transform’. In other words, if we assume that the electron density around
atoms is a mathematical function, the X-ray diffraction pattern is the Fourier trans-
form of this function. This means that the electron density (and therefore the molec-
ular structure) can be extracted from the diffraction pattern by inverting the Fourier
transform. This, however, is where another problem appears, called ‘the phase prob-
lem’ [17]. The rays diffracted by the molecule are electromagnetic waves, and as such
they can be characterized by the combination of three quantities: wavelength (or fre-
quency), amplitude, and phase. The physical meaning of these quantities can best be
understood by analogy to themotion of a swing, which is also periodic and has a char-
acteristic wavelength (or frequency). The motion can be described in terms of its am-
plitude, i.e., the (angular) length at the peak, and the time at the peak, i.e., the phase.
Two swings may share the same amplitude but reach their peaks at different times if
their phases are different. In the analysis of X-ray diffraction, the phase determines
the fraction of the amplitude that the scattered wave marks on the detector. When
the Fourier transform is inverted, the amplitude of the waves provides information
on the size of the atoms diffracting it, whereas the phase provides information on
their relative location. Since the X-rays are not recorded directly but rather indirectly
(via the diffraction pattern), the collected data include only the intensity of the dots.
This intensity level is proportional to the square of the amplitude, but contains no
information about its phase. Fortunately, there are different ways to get the missing
information. For example, in the molecular replacement method, the crystallographer
relies on a known structure as a template to deduce the structure of the unknown pro-
tein. This method is particularly useful in pharmaceutical drug development, where
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scientists look for the structure of a given protein in complex with different candidate
drugs (see Chapter 8). In such cases, the already known structure of the apo-protein
(i.e., the ligand-free structure) can be used to produce the phase for the protein’s other
structures, e.g., in complex with a compound.This approach has been used for the de-
velopment of different drugs, including antibiotics and antihypertensives (drugs that
are used to lower blood pressure). The obtained structural model of the protein is op-
timized inmultiple iterations, until good agreement with the physical data is reached.
In order to assess the agreement and make sure the process has not been overdone,
the crystallographer calculates a parameter called an ‘R-factor’. This parameter corre-
sponds to the difference between the datameasured and the data corresponding to the
predicted structural model; a low R-factor indicates a good fit between the structural
model and the physical data. In proteins, anR-factor range of 0.15 to 0.25 is considered
satisfactory. The end result of the structural optimization process described above is
an electron density map (Figure 3.2c). Simply put, this map presents graphically the
locations in space where the density of electrons is high enough to indicate the pres-
ence of atoms. This information is important, albeit incomplete; in order to get a full
description of the molecule, the crystallographer must also determine the atom type
at each location. This is where the crystallographer’s knowledge and experience come
in handy. These allow him or her to interpret the electron density map in a way that
yields a structural model of the molecule (Figure 3.2d). In the case of proteins, the
crystallographer uses what is known about the properties of amino acids, as well as
the sequence of the protein, to assign the right amino acid atom to each of the electron
densities in the map. Also, to describe the atom locations and their bond properties
accurately, the crystallographer uses energy- and geometry-based calculations. The
chances of getting a correct structure depend on all of the aforementioned factors,
but also on the protein’s composition; ordered regions in the protein are much easier
to determine compared to disordered or otherwise flexible regions (especially when
loops are involved). The latter tend to have low electron densities, and in extreme
cases do not register at all, and must therefore be defined as ‘unresolved’.

3.2.1.3 Information obtained from crystallography
1. Molecular structure. The structure is usually deposited in a file, which specifies the

type and location of each atom, in addition to the connectivity (see Section 3.6 below).

2. Deviation. As explained in Chapter 5, atoms are capable of absorbing heat energy
from their environment and converting it into kinetic energy. This means that atoms
are not static, but vibrate in space. The location obtained for each atom by the crys-
tallography experiment is in fact its average location. In other words, it is the most
popular location of the atom. However, the experiment also provides information on
the vibration-induced deviations of each atom from its average location. This infor-
mation is represented by the B-factor, also called the ‘temperature factor’ [20,21]. Thus,
the B-factor represents the uncertainty of atomic position per atom. B-factor values
usually range between 20 and 80, where values lower than 45 indicate ordered atoms,
and values higher than 60 indicate flexible atoms. The B-factor is often interpreted as
a measure of atomic dynamic fluctuations, which is inaccurate, as it may also reflect
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FIGURE 3.2 Structure determination using X-ray diffraction. (a) through (d) The structure de-
termination process ([18]; the figure is reproduced from Biomolecular Crystallography: Principles,
Practice, and Application to Structural Biology by Bernhard Rupp. Garland Science/Taylor & Fran-
cis LLC© 2011). The X-rays are passed through a rotating crystal (a) and the diffraction pattern
is recorded (b). Since the diffraction images are not direct images of the molecule, the reciprocal
space has to be back-transformed to direct space using the Fourier transform (FT). This, together
with separately acquired phases for each diffraction spot, enable the crystallographer to reconstruct
the electron density (blue grid) of the molecules self-assembled into the diffracting crystal (c). An
atomic model of the structure is then built into the three-dimensional electron density (d). (e) Illus-
tration of the structural features of proteins visible at resolution values between 4Å and 32Å. The
structure shown is GroEL (PDB entry 1j4z). The image is taken from [19].
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TABLE 3.1 Protein structural features revealed at different resolutions.

Resolution (Å) Discernable Features

4.0–5.0 Protein shape
General location of secondary structures

3.5 Outline (trace) of polypeptide chain

2.0–2.5 Amino acid side chains

1.0–1.2 Individual atoms, some hydrogen atoms (e.g., [26,27])

0.8 Hydrogen atoms*a

Covalent bond valence
*aHydrogen atom visibility can be used to determine the protonation states of ionizable residues, as well
as the orientations of water molecules around (or inside) the protein.

static disorder in the crystal [22]. The latter represents an ensemble of conformational
variations of the molecule, which exist in solution and are trapped in the crystal.

3. Resolution. In crystallography, this parameter refers to the smallest separation at
which one can distinguish two separate atoms in the electron density map [15,23]. In
proteins, the continuous range of resolutions can be separated into different groups,
each of which reveals different features of the structure [23–25] (Table 3.1).

The features shown by lower resolutions are illustrated by Figure 3.2e. It should be noted,
though, that in real structures these limits are not always as stringent. For example, it is
common to find structures of transmembrane proteins in which individual amino acids are
resolved despite the overall >2.5Å resolution.

As of July 2017, only 11% of the structures in the Protein Data Bank (PDB)*1 are high-
resolution structures (≤1.5Å*2). Moreover, less than 1% of the structures have a resolution
of 1.0 Å or better, which allows for determination of the atomic locations of most hydro-
gen atoms in the protein. Knowing the location of these atoms is important, as it enables
the protonation states of ionizable residues to be determined, as well as the orientations of
protein-bound water molecules, some of which have catalytic or other structurally impor-
tant roles. For structures with lower resolution, residues’ protonation states can be predicted
using either energy-based calculations or statistical data derived from pre-existing struc-
tures*3 [25]. In the last decade, with the enhancement of crystallization techniques, as well
as the development of more powerful sources of X-ray radiation, it has become possible to
determine structures at very high resolution (e.g., [32–34]). Interestingly, inspection of some
of the high-resolution structures shows that atoms’ locations deviate by ~0.3 Å from their
locations in the same structures, determined at a resolution of 2.0 Å. This value may seem
negligible, but it may be significant for scientists working, e.g., in drug discovery. That is

*1The largest repository of protein structures (see Section 3.6 below).
*2Currently, the highest-resolution PDB structures are 3nir and 5d8v (0.48Å in both cases).
*3Popular protonation-prediction web servers include MolProbity [28] (http://muscle.research.duhs.duke.

edu/~rlab/), which uses the method Reduce [29], and PDB2PQR [30] (http://nbcr-222.ucsd.edu/pdb2pqr_2.0.
0/), which uses the method PROPKA [31].

http://nbcr-222.ucsd.edu/pdb2pqr_2.0.0
http://muscle.research.duhs.duke.edu/~rlab/
http://nbcr-222.ucsd.edu/pdb2pqr_2.0.0
http://muscle.research.duhs.duke.edu/~rlab/
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because this type of research focuses on protein-ligand interactions (see Chapter 8), which
tend to be highly sensitive to the distance and angles between the interacting atoms [25].

When the crystallographic experiment provides a resolution of 0.8 Å or better, the data
can be used to determine the distribution of electrons around atoms. This means that the
chemical reactivity of each of the atoms in the molecule can be determined, at least in the-
ory. This, in turn, should enable scientists to investigate chemical transformations involving
protein atoms; until relatively recently, such studies were considered to be possible only for
small molecules.

3.2.1.4 Problems of method
Crystallography is considered even today to be the most accurate way to determine the
three-dimensional structures of macromolecules, including proteins. Yet, the method is as-
sociated with several significant difficulties and problems, which emerge at different stages
of the process:

1. Preparation of the protein. The preparatory stage is perhaps the most difficult one.
First, crystallization requires an accurate set of conditions, such as temperature, pH,
salinity, etc. The optimal conditions change from one protein to another, and find-
ing the right combination for a new system is usually carried out by trial and error,
which takes time. Second, the need to overexpress the protein usually means working
with organismsmuch simpler than those producing the protein naturally. As a conse-
quence, many steps of the post-translational processing of the protein might be miss-
ing, which could result in misfolding, especially when the protein is not highly sol-
uble. This problem is particularly pronounced in membrane-bound proteins, which
undergo considerable modification. Third, before the protein is crystallized, its qual-
ity must be ascertained, which requires the use of more methods, e.g., dynamic light
scattering [14]. Fourth, while any molecule should theoretically be able to undergo the
crystallographic process [35], crystallization of large proteins is very difficult. Again,
this problem is particularly pronounced inmembrane proteins, which are surrounded
by lipids. These molecules are flexible, and therefore do not tend to crystallize [36].
The solution is usually to replace the lipids with detergent molecules, but this creates
other problems (see below). Nevertheless, various large proteins and protein com-
plexes have been determined successfully in recent years using X-ray crystallography.
These include the ribosome [37–40], ATP synthase [41–43], RNA polymerase II [44–47], and
photosystem I [48–50]. Another trait of proteins making them difficult to crystallize is
flexibility. The latter may result from structural factors, such as the presence of hinges
between domains, or from chemical factors, such as the presence of numerous glyco-
syl or fatty groups attached to the surface of the protein [36].

2. Data collection.The inability to focus X-rays limits crystallographers to indirect data
collection, i.e., measuring diffraction patterns. Since the collected data do not indicate
the phase, this informationmust be obtained by using additionalmethods (see above).
In addition, the high-energy X-rays tend to inflict damage on the investigated protein.
The radiation damage can be reduced by combining cryogenic cooling of the crystals
and the use of micron or sub-micron beams [51,52].
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3. Quality of the results. One of the major problems of crystallographic structures (if
not the biggest) is that they are determined under unnatural conditions.The protein is
crystallized, whichmeans it is no longer in solution, i.e., its natural environment.This
is a potential problem, as biological macromolecules such as proteins have evolved to
function in solution. The unnatural crystal environment may harm the structure in
two ways. The first is compaction forces acting in the crystal, which may change the
conformation of the protein to a non-native one. Indeed, while structures of the same
proteins determined by X-ray and NMR are overall similar, there seem to be distinct
differences between them, e.g., in contacts per residue and number of main chain
hydrogen bonds [53,54]. The second problem is loss of the dynamic behavior character-
izing the protein in solution (remember, the crystal structure is an average one). As
we will see in Chapter 5, the inherent dynamics of a protein is highly important for its
function. In membrane-bound proteins, the lipid environment is replaced by deter-
gent molecules. Whereas currently-developed detergents are much better than older
ones in their capacity to facilitate the extraction, purification, and crystallization of
membrane proteins [51], the structural and chemical differences between a detergent
micelle and the lipid bilayer may affect the native structure of the protein. Another
type of problem regarding the reliability of crystal structures is the use of computa-
tional prediction methods. The resolution obtained by crystallography may be better
than resolutions obtained by other methods, but it is still worse than 1.0 Å in most
cases.Thismeans that crystallographersmust use calculations to predict the locations
of the atoms, bond valence, protonation state, and the orientation of water molecules.
Such calculations are a potential source of errors.

As a result of the above factors, the overall success rate of structure determination by X-ray
crystallography is only ~5% [55]. That is, if 20 proteins are selected for structure determina-
tion by X-ray crystallography, only one is expected to be successfully determined.

3.2.1.5 X-ray scattering
To obtain high-resolution structures of proteins, it is necessary to carry out X-ray exper-
iments on crystals. However, when large protein complexes are studied, it is sometimes
possible to construct a complex from high-resolution structures of its components, as long
as their organization inside the complex is known (see Section 3.5 below). One method that
can yield such information is SAXS, mentioned above [56–59]. In a typical SAXS experiment,
the sample containing the protein in its natural medium (aqueous or lipid) is irradiated by a
monochromatic beam of X-rays at a very low angle (up to 1°)*1 (Figure 3.3a). The elastically
scattered X-ray waves are registered by a detector, and their intensities (I) can be presented
as a function of the momentum transfer (𝑞)*2 (Figure 3.3b, red circles). This characteristic
profile is proportional to the scattering from a single particle averaged over all orientations,
as well as to the solute’s concentration [59]. In solution, the scattering is isotropic due to the
random orientations of the protein particles. However, the use of two-dimensional detec-
tors provides better statistical accuracy of the signal after radial averaging [60].

*1The scattering angle, 2𝜃, is the angle between the incident and scattered beams (Figure 3.3a). The experi-
ment is also carried out on the blank solvent, and the resulting scattering is then subtracted from that recorded
for the protein-containing solvent.

*2𝑞, also called the magnitude of the scattering vector, is related directly to the scattering angle (2𝜃) by:
𝑞 = 4𝜋 sin 𝜃/𝜆 (where 𝜆 is the wavelength of the X-ray beam).
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The resolution embodied in a SAXS profile is poor relative to that of an X-ray diffraction
pattern or an electron microscopy density map (see below). Still, when the SAXS measure-
ments are carried out on a mono-disperse solution of identical, non-interacting protein
particles, the following parameters can be extracted directly from the scattering profile:

1. The molecular mass, volume, and specific surface area (𝑆)*1 of the hydrated protein.
These can be used to estimate the possible oligomeric state of the protein and, in the
case of a complex, its partial dissociation level.

2. The radius of gyration (𝑅𝑔). This describes the mass distribution of a macromolecule
around its center of gravity. An increase in this parameter is generally consistent with
an opening of the macromolecule, whereas a decrease suggests compaction [57].

3. The overall shape of the protein at low resolution (~15 to 20Å). The ‘ab initio’ three-
dimensional shape is obtained in two principal steps. First, the scattering profile is
converted into an approximate distribution of pairwise electron distances in the pro-
tein via a Fourier transform.Then, the shape is determined as the one that is consistent
with the pair-distribution function [61]. Despite its low resolution, the obtained shape
can be very useful; it can be used to validate high-resolution models of the protein by
finding those that are consistent with it. In the case of a protein complex, the shape
can also be used to guide the modeling of the complex’s supra-molecular structure
using high-resolution structures of the individual chains (see below).

Another way of using SAXS data to determine the structure of the protein is by comparing
the measured scattering profile with the calculated (theoretical) profiles of different mod-
els [62].That is, a theoretical SAXSprofile is calculated for each of the existingmodels, and the
one whose theoretical profile is most similar to the measured profile is chosen (Figure 3.3,
black line). Since the theoretical profile can be calculated very quickly, this approach is use-
ful for the screening of multiple concurrent models of the protein, particularly those that
are predicted by computational methods (e.g., [63]).

Since the SAXS measurement is carried out on the non-crystallized protein in solution,
the high degree of fluctuation in such media usually yields low-resolution data (10 to 50Å).
As mentioned above, at these resolutions, SAXS is only useful for finding the overall shapes
of proteins or their assemblies, although such data may be combined with more structural
data to obtain a high-resolution structure. It should be mentioned, however, that the ac-
curacy of SAXS has been improving in recent years thanks to developments in both hard-
ware (beam intensity, detectors) and data analysis software [58]. In addition, local regions
of the protein can be better resolved by carrying out the measurements at higher angles
(𝜃 = 5° to 60°, 𝑞 > 0.5Å−1), a method called ‘wide-angle X-ray scattering’ (WAXS). These
experiments can provide important information on secondary structures in the protein.
Also, WAXS is highly sensitive to small structural changes and can therefore be used for
identifying structural similarities between proteins and for studying structural fluctuations
(e.g., [66]).

In sum, SAXS offers the following important advantages [57,62]:

1. It does not require crystallization, and is therefore easy and fast. As such, SAXS can
be used to guide computational structure prediction methods (see Subsection 3.5 be-
low). Since crystallization is not required, SAXS can be used to characterize (i) highly
flexible or unstructured regions in the protein that usually do not crystallize well [67],
and (ii) protein assemblies that are too large for X-ray crystallography and NMR.

*1𝑆 is the total surface area per unit of mass.
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(a)

(b)

FIGURE 3.3 Small-angle X-ray scattering (SAXS). (a) In the SAXS experiment, 2𝜃 is the angle
between the incident and scattered beam, and 𝑞 is the modulus of momentum transfer. Taken from
Figure 3a in [64] (© IOP Publishing and Deutsche Physikalische Gesellschaft, CC BY-NC-SA). (b) A
typical SAXS profile. Adapted from [65] (Figure 4d). The red circles are the measured intensities.
At high 𝑞 values, which correspond to smaller scattering angles, the measurements are particularly
sensitive to structural details and changes in the sample. The black line is the calculated profile of a
model structure.

2. It can be performed in the protein’s natural environment, under a wide variety of
conditions. Thus, it provides a more realistic view of the protein, which can be used
to (i) identify artifacts in related X-ray crystal structures, (ii) determine the biologi-
cally relevant state(s) (e.g., [68]), (iii) characterize the conformational ensemble of the
protein*1, and (iv) follow discrete dynamic events in the protein, such as conforma-
tional changes (e.g., [69]), folding and unfolding (e.g., [70]), oligomerization, and fibril
formation. These events are followed by employing time-resolved SAXS.

*1Characterization of the protein’s conformational ensemble using SAXS data is far from being trivial, since
a handful of conformations must be chosen out of thousands, and their fit to the measured data must be cal-
culated. However, several approaches have been developed for solving these problems. For example, minimal
ensemble search (MES) is one of the approaches used to choose the most probable ensemble, using a genetic
algorithm.
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3. Themeasurement is very rapid, taking betweenminutes and hours.This time range is
even shorter than the time range required for cryo-electronmicroscopy, another pop-
ularmethod for obtaining low-resolution structures and for guiding structure predic-
tion (see below).

4. It is sensitive to the macromolecule’s hydration shell (e.g., [71]). This facilitates inves-
tigation of protein hydration in physiological solution, as well as investigation of the
involvement of such hydration in stabilization and/or destabilization of the protein
(e.g., by denaturants).

5. The experiment can be designed to track ligand-binding events (e.g., [72]).

6. The experiment requires minimal amounts of sample (15 μL at 0.1 to 1mg/mL).

3.2.2 Neutron scattering
3.2.2.1 Principles
X-ray crystallography, which we discussed earlier, produces molecular structures of higher
resolution than those determined by other methods. However, in most of these structures,
the locations of hydrogen atoms are unresolved, owing to the very low electron density of
this atom. As explained, the protonation states of amino acids, as well as the orientation of
water molecules, may influence protein function significantly. Therefore, efforts have been
made to develop methods for accurately determining the location of hydrogen atoms in the
structure.Neutrons are just about right for this task, for three reasons. First, theirwavelength
(~0.1 to 10Å) is of the sameorder as that of the atomic separation inmolecules. Second, they
penetrate deeply into the sample molecule. This is because, being electrically uncharged,
these particles do not interact with the electron clouds occupyingmost of the space between
atoms, but rather with the small nuclei [13,73–75]. Third, neutrons have low energy content
and therefore do not damage the sample. But, most importantly, unlike X-rays, neutrons
interact with the nuclei of atoms, rather than with their electron shells. As a result, their
interaction with an atom does not depend strongly on the size of the atom, but rather on
its nuclear mass, spin (see Subsection 3.3.1 below), and isotopic type [73]. This means that a
strong signal can be obtained even from the interaction of neutronswith small hydrogen
atoms, especially when their common isotope protium (1H) is replaced with the heavier
deuterium (2H) (seemore below). Structure determination using neutrons is similar to the
process described for X-rays; it includes firing a particle stream at the sample and analyzing
the scattering pattern. Two types of scatteringmay be observed, depending on the net spin of
the nucleus concerned. Coherent scattering results from correlated interactions of neutrons
with atomic nuclei, and provides information on the structure of the molecule. Incoherent
scattering results from spatially isotropic interaction of the neutrons with each nucleus, and
provides information on the dynamics of the molecule. The two types are described in the
following subsections.

3.2.2.1.1 Coherent scattering

Coherent scattering may result from both elastic and inelastic collisions of neutrons with
the nuclei of atoms. In elastic collisions the scattering occurs without changing the energy
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of the neutrons, whereas in inelastic collisions both the neutron’s energy and its spin are af-
fected. Furthermore, in elastic scattering the intensity of the scattering points to the relative
location of the deflecting atom (albeit in a probabilistic manner) [76]. Thus, by analyzing
the scattering pattern computationally, the location of each atom in the molecule can
be obtained. Another advantage of neutron scattering is that it enables the protein structure
to be determined in its natural environment. This feature, which yields a protein structure
that is biologically more realistic than the crystal structure, results from the fact that scat-
tering is sensitive to the type of isotope of the atom that is hit by the neutrons. For example,
protium (1H) scatters neutrons differently than the heavier deuterium (2H, also marked
as ‘D’) [13]. Changing the D2O/H2O ratio in the sample enables the contrast between the
protein and its environment to be changed, thus allowing the scientist to focus on each
separately. This technique is particularly useful in membrane-bound proteins, whose lipid
environment makes them difficult to crystallize. Setting a D2O/H2O ratio of 10% to 14%
renders the lipid component of the system invisible in the neutron scattering experiment,
and a clear structure of the protein in its natural environment can be obtained [73]. In fact,
this can be done even when the protein is surrounded by detergent [74], despite its highly
disordered nature (e.g., [77]). The determination of hydrogen atoms’ location also enables
structural scientists to determine the solvent density at different distances from the protein
(Figure 3.4), as well as the specific interactions between protein residues and membrane
glycolipids (in membrane-bound proteins) [78]. The use of coherent neutron scattering to
collect data on the structure of a protein can be done in two ways [73,76]:

1. Neutron diffraction. Like X-ray diffraction, this method uses crystals of the protein
(individual, or powder crystals) to determine its structure at high resolution.

2. Small-angle neutron scattering (SANS). This method is used for structural determi-
nation of large proteins or protein complexes in solution [16], but at low resolution
(10 to 12 nm). While it cannot provide accurate structures of single proteins, the
method is very helpful in determining the relative locations of subunits within large
complexes (e.g., the ribosome [79]). This is done by selectively labeling the subunits
with deuterium.

3.2.2.1.2 Incoherent scattering

Incoherent scattering results from the interaction of neutrons with individual nuclei that
are in motion. These collisions have varying degrees of elasticity, with each degree of elas-
ticity corresponding to a different set of motions (see Chapter 5 for more details on types of
motions in proteins) [73,76]:

1. Elastic (EINS) – results from atomic vibrations in the 10−13–10−9 s time-range, par-
ticularly those of hydrogen atoms.

2. Quasi-elastic (QINS) – results from diffusive motions or shifts between near-native
conformations.

3. Inelastic (IINS) – results from vibrational or rotational transitions between different
energy levels.
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FIGURE 3.4 Three-dimensional structure of hen egg lysozyme (PDB entry 1io5) determined
by neutron quasi-Laue diffraction at 2Å resolution. The protein is shown in blue surface repre-
sentation, and the surrounding (deuterated) water molecules are shown as spheres colored by atom
type. Unlike X-ray diffraction, neutron diffraction is able to resolve the hydrogen atoms in the sam-
ple, thus revealing the location and orientation of the protein’s hydration shell. The image shows the
first hydration shell of the protein. These solvent molecules are very close to the protein surface, and
display a behavior quite different from that of bulk solvent molecules (see Chapter 5 for details).

Evidently, the more dynamic the protein atoms, the less elastic the neutron-nucleus colli-
sion. Indeed, quasi-elastic neutron scattering and inelastic scattering are used often in the
study of protein dynamics. In such neutron-nucleus interactions, both the energy and the
momentum (spin) of the neutrons change, which allows scientists to follow the atomic mo-
tions in the protein.

3.2.2.2 Advantages and shortcomings
Earlier we discussed themain advantages of neutron scattering, including its capacity to de-
termine the location of hydrogen atoms in proteins, to discern the protein from solvent, and
to map the general location of protein components in large complexes. In addition, neutron
radiation is relatively harmless to biological samples (compared to X-radiation) [80]. Finally,
neutrons have amagnetic moment, and are therefore scattered also bymagnetic fields within
the protein, such as the field that emanates fromunpaired electrons.Thismeans that (elastic)
neutron scattering can also be used for studying the distribution of electrons in certain
atoms. The method has a few shortcomings. First, creating neutrons requires great effort;
it is done in nuclear reactors or by initiated collisions between atomic nuclei and energetic
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radiation particles (spallation). In any case, the procedure requires larger installations than
those used in the production of X-rays. Second, when neutron diffraction is used, the re-
quired crystals are larger than those required for X-ray diffraction, and the measurements
require longer exposure time. Due to these problems, only ~100 structures in the protein
data bank (PDB) have been solved by neutron scattering (0.08%).

3.2.3 Electron microscopy (EM)
3.2.3.1 Principles
Like X-rays and neutrons, electrons can be used to study the structure of molecules, includ-
ing proteins and other macromolecules*1. Moreover, the negatively charged electrons can
be focused, using electromagnetic lenses, which allow scientists to observe themdirectly
under the (electron) microscope. This is a huge advantage of EM over X-ray and neutron
diffraction, which can only be used to studymolecules indirectly, by observing their diffrac-
tion patterns. Furthermore, EMmethods can imagemolecules directly as single particles,
which means that three-dimensional crystals of the sample protein are not required for the
measurement [82–84]. In the measurements, which are done using a transmission electron
microscope (TEM, see Figure 3.5a) in vacuum*2, images of individual assemblies are either
recorded on film or (more recently) captured digitally by direct detection device (DDD)
cameras [86–88]. The images obtained by the electron microscope are two-dimensional and
represent the sum of the density along the beam path [81]. In order to obtain the 3D structure
of the sample molecule, 103 to 106 images of many particles in random orientations have to
be recorded and then computationally aligned and merged [84]. This process also performs
averaging of the images obtained for different particles. Such averaging decreases the noise
and therefore improves the resolution of the final images.

Despite the advantages of direct EMmeasurements overmeasurements carried out with
X-ray crystallography, until several years ago EM was able to produce only low-resolution
structures, which ranged between 4 and 20Å (Figure 3.5b*3)*4.This limitation resulted from
the following factors:

• The lower energy of electrons compared to X-rays

• The need to use low-dose beams to minimize radiation damage to the protein

• The movement of the sample within the electron beam

As a result, EM has traditionally been used mostly for delineating the overall structures
of proteins, which are then enhanced by using X-ray diffraction or NMR data to obtain

*1In the transmission electronmicroscope, where electrons are accelerated, their wavelength is smaller than
0.04Å [81]. Thus, electrons are, at least theoretically, suitable for investigating molecular structures at high
resolution.

*2The high vacuum used in electron microscopes ensures that the electrons, which have little mass, are not
scattered by air molecules [85].

*3See also Figure 3.2e for illustration of the structural features visible at this resolution range.
*4Note that in contrast to X-ray crystallography, where the accuracy of the density map can be assessed

objectively (e.g., by the R-factor), in single-particle EM there is no such objective quality criterion that is simple
and easy to use [83]. Instead, other, statistical measures are used [89]. As a result, determining the resolution of
single-particle EM structures is a controversial issue.
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higher-resolutionmodels [90].This approachwas particularly useful in studying transmem-
brane proteins and large protein complexes, which could not be determined by more accu-
rate methods (see Subsection 3.2.1 above). In the case of complexes, individual parts were
determined separately at high resolution, and then attached to each other using the general
constraints dictated by the EM data.

As we saw in X-ray crystallography, one way of improving image resolution is to crys-
tallize the sample protein and measure the diffraction of particles by the crystals. This ap-
proach is based on the premise that crystals have an inherent periodicity that improves the
signal. The same approach can be used in EM, and indeed, to obtain structures with better
resolution, microscopists have turned to electron crystallography [91,92], obtaining images by
measuring the diffraction of electrons from the crystallized protein. However, unlike X-ray
crystallography, which uses highly ordered three-dimensional crystals, electron crystallog-
raphy traditionally uses two-dimensional crystals of the sample protein. Two-dimensional
crystals form much more readily than 3D crystals do, and despite the fact that they are
relatively disordered and include only one or two layers, they can be used to obtain high-
resolution images. Such crystals could not be used by X-ray crystallography because the
X-rays, which interact with atoms about 104 times less strongly than electrons, would just
pass through the crystals [93]. In an EM experiment, structural analysis of the sample is first
carried out from a top view, which provides a two-dimensional map of the protein. Then,
the data are collected again, with the sample tilted up to 60° to 70° to produce a three-
dimensional map [94]. These raw data are Fourier-transformed to yield a structural map of
the protein.

Until a few years ago, electron crystallography was virtually the only way to obtain high-
resolution EM structures of proteins, reaching atomic resolutions (e.g., Figure 3.5cI). This
approach was especially popular for solving structures of membrane proteins, since the 2D
crystals readily form in themembrane environment [95]. Two famous 3D structures ofmem-
brane proteins solved with this method are those of bacteriorhodopsin (3.5 Å) [96] and the
light-harvesting complex II (3.4 Å) [97]. In another structure, that of aquaporin-0, an atomic
resolution of 1.9 Å was achieved, and the packing and interactions of the lipids surround-
ing the protein were described [98]. The electron crystallography field has recently advanced
with the development of the MicroED technique, in which high-resolution structures are
obtained by using three-dimensional micro-crystals [99,100] (e.g., Figure 3.5cI, left). As of
July 2017, there are 65 structures in the PDB that have been determined by electron crys-
tallography, 28 of which have a resolution that is equal to or better than 3Å (e.g., [98,100,101]).
Another repository of EM-determined structures isEMDataBank*1, which also accepts low-
resolution structures.

In recent years the exclusivity of electron crystallography in providing high-resolution
EM structures of proteins has started to diminish, due to the development of better tech-
nologies for the direct recording and analysis of proteins in their natural environments [84].
These technologies include highly efficient electron detectors (DDD cameras [86–88]) and au-
tomated image processing tools [102], which correct for sample movements and classify im-
ages according to different structural states [86,103]. One known source of noise in EM mea-
surements is beam-inducedmotion of the sample.The capacity of the new cameras to record
the electron beam over time enables scientists to computationally correct for this effect by
aligning the frames [87,104]. These developments have enabled high-resolution structures

*1http://emdatabank.org/

http://emdatabank.org/
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to be determined from direct, single-particle measurements [84,105]. Indeed, structures
with atomic resolutions of 2.2 Å [106], 2.6 Å [107] (Figure 3.5cII), 2.8 Å [108], and 2.9Å [109,110]

are currently available (see also [103] for near-atomic resolution structures (3 to 4Å)). Obvi-
ously, the added effect of direct EM is the largest for proteins that are difficult to crystallize.
In addition, single-particle EM can use samples that are smaller and less pure than those
required by crystallography [105].

As discussed earlier, one of the concerns in EM measurements is radiation damage to
the sample, which results from inelastic electron scattering that causes breakage of chem-
ical bonds. It is possible to reduce this damage by minimizing the electron dose used on
the sample; however, doing so also increases the noise in the recorded micrographs. An-
other EM-associated problem in direct measurements is drying up of the sample due to
the vacuum inside the microscope. To prevent both problems, it is necessary to treat the
sample in a certain way before inspecting it under the microscope [111]. In the past, electron
microscopists relied mainly on a treatment called negative staining [112,113] , in which the
sample was immersed in a layer of heavy metal, and the measurement was carried out on
the metallic impression. Since the metal is more resilient to radiation than organic mate-
rial, it was possible to use a stronger beam of electrons, producing better contrast. However,
since the metal could not penetrate the protein fully, the template included only the surface
of the protein. Today, microscopists commonly use a different approach, cryogenics (freez-
ing). The corresponding method, called cryo-electron microscopy, involves quick freezing of
the sample in liquid ethane, nitrogen, or helium [83,114–116]. The freezing process creates a
layer of vitreous ice that is almost identical in structure to liquid water [81]. Thus, despite
the very low temperature (~ − 200 °C), the environment of the protein in the sample is
still considered to be more natural than in crystals. In order to prevent the formation of ice
crystals, the microscopist usually adds sugar molecules (e.g., glucose) to the sample; these
molecules replace the water molecules. In addition, the fragile sample must be supported
by a surface that is strong enough yet penetrable by electrons (usually a carbon film). While
cryo-EM provides a better resolution than negative staining, it has lower contrast, which
is probably the reason why negative staining is still in use [105]. EM has additional uses in
protein science besides determining three-dimensional structures. One such application is
studying protonation and ionization states. This is possible with EM because the electrons
are charged, and their scattering should therefore depend on the charge of the atoms they
hit. Although this approach cannot currently be used on entire proteins, small regions can
be targeted and analyzed. Another possible application of EM is studying protein dynam-
ics, which is made possible by the fact that the investigated proteins are in solution, and
therefore retain their inherent dynamic behavior. One way to study protein dynamics using
EM is to freeze the sample in less than a millisecond, which enables intermediate states to
be captured. It is possible to use this procedure to target functional states of the protein, by
spraying the protein with its natural ligand shortly before freezing*1. A study of the ribo-
some is one known example of the use of EM to investigate conformational changes [117]. In
this study, single-particle cryo-EMwas used to follow the structures of the ribosome during
the four stages of translation: initiation, elongation, termination, and recycling.

*1As explained in Chapter 5, folded proteins are in equilibrium between several different conformations.
Ligand binding shifts the equilibrium toward certain conformations.
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(a) (b)

(c) I

(c) II
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3.2.3.2 Advantages and shortcomings
In sum, EM offers some important advantages [111,120]:

• Unlike X-ray crystallography and neutron scattering, it enables themolecule to be ob-
served directly. Direct observation is advantageous, as it provides both the amplitude
and phase of the waves.

• It does not (necessarily) require the preparation of crystals, with the exception of two-
dimensional crystals and three-dimensional micro-crystals used in electron crystal-
lography [91,99,100].

• Recent progress in the field makes it possible to obtain structures at near-atomic- and
even atomic resolution [83,84,103]. As will be explained in Section 3.5 below, near-atomic
structures produced by EM can be further enhanced either through recognition of
known folds of domains or motifs that fit the EM density maps, or through use of the
latter as constraints that guide computational modeling tools [121].

• There is practically no upper limit size for EM*1, such that microscopists can use the
approach to study large protein complexes that are usually unavailable for X-ray crys-
tallography.

• It does not require large quantities of the protein.

Some of the traditional problems of EM, such as image resolution and sample preparation,
have been solved at least partially by the recent technological advances and automation tech-
niques described above. However, major issues still remain. In particular, EM instrumenta-
tion is very costly and can reachmanymillions of dollars, far beyond the grasp of individual

FIGURE 3.5 Electron microscopy. (Opposite) (a) The transmission electron microscope. The
electron beam generated by the electron gun is focused onto the specimen by electromagnetic
lenses [85]. The deflected electrons hit a photographic film or an electron-sensitive camera, which
creates an image. In protein structure-determination applications of EM, numerous images are
recorded and processed (not shown). The figure was created by Graham Beards [118]. (b) Low-
resolution EM structures of large protein complexes. The image shows a cutaway view through the
densitymap of the spliceosomal protein p14 (gray).The yellow part in themiddle of the structure is a
peptide derived from the p14-associated U2 snRNP component SF3b155, for which an X-ray crystal
structure also exists (see ribbon inside the density map). The figure was taken from [119]. (c) High-
resolution structures obtained by two EM methods. (I) Electron crystallography. Left: A 2.5 Å struc-
ture of a lysozyme obtained by using the microED technique (PDB entry 5a3e [99]). Right: The 1.9Å
assembly of lens aquaporin-0 (AQP0) inside a lipid bilayer, obtained by using 2D crystals (PDB en-
try 2b6o [98]). In the assembly, packing interactions between AQP0 tetramers (shown as ribbons)
are mediated by lipid molecules (shown as green wires). (II) Single-particle EM. The image shows
the 2.6 Å structure of rotavirus VP6 protein (PDB entry 3j9s [107]).

*1In contrast to crystallography, which becomes easier the smaller the structure is, EM becomes easier the
larger the structure is [81]. This is because in small structures, especially those that possess low symmetry,
errors in the alignment of the projection images make the analysis more challenging. Theoretically speaking,
it is possible to apply cryo-EM to any protein larger than ~100 kDa to obtain a high-resolution structure [93],
but the technique is usually applied to proteins larger than ~200 kDa [59].
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investigators, and most universities. The maintenance of EM microscopes is also expensive
and demanding. One solution for these problems is the establishment of national and in-
ternational facilities that share the costs. These are starting to emerge, e.g., in the US, UK,
Germany, and Sweden.

3.3 SPECTROSCOPIC METHODS

Spectroscopy is a field that includes different analytic methods, all based on the interaction
of a molecule with electromagnetic radiation, followed by changes in the energy levels of
the former [122] (excitation, relaxation, etc.). These changes lead to emission of energy from
the irradiated molecule, which can be recorded by the instrumentation. Since the magni-
tude and frequency of the emission usually depend on the local chemical environment of
the emitting atoms, such data can be used to derive structural information related to the
investigated molecule. This is particularly true in macromolecules, in which the chemical
environment of each atom is diverse and can change dramatically as a result of biologically-
relevant processes such as folding, ligand binding, etc.

A number of spectroscopic methods are available for the study of proteins; each is based
on the use of electromagnetic radiation of a different frequency. For example, nuclear mag-
netic resonance (NMR) spectroscopy employs radio waves, electron paramagnetic resonance
(EPR) spectroscopy employs microwaves, and Fourier transform infrared (FTIR) and Raman
spectroscopies use infrared radiation. Although there are several methods in use to deter-
mine either the global or partial structures of proteins, NMR and EPR spectroscopies are
the most common. We therefore focus on these methods. The principles of the two meth-
ods are described in the following subsections, with emphasis on NMR, the most efficient
spectroscopic method for determination of global protein structure.

3.3.1 Nuclear magnetic resonance (NMR) spectroscopy
3.3.1.1 Principles
NMR is based on the behavior of atoms with magnetic properties, exposed to an externally
applied magnetic field [123–125]. Certain atoms are said to have a ‘nuclear spin’, which results
from the motion of charges in their nucleus. The motion creates a magnetic field around
the nucleus that has a moment (𝜇) proportional to the spin. Not all nuclei have spin; those
with an equal number of protons and neutrons usually have zero spin (e.g., the common
isotopes: 12C, 14N and 16O), whereas others have a spin of 1

2 (1H, 13C, 15N, 19F and 31P).
When an atom with a nuclear spin is placed within a strong external magnetic field, it tends
to realign spatially in one of two orientations. The first is parallel to the field lines and has
low energy, whereas the second is 180° opposite (anti-parallel), and has higher energy. In
a macromolecule such as a protein, most nuclei will be in the low-energy alignment. The
imbalance between the parallel and anti-parallel magnetic moments will create a small po-
larization of the spins, resulting in a net macroscopic magnetization. It is possible to desta-
bilize this equilibrium state by firing an energy pulse toward the nuclei*1 (excitation); the
magnitude of the pulse should be equal to the energy difference between the parallel and
anti-parallel states. For most atoms this difference is smaller than 0.1 cal/mol, and has a

*1An oscillating magnetic field.
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frequency within the radio range (20 to 900MHz)*1. The energy pulse causes some of the
nuclei to invert their spins from one energy state to the other. Since the inversion occurs
in both directions, it is a resonance process. It is very fast (100 μs), and results in the re-
turn of the nuclei to their original states while emitting radio waves (decay or relaxation)
that are sensed and amplified by the NMR instrument. The most basic NMR experiment,
called ‘1D NMR’, provides for each nucleus in the sample the frequency that was required
for changing its spin. This information is shown in the output as a single peak per nucleus
at the corresponding frequency (Figure 3.6a). In the case of macromolecules, the sample
contains many nuclei, such that the NMR output contains numerous peaks, which form a
jagged plot extending along the frequency scale.

Each nucleus has its own unique resonance spectrum. Therefore, given the strength of
the external field, the excitation frequency, and the type of nucleus (e.g., 1H), the signal
emitted by a certain isolated nucleus can be identified on the measurement output. How-
ever, when the atom containing this nucleus is part of a molecule, i.e., surrounded by other
nuclei, the signal it emits is slightly different from the one emitted in the isolated state. This
phenomenon, called ‘chemical shift’, results from the masking of the nucleus by the electron
clouds of adjacent atoms. For example, two identical protons will emit signals of different
frequencies if one is part of an amide groupwhereas the other is part of amethyl group. Such
differences drive the capacity of the NMR method to determine the structure of molecules:
By using the known chemical shifts of nuclei in different chemical environments, it is pos-
sible to decipher the structure of the protein from its NMR spectrum. The NMR peaks are
assigned to the various protein nuclei on the basis of correlations identified between nu-
clei (couplings), which indicate their proximity to each other. Since 1H has the strongest
magnetic moment among all atoms having a spin value of 1

2 , it is customary to focus on
its spectrum (homonuclear NMR). However in certain cases, 13C or 15N may be used after
being introduced into the protein as isotopic labels, and the couplings between these nu-
clei and 1H are inspected (heteronuclear NMR). NMR spectroscopists focus on two types of
couplings between protein nuclei [124]:

1. J-coupling – This coupling exists between covalently bonded nuclei (up to three) and
results from indirect interaction between the nuclei via polarization of bond elec-
trons. The measurement used to locate this coupling (COSY) reveals the connectivity
of atoms within the molecule.

2. Nuclear Overhauser effect (NOE) – this type of coupling occurs between proximal
(less than 5Å) non-bonded nuclei. It results from direct interaction between themag-
netic dipoles of the nuclei. The measurements used to locate this coupling (‘NOESY’)
reveal the tertiary structure of themolecule, which determines the proximity between
non-bonded atoms. In fact, NOESY measurements do not provide a single location
for each atom, but rather a range of possible locations. In other words, the mea-
surements provide spatial constraints for each atom. Thus, NMR does not provide
a single structure, but rather an ensemble of structures that are consistent with
the spatial constraints (Figure 3.6b). A good ensemble samples the complete con-
formational space allowed by the constraints, which makes it a potential source of
information regarding the dynamics of the molecule. In proteins, these data corre-
spond to folded-state dynamics (see Chapter 5). Sometimes the ensemble is reported

*1The energy (E) is proportional to the frequency (𝜈), through Planck’s constant (ℎ): E = ℎ𝜈.



280 ■ Proteins: Structure, Function & Motion

along with a structure created by averaging the individual conformations composing
it. Such average structures often contain deformations and improbable bond angles,
as the averaging is carried out on each atom separately. One acceptable alternative is
to report the conformation that is closest to the average.

As explained, the NMR measurements rely on the difference between the number of low-
energy spins and the number of high-energy spins. Unfortunately, such differences are typ-
ically quite small, which leads to low sensitivity of the method. The method’s sensitivity can
be boosted in (at least) two ways:

1. Increasing the magnetic field.

2. Increasing the number of atoms in the sample.This iswhyNMRrequires concentrated
solutions of at least ~1 mM.

Still, the output of NMR measurements in macromolecules contains hundreds, sometimes
thousands of resonance peaks, resulting from the numerous nuclei. In order to separate
the peaks, the measurement can be carried out repetitively, where the time difference be-
tween the consecutive measurements allows adjacent nuclei to affect each other and form
a correlation (homonuclear 2D-COSY/NOESY [124]). Indeed, this technique efficiently sep-
arates overlapping peaks in the 1D-NMR output, and provides good structure determina-
tion in small proteins (~10 kDa). In larger proteins, higher dimensions (3D and 4D-NMR)
may be required. Although carrying out the measurements in several dimensions improves
peak separation, it necessitates the use of complicated protocols that include series of radio
pulses, as well as numerous repetitions. An alternative way to improve the measurements
is to label the protein with 13C or 15N and measure the effect of these nuclei on 1H nuclei
(heteronuclear 2D TOCSY/NOESY). Finally, in proteins larger than 30 kDa it is customary
to replace the 1H atoms in the sample with 2H.

3.3.1.2 Steps in protein structure determination by NMR spectroscopy
1. Preparation of protein solution.The solution on which the NMR experiment is car-

ried out has to be prepared carefully to have the right pH, ionic strength, and temper-
ature [124].

2. NMRmeasurement. The measurement may be conducted in several different ways.
For example, in the continuous wave technique, the sample is put inside a glass tube
and placed on a rotating surface between the two poles of the magnet. The system
also contains two coils; one transmits radio waves at the right frequency towards the
sample, whereas the other, which surrounds the glass tube, receives the energy emitted
by the sample as a result of its excitation and relaxation. Also, the measurement may
be conducted by changing the magnetic field within a narrow range while following
the emitted radio signals, or by keeping the field constant and changing the radio
pulses fired towards the sample.

3. Signal assignment. This is done according to the data obtained from the J-coupling
analysis, and by using pre-existing knowledge about the protein sequence.

4. Determining atomic distance constraints. This is done using the NOE results.
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(a)

(b)

FIGURE 3.6 Nuclearmagnetic resonance spectroscopy. (a) One-dimensional H-NMR spectrum
map of phenol (taken from [126]). The different peaks in the spectrum correspond to different pro-
ton types in the molecule, as noted. For example, the peak of the hydroxyl proton is well separated
from the one corresponding to the aromatic ring protons. (b) NMR structure. The figure shows the
secondary structure of the somatomedin B domain of human vitronectin (PDB entry 1ssu) (left)
and the corresponding 20-mer ensemble (right). All the structures of the ensemble are within the
distance constraints indicated by the NMR measurements. Clearly, the central part of the structure
is much more ordered than the flanking edges.

5. Structure determination. This is done by converting the constraints extracted di-
rectly from the NMR measurement into structural details. The procedure requires
the use of calculations, which apply additional considerations to the experimentally
derived data [124]. The calculations are as follows:

(a) Geometry-based calculations – These calculations use pre-existing data regard-
ing the size of atoms, as well as allowed distances and angles of the covalent
bonds linking them, to determine the probability of the experimental structures.
The calculations are carried out numerous times while the structures are modi-
fied, until they are consistent with the theoretical constraints.
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(b) Energy-based calculations – The potential energy of the experimental structure
is calculated, and is used to determine the structure’s probability.

3.3.1.3 Advantages and shortcomings
The greatest advantage of NMR spectroscopy is that the protein structure is determined in
its native environment. This is important for cytoplasmic proteins, as well as for proteins
that exist in extracellular body fluids, such as blood, saliva, lymph, and GI fluids. The ability
to study the protein in its natural environment provides the following advantages:

1. The structure of the protein can be determined even when it is difficult or impossible
to crystallize, as in the case of intrinsically unstructured proteins and membrane-
bound proteins. As yet, however, very few NMR structures of membrane proteins are
available.

2. The natural dynamics of the protein can be studied at the nanosecond timescale (and
shorter). As explained above, X-ray diffraction provides information that reflects the
freedom of movement of different protein regions (i.e., the B-factor). However, it is
often difficult to determinewhether suchX-ray diffraction data represent real dynam-
ics or static disorder resulting from the crystallization process [22]. Furthermore, it is
now possible to characterize the dynamics of proteins not only in vitro but also inside
a living cell, by using in-cell NMR [127,128]. This development is important, since the
inherent dynamics of proteins is affected by the molecular crowding in the cytoplasm
(e.g., [129,130]). Thus, measurements inside living cells provide a more accurate view of
the conformational freedom of proteins.

3. The protein’s hydration layer can be studied both structurally and kinetically
(e.g., [131]).

4. Protein binding processes can be analyzed, including enzyme-substrate, enzyme-
cofactor, and protein-drug binding. The use of NMR for this purpose relies, among
other qualities, on the method’s high sensitivity to weak, short-range interactions. In
fact, NMR is one of the methods used today for the development of new drugs [132].
The specific application used for this purpose (15N−1H heteronuclear single quantum
coherence) is used for the screening and optimization of the most suitable molecule,
out of hundreds of thousands. The method involves labeling the protein with 15N
and measuring the NMR spectrum in the presence and absence of ligand. First, the
binding strength of small individual chemical groups to relevant protein regions is
determined. Next, the various groups are joined into a whole drug molecule, and the
molecule is optimized. This NMR technique has been used in the development of an
anti-cancer drug that inhibits the anti-apoptotic protein Bcl-2, and the drug’s in vivo
activity against solid tumors has been demonstrated [133].

5. The development of techniques such as liquid-crystal state NMR and solid state NMR
(see below) has enabled scientists to track the insertion of proteins and peptides into
membranes and to determine their orientationwith respect to themembrane’s vertical
axis (e.g., [134–136]).
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Another advantage of NMR spectroscopy is that it does not harm the sample, as the mea-
surements use low-energy radio waves. Finally, a method called ‘solid-state NMR’ allows the
measurements to be conducted on membrane proteins, or on proteins that form amyloid
precipitates [137–139]. These proteins tend to acquire specific orientations in their respective
environments, and NMR measurements can also be used for determining these orienta-
tions, which often play a central role in protein function [140,141]. Earlier we discussed one of
the major problems of NMR spectroscopy, namely, the need to discern the magnetic prop-
erties of the numerous atoms present in large proteins. In such systems, the rapid nucleus
relaxation produces wide-spectrum lines with low resolution. As a result of this problem,
the method is limited to small proteins (40 kDa or less), although successful measurements
have recently been obtained in larger proteins (~100 kDa), and protein complexes (see [22]

for details). Scientists have succeeded in extending the method to very large proteins by us-
ing different techniques, such as labeling by 2H and other isotopes, as well as by developing
methods such as TROSY. The latter is an NMR technique that reduces the relaxation rate
and therefore also the extent of signal loss [124]. Because of the difficulty in resolving spec-
trum lines, as well as the diversity of techniques in this field, NMR involves less automation
compared with other methods, which is a problem unto itself.

3.3.2 Electron paramagnetic resonance (EPR) spectroscopy
The principles of EPR spectroscopy are very similar to those of NMR spectroscopy: sub-
atomic particles possessing a magnetic spin, and which are located within the protein, are
subjected to a strong, externally applied magnetic field. The spin of each particle aligns in
either a parallel or anti-parallel orientation with respect to the field lines. An energy pulse
fired at the particles allows them to switch momentarily between the two states, i.e., to res-
onate, and when they relax back to their original orientation they emit an energy signal that
is recorded by the instrumentation.The emitted signal depends on the local environment of
each particle, and when integrated, all the recorded signals provide structural information
about the protein. So what are the differences between NMR and EPR? First, the subatomic
particle in EPR is not the nucleus, but rather an unpaired electron with paramagnetic prop-
erties [142].This naturally leads to the second difference; since proteins usually do not contain
unpaired electrons (except for some metal-containing proteins), EPR requires that they be
labeled with a spin label, i.e., a molecule that does. There are several such molecules; each
is a small organic compound containing a nitroxide group with an unpaired electron. Some
of these molecules bind to specific types of protein residues, whereas others are analogues
of natural ligands, such as ATP [142]. Finally, electron spins during the EPR experiment un-
dergo a larger energy transition compared with nuclear spins. As a result, the energy pulse
used to excite the sample is in the microwave region of the electromagnetic scale, not the
radio region [122].

In EPR, the signal emitted from the relaxing electrons depends on several factors [142]:

1. The orientation of the paramagnetic label with respect to the magnetic field

2. The mobility of the label

3. The presence of other unpaired electrons in the vicinity of the label, which gives rise
to spin-spin interaction
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The orientation and motion dependencies of EPR both result from the anisotropic inter-
action of the electron spin with the external magnetic field, which in turn results from the
unpaired electron in the label occupying an asymmetric orbital. The second and third fac-
tors affecting the EPR signal mean that this method, in addition to providing structural
information on proteins, can be used to study their dynamic behavior and interaction with
ligands (see examples in [142]). Regarding dynamics, it is interesting to note that the motions
that have the most observable effects on the EPR measurements are in the 10−11 to 10−9 s
range, whereas the more biologically-relevant range (10−9 to 2 × 10−7 s) is harder to mea-
sure [142]. Motions slower than this range cannot be measured using basic EPR, and require
a technique called ‘saturation transfer EPR’ (ST-EPR).

Being distance-dependent, the effect of spin-spin interactions on EPR output can be
used for several purposes. First it enables scientists to measure distances in the range of
2 to 25Å between two spin-labeled sites in the protein. Second, in membrane-bound pro-
teins and peptides the effect can be used to determine the orientation of the peptide or pro-
tein segment with respect to the membrane’s vertical axis, the distance of a specific residue
from a lipid chemical group (e.g., [143,144]), or the aggregation of independent bioactive pep-
tides (e.g., [145]). Similar measurements can be used to determine the solvent accessibility of
specific residues within proteins, whether the solvent is the aqueous solution or the biolog-
ical membrane (e.g., [146]).

Because of the requirement for spin labeling, EPR spectroscopy cannot be used for full
structure determination of proteins. However, it can be used to provide local or qualitative
information. For example, local structures, such as 𝛼-helices and 𝛽-sheets, display periodic-
ity of 3.6 and 2, respectively, in the mobility and solvent accessibility of the side chains [142].
Also, both side chain mobility and solvent accessibility are diminished when the label is in
a region of tertiary or quaternary contacts. The latter can also be followed by tracking the
increased interaction between spin labels on different subunits.

3.3.3 Information derived from other methods
Classical spectroscopic methods, such as visible and UV absorbance and fluorescence, are
extensively used by biochemists and molecular biologists, mainly because these methods
are straightforward and are readily available [122]. More advanced spectroscopic methods
also exist, such as Fourier transform infrared (FTIR) spectroscopy, Raman spectroscopy,
circular dichroism, and mass spectroscopy. These require expertise and sophisticated in-
strumentation, but are invaluable in biochemical research. Although only some of these
spectroscopic methods relate to the three-dimensional structures of molecules, and most of
them cannot be used for the determination of complete protein structures, they may pro-
vide important information that is complementary to the data obtained in NMR and EPR
studies. Below we briefly describe fluorescent and circular dichroism spectroscopies, as well
as mass spectrometry.

3.3.3.1 Fluorescent spectroscopy
The simplest spectroscopic method for gaining information on the tertiary structure of pro-
teins is probably fluorescence spectroscopy. When certain chemical groups (fluorophores)
are electronically excited by photons of suitable wavelength (UV to blue-green), they re-
lax by undergoing certain internal processes, one of which results in the emission of pho-



Methods of Structure Determination and Prediction ■ 285

tons of a longer wavelength: fluorescence [147]. In proteins, fluorescence is mainly associated
with aromatic residues. When these residues are exposed to the solvent, the fluorescence is
recorded fully by the instruments. However, when they are inside the protein, at least some
of the fluorescence is ‘quenched’. Thus, the extent of recorded fluorescent emission may be
used to learn about a protein’s structure and the degree of folding. To avoid having to rely
on naturally occurring aromatic residues in the investigated protein, the spectroscopist can
chemically tag the protein with fluorescent dyes at different positions of themacromolecule.
A sophisticated variation on this theme is fluorescence resonance energy transfer (FRET) [148],
in which the emitted fluorescence energy is transferred non-radiatively between two fluo-
rophores. That is, a pair of chromophores is used to tag the protein at specific locations. The
pair is selected so that the emission spectrum of one fluorophore (the donor) overlaps with
the absorption spectrum of the other fluorophore (the acceptor). The energy transfer de-
cays with the sixth power of the distance between the two fluorophores, and can therefore
be used to measure the distance between them.

3.3.3.2 Circular dichroism spectroscopy
Circular dichroism (CD) is a more sophisticated spectroscopy method, used mainly for
determining secondary structures [149] but also for characterizing protein-ligand interac-
tions and structural disorder [150]. The method relies on the differences in the absorption of
left-handed versus right-handed polarized light by asymmetric molecules. In proteins, this
asymmetry results from the dominance of the L configuration over the D configuration of
amino acid residues. When residues appear in a repeating pattern, as occurs in secondary
structures, their peptide bonds produce typical far-UV CD spectra (180 to 250 nm), reveal-
ing the existence of such structures. The method can reveal the percentage of residues in
the protein occupying a certain secondary element, but not the identity of these residues. In
addition to secondary structures, CD spectroscopy can also be used to learn about certain
aspects of the tertiary structure. This is done by inspecting the near-UV CD spectra of the
protein, which are produced by aromatic residues and disulfide bonds.The spectra are sensi-
tive to changes in the three-dimensional structure of the protein, and processes that involve
such changes, such as folding or ligand-binding, can therefore be detected by the method.
For example, a misfolded protein comprising only secondary elements (see Chapter 5 for
details) would only produce a significant far-UV spectrum.

In recent years, several advances in the field have made the use of CD spectroscopy
more accurate. For example, synchrotron radiation CD (SRCD) spectroscopy is a relatively
recent technique that extends the limits of conventional CD spectroscopy by broadening
the spectral range, increasing the signal-to-noise ratio, and accelerating data acquisition in
the presence of absorbing components (buffers, salts, etc.) [151,152]. As efficient as the data
collection may be, the assignment of secondary structures from the CD spectra requires
algorithms designed specifically for this task. The assignment is not trivial, especially in the
case of 𝛽-sheet-rich proteins, due to their spectral variety and lower spectral amplitudes [151].
Here, too, much progress has been made, and the currently used algorithms achieve an
overall good assignment of secondary structures [151,153,154]. These developments have led to
a significant increase in the number of proteins characterized by CD spectroscopy. Today,
measured CD spectra and related data are deposited in the Protein Circular DichroismData
Bank (PCDDB) [155], which is fully available to the general public via the Internet*1.

*1http://pcddb.cryst.bbk.ac.uk/home.php

http://pcddb.cryst.bbk.ac.uk/home.php
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3.3.3.3 Mass spectrometry
Mass spectrometry (MS) is a popular method for protein analysis, although historically
it has mainly been used to identify small molecules for forensic purposes, environmental
chemical analysis, and drug discovery. In a mass spectrometry measurement the elements
and molecules in the sample are hit with an intense electron beam, which ionizes them by
knocking away electrons [156,157]. The ions are then accelerated and deflected in vacuum by
electric and magnetic fields, which separate them by mass and charge. Finally, the sepa-
rated ions are detected by an electronic sensor, and the results are displayed as spectra of
the relative abundance of the detected ions as a function of their mass-to-charge ratio (𝑚/𝑧,
where 𝑚 is in Dalton units and 𝑧 is in charge units) (Figure 3.7a). By comparing the results
to the known mass values of elements and molecules, it is possible to obtain the molecular
composition of the original sample. However, the electron beam used in the measurement
usually breaks the sample molecules into fragments, which greatly increases the number
of chemical species that are detected, making direct identification very difficult. Therefore,
chemical compounds are usually identified according to their typical fingerprints, i.e., their
already known mass spectra patterns. This approach enables high-throughput experiments
to be run with sample sizes as small as micrograms. Molecules analyzed by mass spec-
trometry first have to be volatilized (i.e., transferred into gas phase) and only then ionized.
This is easy for small compounds, which are thermally stable. Larger molecules (e.g., most
biomolecules) are less volatile and more thermally labile. Several techniques for ionizing
such molecules have been developed in the past three decades [156]. The most commonly
used among these are electrospray ionization (ESI) [158] and matrix-assisted laser desorp-
tion/ionization (MALDI) [159]. In ESI, the solution-based sample is passed through a narrow
capillary (several micrometers wide*1) that is at a potential difference relative to a counter
electrode, at voltages between 500 and 4,500V. The electrostatic spraying of the sample cre-
ates an aerosol of charged droplets, and the sample ionsmake their way to themass analyzer
of the spectrometer [156].

In the study of biological molecules, ESI offers many advantages:

• It has virtually no size limit, such that it can be used with very large macromolecules.

• It is a ‘soft’ method, ionizing noncovalent complexes without degrading them.Thus, it
can be used for studying protein-protein, protein-DNA, and protein-small molecule
complexes.

• It can couple between mass spectrometry and liquid separation techniques such as
HPLC. This type of coupled method is called ‘liquid chromatography MS’ (LC/MS).
This feature enables ESI to be used on complex biological samples that contain dif-
ferent molecules and macromolecules.

One of the problems of ESI is that the sample has to keep flowing and be consumed con-
stantly, which leads to wastage. This problem is addressed in MALDI, where the ions are
produced by pulsed-laser irradiation of the sample, which is co-crystallized with a solid
matrix. The synchronization between ion formation and analysis also makes the method
very sensitive. MALDI is also quick, which makes it suitable for high-throughput studies.

*1Because of the narrow diameter of the capillary, the method is also called ‘microspray’ or ‘nanospray’.
Mass spectrometry has many applications in protein characterization. Here we address some of the main ap-
plications. For a more detailed description see [12,160–166].
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Finally, the method has high tolerance to salts and buffers, which makes it suitable for the
analysis of physiological samples. One problem associated with MALDI is the noise gen-
erated when analyzing samples of small molecular weight (below 500Da). With respect to
biological samples, MALDI is more suitable for analyzing simple peptide mixtures, whereas
more complex samples are usually analyzed by ESI (LC/MS).

1. Protein identification, quantification, and sequencing
As described above, current MS techniques can be used to identify whole proteins in
a sample.The sample, which has been collected from a biological source, first needs to
be purified; then, its constituent proteins are separated by chromatographic or elec-
trophoretic methods [167,168]. Since MS of whole proteins is less sensitive than peptide
MS, a different strategy is usually employed. The isolated proteins are enzymatically
degraded to short peptides, which are then separated by chromatographic methods
and identified using MS (Figure 3.7b). Knowledge of the composition of each pep-
tide derived from each of the isolated proteins enables these proteins to be sequenced.
When more accurate quantification is required, the proteins or peptides are labeled
metabolically, enzymatically, or chemically with heavier isotopes and then subjected
toMS.The above techniques can be used on a large scale, e.g., for proteomic analysis of
biological organisms [167]. That is, samples can be collected from different organisms
or different organelles inside a single organism, as well as from the same organism
under different conditions, and analyzed in a high-throughput manner to construct
a quantitative protein expression profile. Such analysis can also be carried out to dif-
ferentiate between alternatively spliced or translated forms of a protein. Proteomics
analysis can be carried out by different MS techniques. For example, LC/MS can be
used, inwhich the collected samples are first purified by chromatographic and/or elec-
trophoretic means and then subjected to MS (see above). An alternative technique is
tandem MS (MS/MS) [169,170], which separates ions of specific m/z values from the
original ion source by chemically reacting them [156]. With this technique, complex
biological samples can be handled without first undergoing purification, and samples
can be screened rapidly for certain compound types. When the sample proteins are
first degraded in the MS protocol, the degradation products are usually analyzed in
MS/MS by peptide mass fingerprinting.
There have been more than a few studies that demonstrate the power of MS in pro-
teomics. In one of these studies, MHC class I-bound peptides were analyzed by LC-
MS/MS [171], resulting in the quantification of 200 different peptide species. In two
other studies, MS/MS was used to identify proteins associated with the human and
mosquito stages of the malaria parasite [172,173]. These studies identified proteins that
are specific to certain life-cycle stages of the parasite, and proposed some of them as
candidate drug or vaccine targets. Finally, recent studies have presented an MS-based
draft of the human proteome based on information assembled from different human
tissues, cell lines and body fluids [174,175]. Proteomics studies focus on various aspects
of biological systems that are beyond the mere types and quantities of cellular and
tissue proteins. Two main aspects are the post-translational modifications that are
applied to proteins under certain conditions, and the diverse patterns of interactions
between individual proteins. These are described below.



288 ■ Proteins: Structure, Function & Motion

2. Identification of post-translational modifications
Post-translational modifications (PTMs) of amino acids in proteins are of major im-
portance in cells and tissues, as they assist in regulating and fine-tuning the activity
of many enzymes and other proteins (see Chapter 2 for more details). Whether these
modifications include the transfer of a chemical group, deletion of amino acids, or
chemical alteration of amino acids in the target protein, they usually change the mass
and/or electric charge of the protein.This means that suchmodifications can be iden-
tified and monitored by mass spectrometry.
Here, too, MS/MS is highly efficient in isolation and identification of specific prod-
ucts, where the sample proteins are usually degraded first to peptides, which are sub-
sequently analyzed. When certain modifications are looked for, the MS experiment
can be designed to scan the peptides specifically for these modifications. It should
be noted that in the case of regulatory modifications that occur in only one or a few
amino acids along the sequence (e.g., phosphorylation), the process is complicated
by the low stoichiometry of the specific modification [167]. This makes it difficult to
characterize regulatorymodifications on the proteomic scale, although different tech-
niques have been developed to cope with this problem, e.g., employing an affinity
selection for the specific modification on which the study focuses [176].

3. Three-dimensional structure characterization and interaction mapping
When coupled with other methods, MS can be used to characterize the 3D structure
of a protein [162]. The main MS-coupled methods include the following:

• Hydrogen-deuterium exchange mass spectrometry (HDX-MS) [177]. In this
method, the exchange between 1H and the heavier 2H in the protein’s amide
group is monitored by MS and used to learn about the positions and secondary
structures of different parts of the protein. This technique is based on the fact
that under fixed pH and temperature, the 1H/2Hexchange is slower in regions of
the protein that are either buried or possess a secondary structure that involves
hydrogen bonds (helices, sheets).

• Hydroxyl-radical footprinting [178].This is another method that can be used to
detect the solvent accessibility of different parts of the protein. In this method,
side chain atoms are covalently oxidized by hydroxyl radicals.The oxidation rate
depends on the reactivity of each side chain and also occurs more quickly in
solvent-accessible parts of the protein. Since hydroxylation renders themodified
residues heavier, it can be detected byMS as long as themass shift is large enough
(this is not the case for serine and threonine, for example). Identifying solvent-
accessible regions in proteins is important not only for topological reasons, but
also for guiding searches for interaction sites with other molecules.

• Chemical crosslinking. This method is used to detect parts inside proteins, or
between protein subunits, that are close to each other in 3D space [160,161,179].
This is done by using chemical reagents called ‘crosslinkers’, which are able to
covalently bind amino acids that are in close proximity to each other*1. After

*1Themost popular crosslinkers areNHS esters that target amino groups of lysine side chains [180]. However,
there are also crosslinkers that are specific to aspartate/glutamate, arginine, and other residues (see [160] for
details).
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the crosslinking is carried out, the protein is enzymatically degraded to short
peptides, and the sequence of each peptide is determined by MS as described
above*1 (Figure 3.7c). This procedure is able to detect ‘normal’ (i.e., linear) pep-
tides, as well as peptide fragments in which amino acids are crosslinked via their
side chains. The latter provide the identity of residues that are adjacent to each
other in the intact protein, which can be translated into distance constraints.
When this procedure is carried out with crosslinkers of varying lengths and dif-
ferent residue specificities, a sufficient number of distance constraints can be
determined to help learn about the folded structure of the protein, or the sub-
unit composition of a protein complex (e.g., [181–183]). This is usually done in
combination with protein structure prediction algorithms.

As mentioned above, certain MS techniques allow intact noncovalent complexes to
be ionized. In these cases, MS can be used to characterize the quaternary structures
of proteins (i.e., protein complexes), and other protein-protein interactions (see be-
low). Furthermore, such complexes can be studied in their native environments and
cellular locations [167]. To identify protein complexes, the scientist may ‘tag’ one of
the proteins with an amino acid sequence that is targeted by an antibody for pu-
rification. Since many of the interactions are transient, only some of the complexes
are usually identified. This problem is usually solved in one of the following ways:
(i) carrying out the MS experiments iteratively, (ii) employing chemical crosslink-
ing of the interacting proteins to prevent subunit dissociation, and (iii) combining
the MS experiments with data derived from other methods, including bioinformatic
approaches. MS studies of protein complexes can be carried out to identify and char-
acterize protein-protein interactions on different biological levels:

(a) Individual proteins with quaternary structure. Different aspects of the structure
can be characterized at different levels of details by using variousMS techniques.
These aspects include the shape of the complex, its composition and stoichiom-
etry, the relative location of subunits (core versus peripheral), the existence of
sub-complexes, and the structure’s biogenesis [12].

(b) Large proteinmachines that act within cells. Such studies have been undertaken,
e.g., for the spliceosome [184,185] and the nuclear pore complex [186].

(c) Local protein networks that form in certain cell locations and serve specific cel-
lular functions. These include, for example, enzymes that act within the same
metabolic pathway and form functional complexes to enhance metabolic effi-
ciency (see Chapter 2, Subsection 2.5.1 for more details).

(d) Large cellular networks of stable or transient protein-protein interactions. Such
proteomic studies (e.g., [187,188]) often reveal higher-order coordination between
proteins and between small protein networks, which provide a unique view of
cellular function and regulation.

*1The purification of the individual peptides is usually done by size-exclusion or ion exchange chromatog-
raphy, coupled to the MS procedure.
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3.4 COMPUTATIONAL METHODS FOR STRUCTURE PREDICTION

3.4.1 Introduction
Protein structure determination has progressed significantly thanks to the development of
the methods discussed in the previous section. However, these methods are generally slow,
and as a result the number of solved protein structures is only a small percentage of the
number of all known sequences [189]. Furthermore, in spite of improvements in various
structure-determination techniques, sequencing technologies have improved much more
rapidly (and their costs have decreased considerably). Thus, the gap between the number
of available protein sequences and structures keeps increasing. One possible solution for
this problem is to use computational methods to predict protein structure on the basis of
amino acid sequence. Computational methods are significantly faster and cheaper than ex-
perimental (i.e., lab)methods.The ability to predict the native structure of proteins based on
their amino acid sequences alone has always been one of themost desirable goals of compu-
tational biology, as it would allow entire proteomes to be determined quickly and cheaply.
This need is particularly felt in the pharmaceutical industry, where rapid prediction of pro-
tein structure is expected to save the years of laborious and expensive experiments that are
currently required for the development of a single drug [190] (see Chapter 8).

The numerous computational methods that are available for protein structure predic-
tion can be grouped into two general approaches [191,192]: (1) ab initio (a.k.a. de novo) meth-
ods, in which the structure is predicted from scratch using physical first principles, and
(2) template-based methods, which use information from proteins of known 3D structure.
The latter can be further divided into homology (comparative) modeling methods, which
are based on sequence-sequence comparison between the predicted protein and the tem-
plate, and fold recognition methods, which are based on other similarities between them.
In the following subsection we review the principal aspects of the two approaches, their
relative success rates, and the most common ways in which they are used. We will also
briefly discuss an interesting approach that has recently been developed, which predicts
the three-dimensional structure of a protein using information on correlated mutations in
its sequence.

FIGURE 3.7 Mass spectrometry. (Opposite) (a) Mass spectra of 4-methyl-3-pentene-2-one. The
spectra are shown on the left. The right image shows the ion of the intact molecule and the ions
of two fragmentation products. The images were created by Prof. William Reusch and used with
permission. (b) A generic mass spectrometry procedure for proteins. Step 1: The proteins to be an-
alyzed are isolated from cell lysate or tissues by biochemical fractionation or affinity selection. This
process often includes a final step of one-dimensional gel electrophoresis. Step 2: The proteins are
degraded enzymatically to peptides, usually by trypsin. Stage 3: The peptides are separated chro-
matographically in very fine capillaries and eluted into an electrospray ion source, where they are
nebulized in small, highly-charged droplets. After evaporation, the peptides enter the mass spec-
trometer. Stage 4: A mass spectrum of the peptides eluting at this time point is taken. The image
is taken from [167]. (c) Protein analysis by crosslinking MS. Step 1: The protein is incubated with
a residue-specific crosslinking reagent. Residues within the range of the crosslinking reagent are
covalently bonded. Step 2: The protein is enzymatically digested to form peptides. Step 3: Data-
dependent acquisition is used to identify peptides as they elute from an HPLC directly coupled to
the mass spectrometer. Step 4: The identified peptides are then fragmented to provide sequence-
specific information. The image is taken from [160].
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3.4.2 Ab initio (physical) approach
The most obvious way to predict the native fold of a proteins is probably to follow nature
itself, that is, to accurately characterize how physical forces drive the protein to fold, and to
use this characterization to reproduce the folding process computationally for a protein of
unknown structure. Since there are many possible folds (i.e., conformations) available for a
given polypeptide chain, the prediction would have to rely on the thermodynamic premise
that the native fold is the lowest-energy state of the protein [193], that is, the most stable
three-dimensional organization of the protein’s atoms. Amore accurate view of the native
structure of a protein is that it is the conformation possessing the least energy, while
retaining enough energy to maintain the level of dynamics required for the protein to
execute its function.

The ‘total’ energy of a system, also known as the ‘free energy’ (see Chapter 4 for details),
can be decomposed into different components: potential, thermal, kinetic, etc. Indeed, it is
the free energy that determines the stability of the system. Purely energy-based predictions
use only information on the types of atoms in the system, their relative locations in three-
dimensional space, and their bonding and non-bonding interactions with other atoms.This
information is used to calculate the energy content of the system and the forces acting on
each atom. Such methods are therefore referred to as ‘ab initio’, which in Latin means ‘from
the beginning’*1. Although different methods are included in this approach, all are based on
two basic abilities:

1. Calculating the energy content of the system in a single configuration*2.

2. Sampling numerous configurations and finding one with the lowest energy (i.e., the
most stable configuration).

The ab initio approach emerged in the 1960s with the work of a handful of people who
implemented their knowledge in computational chemistry on macromolecular systems to
explore their structure and dynamics [194,195]. This group included Shneior Lifson from the
Weizmann Institute and his students and coworkersAriehWarshel,Michael Levitt andMar-
tin Karplus. The latter three won the 2013 Nobel Prize in Chemistry for their contribution
to the field of computational molecular biophysics [196].

3.4.2.1 Calculating total potential energy of system
Protein-based systems include— in addition to the protein itself— atoms of the solvent and
any other chemical species present (ions, cofactors, etc.). At any givenmoment, each of these
atoms occupies a single point in space. During protein folding, numerous such configura-
tions are sampled by the system. As explained in Chapter 1, a faithful characterization of all
physical forces operating in the system between the different atoms would only be obtained
by applying quantum-mechanical (QM) calculations. This is because the forces result from
the spatial distribution of electrons around the atoms, requiring QM calculations. Unfortu-
nately, such calculations are computationally costly, and the currently available computer
power is insufficient for this type of rigorous characterization of a macromolecular system.

*1A configuration is the exact spatial distribution of all system atoms at a certain point in time.
*2The term ‘ab initio’ as used here should not be confused with the same term used to describe quantum

chemical (electronic structure) calculations of organic and inorganic compounds.
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QM calculations carried out on a single conformation of a small protein (or even a single
part of it) may take months [197]*1.

Therefore, scientists often describe the investigated system using approximations of the
real physical forces in it, as these are much easier to calculate. Structure predictions rely-
ing on this approach emerged in the middle of the 1980s, first for short peptides and then
for polypeptides (i.e., proteins) [202–204]. The field from which these calculations are taken is
called ‘molecular mechanics’ (MM), since it approximates molecular systems by using ex-
pressions taken from Newton’s classical mechanics. That is, all atoms of the system are con-
sidered*2, and the energy content is described using a mathematical equation (force field),
which treats atoms and covalent bonds as balls and springs, respectively (see Box 3.1 be-
low).Thus, any electronicmotions in the atoms that would necessitate a QMdescription are
ignored. The force field includes several separate expressions. Each of the expressions de-
scribes the potential energy*3 resulting from a different interaction between any two atoms
in the system. For example:

𝑈tot = 𝑈bond + 𝑈elec + 𝑈np + 𝑈vdw (3.2)

(where 𝑈tot is the total potential energy, 𝑈bond is the potential energy resulting from proper-
ties of covalent bonds, 𝑈elec is the potential energy resulting from electrostatic interactions,
𝑈np is the potential energy resulting from nonpolar interactions, and 𝑈vdw is the potential
energy resulting from van der Waals interactions).

Indeed, the approximated description provided by force fields allows the potential en-
ergy calculation ofmanymacromolecular systems to be carried out in less than a second [197].
Obviously, the exact calculation time varies across different systems, and is dependent on
the number of atoms and type of computer used. The first program for calculating the po-
tential energy in proteins was developed in 1969 by Lifson and Levitt at the Weizmann
Institute [205]. It employed a simple energy function, the consistent force field (CFF), which
had been developed a year earlier by Lifson and Warshel from data on small crystalline
molecules [206].

*1It should be noted, though, that such point energy calculations can be completed faster using theQM/MM
approach [198,199]. In this approach the QM calculations are usually carried out on a small region of the enzyme
that contains the substrate and functionally important residues.The other regions of the enzyme are subjected
to molecular mechanics (MM) calculations, which are approximate and therefore much faster. The QM/MM
approach was introduced by the studies of Warshel, Levitt and Karplus [200,201], who, as mentioned above, also
won the 2013 Nobel Prize in Chemistry for their contribution to computational biophysics [194,195].

*2This type of representation is called ‘explicit’ (see Figure 3.8).
*3A detailed description of themeaning of potential energy is provided in Chapter 4. For our current needs,

we can describe it as the energy resulting from all covalent bonds and noncovalent interactions in a single
configuration of the system.
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(a) (b)

FIGURE 3.8 Explicit descriptions in molecular mechanics calculations. (a) A small globular
protein (barnase, PDB entry 1b2x) soaked in solvent, which includes water molecules and ions
(0.5MNaCl).The protein is presented as atom spheres colored by atom type, whereas the surround-
ing water molecules are presented as sticks. Na+ and Cl– ions are presented as small yellow and
magenta spheres, respectively. All atoms should be included in the simulation. (b) A molecular dy-
namics snapshot of the ABC transporter Sav1866 in a palmitoyl-oleoyl phosphatidylethanolamine
(POPE) lipid bilayer, surrounded by aqueous solvent. The lipid head groups and the protein are
shown in a space-fill representation, whereas the lipid tails and aqueous solvent are shown in a
wire-frame representation. Lipid molecules are gray; water molecules are blue (oxygen) and white
(hydrogen); and the two protein subunits are colored in red and orange, respectively. Courtesy of
Drew Bennett and Peter Tieleman, University of Calgary.

3.4.2.2 Sampling configurational space of system
Assuming that the force field is accurate, a calculation of the potential energy of the system
allows us to determine the stability of one configuration*1. In principle, finding the native
fold of the protein requires one to sample the entire configurational space of the system
efficiently. In other words, the scientist must consider all possible atomic locations in the
system, calculate the potential energy in each case, and pick the one with the lowest energy.
Despite the approximated nature of force-field-based calculations, this task is virtually im-
possible, since, in addition to the numerous atoms of the protein and associated molecules
(ligand, cofactor, etc.) the system also includes numerous solvent molecules with many de-
grees of freedom. The total number of atomic combinations in such a system is difficult
to fathom, let alone integrate into a calculation. To overcome this problem, scientists use
different configuration-searching methods, which try to reach the lowest energy con-
figuration without sampling the entire configurational space of the system.The simplest
method, called ‘energy minimization’, starts from an initial, arbitrarily picked configuration,
and applies the following steps:

1. The potential energy of the initial configuration is calculated. Derivation of this en-
ergy value at different locations in the system makes it possible to calculate the forces
acting on each atom by the rest of the system [204] (see Equation (3.4) below).

*1Here, ‘configuration’ refers to the overall arrangement of all components of the system (protein, solvent,
ions,membrane, etc.), i.e., the relative locations of all atoms (not to be confusedwith the chemical configuration
of organic molecules; see Chapter 1). In the case of protein atoms the collective locations are referred to as a
‘conformation’.
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2. A small change is introduced in the location of each atom of the system in response
to the forces applied to the atom by the remainder of the system, as calculated in the
previous step.

3. The potential energy of the new configuration is calculated.

4. If the new configuration has lower energy than the previous one, the new configu-
ration is adopted and subjected to steps 2 and 3. However, if it has higher energy it
is rejected. Then, a new configuration is created and subjected to steps 2 and 3. The
process continues until no new lower-energy configurations can be found.

Thus, the method shifts from one configuration to another down the gradient of the poten-
tial energy surface until it converges to the nearest local minimum [204].

Although different energy minimization procedures have been developed with the goal
of efficiently searching for the lowest-energy configuration (i.e., the global energy mini-
mum), they all tend to get ‘stuck’ in one of the many local energy minima on the way. That
is, conformations that have relatively low energy, just not as low as the native conforma-
tion*1 (see Chapter 5 for details on the energy landscapes of proteins). In order to shift from
a local minimum conformation to the native one, the protein often needs to pass through
another conformation, which may be geometrically similar to the previous, but has high
energy due to improper atom-atom interactions (Figure 3.9). Such a high-energy confor-
mation is termed an ‘energy barrier’. Going back to the minimization procedure, when the
algorithm ‘walks’ down the energy gradient potential, it reaches the local minimum con-
figuration closest to the one from which it started the search. Since this local minimum is
surrounded by energy barriers, and since the algorithm is designed to reject any configura-
tion with energy higher than the previous configuration, it gets stuck in the local minimum
conformation. This is similar to a ball going down a slope, but before it reaches the bottom
it gets stuck in a pit on the way. The ball cannot leave the pit, since any movement makes
it hit the walls of the pit. In order to get out of the pit, the ball needs to be pushed so as to
overcome the local physical barrier, namely, the pit’s walls.

The same solution is also valid in molecular systems; it is possible to ‘push’ the energy
minimization algorithm out of the local minimum ‘pit’ by providing it with extra energy.
This allows the algorithm to overcome the local energy barriers (i.e., high-energy config-
urations), get out of the local minimum, and keep searching for new configurations with
even lower energy. One way of achieving this is by raising the temperature of the system,
i.e., adding virtual heat energy. The added energy allows the atoms of the system to increase
their motions and create new configurations that are outside the neighborhood of the local
minimum. This method is called ‘molecular dynamics’ (MD) [204,207], and it focuses on cal-
culating the time-dependent motions of the atoms in the system. The calculation is carried
out according to the equations of motion defined in classical mechanics [204]. These couple
the change in the motion of a body (i.e., the change in its location (𝜕𝑟)) over time (𝑡) to its
mass (𝑚) and the force acting on it (𝐹 ):

𝐹 = 𝑚𝑎 = 𝑚 (
𝜕𝑣
𝜕𝑡 ) = 𝑚 (

𝜕2𝑟
𝜕𝑡2 ) (3.3)

where 𝑎 is the body’s acceleration and 𝑣 is its velocity.
*1Note that we refer to the conformation of the protein, and not the entire configuration of the system (pro-

tein, solvent, and other molecules and atoms). We do that for the sake of simplicity; in reality, the potential
energy results from the entire configuration of the system, not just the internal energy of the protein confor-
mation.
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FIGURE 3.9 Local energy minima and barriers in proteins. The hypothetical energy landscape
of a protein-solvent system is shown. In the plot, each distinct system configuration is characterized
by a potential energy value. During a simulation, different configurations are sampled in a certain
pattern. As the plot demonstrates, finding the global energy minimum (corresponding to the most
stable ‘native state’ configuration) often requires the simulation to overcome energy barriers that
separate different local energy minima.

The force acting on an atom 𝑖 in the system (𝐹𝑖) can be derived from the potential energy
of the system (𝑈𝑡𝑜𝑡), which in turn is calculated using the force field:

𝐹𝑖 = − 𝜕𝑈tot

𝜕𝑟𝑖
(3.4)

Thus, the motion of each atom in the system is calculated according to its energy at any
given moment. Indeed, in MD simulations the atoms are assigned initial velocity values
(proportional to the simulation temperature), and they keep moving in space according to
the corresponding changes in the system’s potential energy. Again, the drive for the atomic
motion is the heat energy supplied by raising the temperature. Therefore, MD simulations
are often carried out in repetitive cycles of heating and cooling. The heating allows the sys-
tem to acquire high-energy configurations, whereas the cooling (followed by energy min-
imization) allows it to relax into close low-energy configurations. This MD procedure is
called ‘simulated annealing’ [204,208].

The first MD simulation of a protein was performed in 1977 by McCammon, Gelin, and
Karplus [209], to study the folding dynamics of the 58-residue pancreatic trypsin inhibitor
(BPTI) [195]. That study followed the pioneering work of Levitt and Warshel on the same
protein [210]. Due to the poor computational resources at that time, both studies had to re-
place the all-atom representation of the investigated system with a reduced one. In Levitt
and Warshel’s study each amino acid of BPTI was represented by only two spheres [195] (a
coarse-grained model). In the study of McCammon et al., the protein was fully (explicitly)
represented, but it was simulated in vacuum. As explained below and in Box 3.1, reduced
models have been, and are still, used extensively to simulate large proteins and/or long pro-
cesses. One common way of making the MD search more efficient is to split it into two
steps [211].The first is a low-resolution search focusing on finding a collection of well-packed
structures with nonpolar interactions. This approach is based on the notion that the folded
protein features a hydrophobic core (see Chapter 5 for details). This type of search can em-
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ploy a simple (implicit) description of the system (see more below), and does not require
significant computational resources. The second step employs a high-resolution search for
the native structure of the protein, among the structures isolated in the first step. This in-
tensive search is based on an all-atom description of the system (Figure 3.8). The search
emphasizes electrostatic and van der Waals interactions, because such interactions depend
significantly on the packing of the atoms, and should be optimal in the native conformation,
characterized by high packing efficiency.

3.4.2.3 Limitations and partial solutions
The physical approach to protein structure determination has several major problems,
which have made many computational scientists wonder whether this approach should be
used at all. A full discussion of these problems is beyond the scope of this book. Instead, we
discuss two of the problems we feel to bemost pressing, and then offer conclusions.The aim
of this discussion is not to confirm or overrule the physical approach as a tool in structure
prediction, but rather to provide the reader with a general sense of the factors that scientists
must take into account when trying to determine how best to use the approach.

3.4.2.3.1 Finding lowest-energy configuration

Currently, the primary problem associated with MM/MD methods is the difficulty in using
them to cover biologically relevant processes such as protein folding. What is the source
of this difficulty? As explained above, a protein’s native conformation is assumed to be the
one that has the lowest content of free energy compared to all other possible conforma-
tions. Thus, any simulation that aims to identify a protein’s native conformation must be
able to calculate the free energy of the system. Unfortunately, force-field-based calculations
typically provide only the potential energy of the system, which is just one of the two com-
ponents of free energy (see Chapter 4). The missing component is entropy, an elusive phys-
ical quantity that is related to the number of ways in which the atoms of the system can
be organized. The only way to estimate the entropy and free energy from potential energy
calculations is to run these calculations on all possible configurations of the system and
then integrate. And this is where the problem lies: MD simulations are indeed able to sam-
ple numerous configurations of the system, but since they rely on highly explicit models of
the system, they cannot cover all possible configurations. Specifically, it is difficult for such
simulations to consider all configurations of the aqueous solvent, as it includes numerous
molecules [212]. As a result, MD simulations, even the most extensive ones, sample only a
fraction of the configurational space, and when the calculated potential energies are inte-
grated, the result is not the real free energy of the system, but rather a potential of mean
force (PMF). This problem is particularly pronounced in the calculation of electrostatic in-
teractions between the protein and the solvent (see Chapter 1, Box 1.3). Thus, MD simu-
lations are not recommended for describing solvent effects, although some force fields
contain expressions that address solvent polarization (see Chapter 1 and Box 3.1). As ex-
plained in Box 3.1, one way to ease the burden of explicit MM/MD calculations is to use
implicit descriptions of the system, or at least parts of it. In such an approach, the parts
chosen to be described implicitly are represented by an average property, which is why this
approach is called a ‘mean field approach’. The solvent is usually the least interesting ele-
ment of the system from a biological viewpoint, and it is also the part of the system that
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is the most difficult to describe explicitly. Thus, it is customary to choose the solvent as an
implicitly described component. In the implicit description, the solvent is treated as a ho-
mogeneous bulk, and the property used to describe the essence of the solvent is its dielectric
(the continuum-solvent approach, Figure 3.10) [213,214]. The use of an average property en-
ables scientists to calculate the free energy of the system without having to sample different
system configurations. Unfortunately, the implicit description obscures specific aspects of
the system. Indeed, this is the main problem of the mean field approach. For example, the
interactions between protein atoms and the lessmobile watermolecules at the protein-water
boundary are neglected*1. This problem is even more critical when the ‘solvent’ is not aque-
ous, but instead is the biological membrane.This is because of two aspects of themembrane.
First, the lipid membrane is anisotropic, which makes the interactions of proteins with its
cytoplasmic side different from their interactions with its exoplasmic side (see Chapter 7).
Second, the lipids themselves are chemically diverse, and can therefore interact with pro-
teins in various ways, all of which are obscured in the continuum-solvent approach.

It would therefore seem that the use of energy-basedmethodsmust always involve some
kind of compromise; when the details of the system are most important, a fully explicit
model of the system is used, and when the underlying energetics is important, mean-field
models are preferable. Could there be a way to combine the best of the two model types? In-
deed, recent efforts have produced different forms of mixed force fields, combining explicit
calculations on the protein with mean-field calculations on the solvent [215]. Such a task is

(a) (b)

FIGURE 3.10 Implicit (mean-field) descriptions of protein-based systems. The figure shows a
continuum-solvent model of the system, which is a type of mean-field treatment. In this model, the
protein is described explicitly, whereas the solvent is described implicitly, using its dielectric proper-
ties. Two common continuum-solvent models are shown. (a) A globular protein in a high-dielectric
environment representing the aqueous solution. (b) Amembrane-bound protein in a heterogeneous
environment, which includes a high-dielectric aqueous solvent and a low-dielectric slab of fixed di-
mensions, representing the hydrocarbon region of a biological lipid bilayer (in semi-transparent
yellow).

*1It is noteworthy, though, that immobile water (or ligand) molecules that are considered important for the
mechanism can be treated explicitly, as extra amino acids.
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not as easy as itmay sound, especiallywhen the treatment of electrostatic interactions is con-
sidered. In mean-field models, it is customary to describe such interactions by solving the
Poisson-Boltzmann equation (PBE), which provides a more accurate solution to the electro-
static free energy than thewell-knownCoulomb’s equation. As explained in Box 1.3, the PBE
allows us to relate to the polarization effect of charges on their environment, which is highly
important for describing the burial of charges within the protein core [211]. Unfortunately, an
accurate solution comes with a price; the PBE can only be solved numerically, which takes
time and computer resources. This would not pose a problem if only a single configuration
of the system were being considered. However, when the PBE is integrated within a mixed
force field, numerous configurations must be sampled, due to the MM-related expressions.
To solve this problem, most mixed methods calculate the electrostatic free energy not by
solving the PBE, but instead by solving a ‘lighter’ version of this equation, the generalized
Born (GB) formalism [216]. The latter describes the protein as a simple geometric shape, and
can therefore be solved analytically. As a result, the calculations can easily be carried out
on many different configurations of the system, as has already been done in several studies
(e.g., [217]). PB andGB calculations cover only the polar (electrostatic) component of the free
energy. As explained in detail in Chapters 1 and 4, the nonpolar component of the energy
correlates with the surface area of the molecule that is involved in these interactions (see
Eq. 1.6). Thus, the entire free energy can be calculated by a single protocol that combines
PB or GB calculations with those that rely on surface area (SA). These protocols are called
PBSA and GBSA [218], respectively. Again, these protocols can be combined with molecular
mechanics-based calculations to account also for specific interactions in the system. Such
MM-PBSA or MM-GBSA calculations are widely used today to obtain energy values that
are more accurate than those obtained from force-field-based calculations alone [219–221].

3.4.2.3.2 Reliability of force fields

Another problem with force-field-based calculations is the need to avoid using overlap-
ping expressions. For example, in one approach, the ionic interactions are calculated using
Coulomb’s equation, whereas hydrogen bonds are calculated separately using a geometry-
dependent expression [222,223]. As both types of interactions are electrostatic, some inter-
actions might be counted twice. A similar problem exists for van der Waals and nonpolar
interactions. A third problem is the accuracy of the calculations. Generally speaking, force
fields are only approximations of real interactions. Aside from the aspects described above
concerning the calculation of electrostatic interactions and solvation effects, there are some
concerns about the accuracy of other components as well. For example, the force field ex-
pression relating to the dihedral angles of the protein’s backbone seems to need improve-
ment, to address the balance between helical and extended conformations [224]. One ‘trick’
for reducing the effects of the above problems, which can easily be used when implement-
ing a computational approach, is to design thermodynamic cycles in which most of the
unknown (or difficult to calculate) interactions are canceled out [225]. However, this is not
always possible, and in any case, does not constitute a real solution to the problem.

3.4.2.3.3 Conclusions

In principle, MD simulations are still heavily burdened by the explicit, all-atom description
of the protein-based system. Consequently, most simulations can only cover a short period
of time (~10−12 to 10−9 s). Since most proteins fold within ~10−6 s or more, the timescale



300 ■ Proteins: Structure, Function & Motion

covered by the simulation is not enough to fully describe protein folding. This may very
well change in the future. Indeed, simulations have been made longer and more efficient in
recent years [226,227], thanks to a number of steps taken:

1. Improvement of computational resources. There are three main avenues used to-
day for improving computational power: (i) Construction of more powerful, faster
computers, which usually employ parallel computing (supercomputers). An inter-
esting case in this category is Anton, a supercomputer developed by D.E. Shaw Re-
search [228,229]. Anton was designed specifically to optimize MD simulations by using
tightly interconnected application-specific integrated circuits (ASICs).The second gen-
eration of Anton is capable of covering 85 μs/day for a molecular system comprising
~23,600 atoms (~180 times faster than any other general-purpose computer) [229].
At these rates this machine can simulate millisecond-long folding processes of small
proteins, as well as extract kinetic and thermodynamic quantities of fast-folding pro-
teins (e.g., [229–231]). (ii) Employing CPU clusters, in which the computation is run
in parallel by multiple processors in a controlled and scheduled manner. This op-
tion is commonly used in universities and other large institutions. GPU-accelerated
computing has also become popular in recent years (e.g., [232]) (iii) Employing dis-
tributed (grid) computing [233], that is, using a large network of personal comput-
ers volunteered by people to run computational jobs of medical or biological impor-
tance. The jobs are run when the computers are idle, so their everyday functions are
not interrupted. A well-known example of a distributed computing network is Fold-
ing@Home [234], which is operated by the Pande group at Stanford University and in-
cludes ~170,000 computers [235]. One of the major achievements of Folding@Home
was simulating the entire folding process of the 86-residue acyl-coenzyme A binding
protein (ACBP), which is known to require ~10 milliseconds to fold [236]. Moreover,
the simulations, supported by experimental data, identified metastable folding inter-
mediates that changed the view of this protein’s folding kinetics. Another distributed
computing initiative is Baker’s Rosetta@Home [237] (~86,000 computers), which fo-
cuses on protein structure prediction and design rather than on the folding process.

2. Statistical sampling. In certain studies the calculation of the actual motion of atoms
has been replaced by statistical sampling of their locations, which is less computation-
ally costly. The most popular sampling method is based on the Monte Carlo (MC)
approach. MC simulations sample conformations randomly. A new conformation
with energy lower than the previously sampled conformation is always accepted (as
in minimization), but high-energy conformations may also be accepted probabilisti-
cally [238].

3. Protein fragmentation.The calculations are carried out on separate, short fragments
of the protein and then integrated again. One example of software that uses this strat-
egy is QUARK [239]*1. The fragment-based approach is also widely used in meth-
ods that combine template-based prediction with ab initio assembly and refinement
(e.g., [240,241]; see more in Subsection 3.4.4 below).

*1QUARK can be run via the following webserver: http://zhanglab.ccmb.med.umich.edu/QUARK/

http://zhanglab.ccmb.med.umich.edu/QUARK/
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4. Replacing the force field with a knowledge-based scoring function. Such scoring
functions are often composed of expressions relating to the statistical tendency of any
two atoms, chemical groups, or amino acids to interact with each other. Although
this approach achieves good results in some cases (e.g., [222,239]), the reliability of the
scoring function usually depends on the database fromwhich it was derived. It should
be mentioned that since methods using this approach rely heavily on statistical data,
they cannot be regarded as pure ‘ab initio’. Instead, they are often included under a
broader definition, as ‘free modeling’ methods.

5. Integrating experimental (i.e., lab) data with predictions [235]. Low-resolution
methods for the determination of protein structures (e.g., electron microscopy) have
recently been used for deriving geometric constraints, which can be applied along
with computational methods to achieve better predictions. This issue is further dis-
cussed in Section 3.5 below.

In conclusion, ab initio approaches are currently unable to predict the structures ofmost
proteins on the basis of sequence alone [191,192]. However, they are very efficient in doing so
when the starting point of the prediction is a near-native structure. Therefore, these meth-
ods are widely used for enhancing raw structures obtained from structure-determination
methods, such as X-ray diffraction and NMR spectroscopy [242]. In addition, MD simula-
tions provide invaluable information about protein dynamics, both during folding and
in the folded state (see Chapter 5). Indeed, MD simulations often provide millions of con-
formations of the investigated protein, and although they do not cover the entire configu-
ration space of the system, they are still very meaningful in terms of revealing the dynamic
behavior of the protein. Taken together, the advantages of MM/MD have led these methods
to be used not only for gaining knowledge but also for various applications, such as protein
engineering and drug discovery.

BOX 3.1 FORCE FIELDS

I. Overview

Molecular mechanics (MM) and molecular dynamics (MD) are used by biophysicists
for different purposes, but they both share a common goal, which is to calculate the
total potential energy of a molecular system. They do so by describing the different
chemical bonds and physical interactions between atoms in the system. They require
three types of input:

1. An explicit model of the system, that is, a description of the precise location in
three-dimensional space of each of the atoms in the system. This type of input is
provided by high-resolution experimental methods such as X-ray crystallogra-
phy and NMR, in the form of coordinate files.

2. An atom-based description of the magnitude and direction of all covalent bonds
and noncovalent interactions between any two types of atoms.

3. Parameters, such as radii and (partial) charges, relating to each of the atom types
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in the system.These values are derived from experiments (or electronic structure
calculations) with small molecules.

The magnitude and direction of covalent bonds and noncovalent interactions are pro-
vided in the form of amathematical function called a ‘force field’ [243–247]. When applied
to a given ‘snapshot’ of the system, which includes the coordinates of all atoms in a sin-
gle static configuration, this function provides an estimate of the total potential energy
of the system in that configuration. The typical force field is not a single function, but
rather a sum of terms, each corresponding to a different type of chemical bond or in-
teraction (Figure 3.1.1). More specifically, each term describes the dependency of the
system’s potential energy on certain qualities of specific bonds or interaction types.The
qualities include bond length, atom charge, etc. The terms can be separated into two
general types:

1. Bonded (Figure 3.1.1a–d): The expressions corresponding to this category re-
fer to covalent bonds. In other words, they describe the dependency of the sys-
tem’s potential energy on the length and angle of the bonds. The expressions are
approximations, adapted from Newton’s classical mechanics. That is, the elec-
tronic distribution and motions are ignored; the atoms are described as simple
spheres of typical radii andmasses, and the bonds connecting them are described
as harmonic springs that can be stretched or bent [207]. The force constants and
other parameters used in these terms can be derived from small organic com-
pounds that resemble the backbones and side chains of the amino acids. This
can be achieved in two ways. The first involves using these compounds in cal-
culations of physical properties, such as vibrational spectra, and adjusting them
according to the measured values [197]. The second way entails fitting the param-
eters to highly accurate quantum chemistry calculations.

2. Non-bonded (Figure 3.1.1e–f): These terms relate to noncovalent interactions
between atoms, typically electrostatic and van der Waals. The former is usually
described by Coulomb’s law, and the latter by the Lennard-Jones equation. Here
too the physical expressions include parameters (e.g., atomic partial charges in
Coulomb’s equation) that have been produced by fitting to experimental data
or quantum-chemical calculations ([248]). As discussed in Box 1.3 (Chapter 1),
nonpolar interactions and the polarization component of electrostatic interac-
tions are particularly difficult to calculate using explicit models, since they in-
volve thousands of solvent molecules. Recent force fields have been designed to
overcome this problem, as discussed below.

II. Types of force fields

Force fields for biological systems are relatively new. The first, called a ‘consistent force
field’ (CFF), was developed by Lifson and Warshel in 1968 [206]. It relied on data ob-
tained from small crystalline molecules, and applied the data to macromolecular sys-
tems. Other force fields started to appear around the mid-1970s [246]; these were based
on CFF and other early functions that were developed for simple organic chemical sys-
tems (e.g., [249]). Since then, numerous force fields have been developed for biosystems.
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(a) 𝑈 =∑ 𝑘𝑟(𝑟𝑖 − 𝑟0)2

(b) + ∑ 𝑘𝜃(𝜃𝑖 − 𝜃0)2

(c) + ∑ 𝑘𝜙(cos (𝑛𝑖𝜙𝑖 − 𝜙0))
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FIGURE 3.1.1 A simple force field. (a) through (d) The dependency of the potential en-
ergy of the system on the following covalent bond factors: (a) Length, 𝑟𝑖. (b) Valence angle,
𝜃𝑖. (c) Dihedral angle, 𝜙𝑖. (d) Improper dihedral angle, 𝜔𝑖, i.e., deviation from planarity. In
all cases, the interaction is depicted as a comparison between the actual value found in the
coordinate file (e.g., 𝑟𝑖 and 𝜃𝑖) and the theoretical equilibrium value (e.g., 𝑟𝑖,0 and 𝜃𝑖,0). The
parameters 𝑘𝑟,𝑖, 𝑘𝜃,𝑖, 𝑘𝜙,𝑖, 𝑘𝜔,𝑖, are the force constants of interactions (a) through (d), respec-
tively. (e)The dependency of the van derWaals potential energy on the distance (𝑟𝑖𝑗) between
interacting atoms 𝑖 and 𝑗. 𝐴𝑖𝑗 and 𝐵𝑖𝑗 are parameters associated with the van der Waals in-
teraction. (f) The dependency of the electrostatic potential energy on the local dielectric (𝜀),
and the distance (𝑟𝑖𝑗) between atoms 𝑖 and 𝑗, with charges 𝑞𝑖 and 𝑞𝑗 .
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Some of these are general-purpose, whereas others are designed for specific sys-
tems. However, in terms of distribution and extent of use, there are only a handful
of popular force fields used in simulations that involve biological systems [250]. These
include the following:

1. CHARMM (Chemistry at HARvard Macromolecular Mechanics) [251] – was de-
veloped by Martin Karplus’s group at Harvard University for proteins and nu-
cleic acids. Significant contributions to CHARMM have also been made by the
Shneior Lifson andHarold Scheraga groups, as well as byMichael Levitt.The lat-
est version, CHARMM36 [252], is a general-purpose force field that can be applied
to proteins, nucleic acids, carbohydrates, lipids, and small molecules.

2. AMBER (Assisted Model Building with Energy Refinement) [253] – Developed
originally by Peter Kollman’s group at UCSF [254], this force field is used mainly
for systems that include proteins and nucleic acids.

3. GROMOS/GROMACS (GROningen MAchine for Chemical Simula-
tions) [255–257] – was developed originally by the University of Groningen
for proteins, nucleotides and carbohydrates in aqueous or nonpolar solvent.
GROMOS is a united atom force field. That is, of all the hydrogen atoms in the
system, it describes explicitly only those that are polarized (i.e., those that are
bound to electronegative atoms such as oxygen and nitrogen). This is done to
make calculations or simulations based on the force field much faster.

4. OPLS (Optimized Potentials for Liquid Simulations) [258] – was developed by
William Jorgensen, originally from Purdue University. OPLS was parameterized
according to experimental properties of liquids, such as density and heat of va-
porization. OPLS includes an all-atom form (OPLS-AA) and a united-atom form
(OPLS-UA).

5. MM-family force fields (e.g., MM3 [259], MMFF94 [260–262]) – were designed
for a wide range of molecules; the first versions were applicable mainly to
small molecules, whereas more recent versions (MMFF94) are also applicable
to macromolecules. The broad applicability of these force fields makes them
particularly useful for calculations on protein-ligand systems, e.g., in drug de-
sign. Other force fields that cover a wide range of molecules include CFF [206],
CVFF [263,264], UFF [265], Dreiding [266], and Tripos [267].

There are several similarities among the various force fields [204]:

1. Most are class I force fields that use similar basic descriptions of the various bond
and interaction types: Bond lengths and angles are described using harmonic
terms; bond torsion angles are described by Fourier series; van der Waals inter-
actions are described by the Lennard-Jones dependency; and electrostatic inter-
actions are described by Coulomb’s law. Exceptions to this rule include class II
force fields (e.g., MM3 [259]), which incorporate higher-order terms [268,269], that
is, expressions in which the energy is proportional to the third, fourth, or higher
power of the bond length or angle.
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2. Most force fields are additive. That is, they assume that the energies correspond-
ing to the different bonds and interactions do not affect each other, and can
therefore be calculated separately and then summed up to yield the total poten-
tial energy. Again, class II force fields are an exception, due to their incorporation
of cross (or coupling) terms or higher-order terms.

3. All force fields assume that the approximate nature of the expressions used to
describe the various bond and interaction types can be corrected by using force
constants and other parameters.

So, how do current force fields differ from one another? The two main differences are
in the derivation of force constants and other parameters, and the use of statistically
derived non-energy expressions for describing non-bonded interactions:

Parameter derivation. Though they are used on protein-based systems, many force
fields rely on parameters derived for small organic molecules or fragments. The
derivation process may rely on experiments or calculations that differ across
force fields in many aspects, such as the type of solvent. Current force fields
(e.g., CHARMM [251]) may contain different sets of parameters for different
macromolecules (proteins, nucleic acids, lipids, carbohydrates).

Non-energy expressions. The determination of numerous protein structures in re-
cent decades has enabled scientists to derive important statistical data reflect-
ing different tendencies of protein residues. One of the uses found for these data
was to turn them into energy-like expressions that describe the tendency of each
residue to participate in certain non-bonded interactions. A well-known exam-
ple involves hydrogen bonds. Whereas the original force fields described hydro-
gen bonds as Coulomb interactions between fixed dipoles, modern force fields
often describe them as geometry-dependent, based on statistical data obtained
from experimentally determined structures [222,223]. This representation is based
on the recognition that the hydrogen bond’s energy depends largely on the ori-
entation of the groups involved (see Chapter 1, Subsection 1.3.1.3 for details).

Each of the major force fields mentioned above, including CHARMM [251], AM-
BER [253], OPLS [258] and GROMOS [255,257], is offered as part of a larger MM/MD pack-
age. The package corresponding to a given force field may contain features that were
originally available only in other force fields. For example, the CHARMMpackage pro-
vides the option to consider higher-order energy terms, which were not included in the
original CHARMM force field. The packages are updated every few years, with empha-
sis on the following aspects:

1. Consideration of atoms and molecules that are not proteins or nucleic acids.
Many of the original force fields have been fitted to reproduce experiments in-
volving either biological macromolecules or small organic molecules similar to
their functional groups. However, metals and organic groups that can be found
as protein prosthetic groups and enzyme cofactors often lack corresponding pa-
rameters in force fields. Class II force fields such as MMFF [260–262,270] are usu-
ally compatible with these heteromolecules. However, updates or additions to
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the common force fields, such as the ‘general AMBER force field (GAFF)’ [271],
also enable these non-protein molecules to be considered. This issue is proba-
bly most pressing in the field of drug design, as most drug molecules are for-
eign to biological systems, and are therefore not recognized by the common
force fields. Current efforts focus on including parameters for such molecules in
known force fields (e.g., OPLS-AA [272,273], and the general ‘CGenFF’ force field
used by CHARMM [274–276]).

2. Inclusion of solvent molecules. Whereas some early force fields were parame-
terized to reproduce onlymolecular propertiesmeasured in vacuum,many of the
current force fields are able to treat the aqueous solvent explicitly (e.g., the TIP3P
model used by CHARMM, AMBER and OPLS; the TIP4P, which is also used by
OPLS; and the SPC model used by GROMOS). Some are also parameterized to
use nonpolar solvents (e.g., GROMOS).

3. Inclusion of Quantum-Mechanical (QM) expressions (hybrid force
fields [198,199,277,278]). This enables the force field to address aspects of the
system that involve changes in the distributions of electrons around atom
nuclei, such as electronic polarization*a and the formation and breaking of
covalent bonds [279]. Inclusion of this treatment creates a polarizable force
field. Indeed, studies demonstrate that it is possible to substantially increase
the accuracy of protein-ligand simulations by accounting for the polarization
of the ligand due to the binding site’s electric field [280,281]. The inclusion of
electronic polarization in the calculations also enables scientists to inspect
certain details of the system that would otherwise remain obscure. Such details
include, for example, the effect of polarizability of the first and second hydration
shells around the protein, interactions between aromatic groups, the effect of
lone electron pairs on the geometry of hydrogen bonds, and ion selectivity
in channels. However, the use of QM calculations is not without problems.
One known problem of this treatment is its poor description of dispersion
forces [197]. This can be addressed by describing the van der Waals component
of the energy using a classical term, such as the Lennard-Jones expression. In
CHARMM, different types of treatments have been added to account for the
effects of polarization [281–284]. The latest treatment approximates polarization by
using the classical Drude oscillator model [284,285]. The use of this model requires
relatively little computing power, such that MD simulations that incorporate it
can run in a time period of microseconds. The model has recently been shown
to capture the folding cooperativity and temperature dependence of an 𝛼-helical
peptide, more accurately than simple, additive force fields [286].

4. Inclusion of terms that address solvent effects.As explained above, such effects
are very difficult to handle using explicit treatment, due to the large number of
solvent molecules in the system. This problem can be resolved, at least partially,
by using implicit (mean field) models [197] (see Chapter 1, Box 1.3). Thus, the

*aThe redistribution of atomic electron charges, induced by changes in the electric fields to which the atoms
are subjected [197].
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Poisson-Boltzmann (PB) equation can be used to calculate the polarization com-
ponent of electrostatic interactions, whereas a surface area (SA) expression can
be used to describe the hydrophobic effect. This PBSA approach [218] works quite
well, and can be incorporated into force fields employed inMM calculations (the
combined approach is called ‘MM-PBSA’ [219–221]). The MM calculations in this
case are carried out in the absence of solvent molecules, and the PBSA terms
are used instead for calculating solvent effects. As explained in the main text,
MM calculations produce potential energy values, whereas PBSA calculations
produce free energy values. In order to combine the two, the MM calculations
are replaced by dynamic simulations (MD), in which numerous conformations
are sampled to obtain free energy values. However, this creates a new problem;
PB calculations take several minutes per one conformation of the protein, and
therefore cannot be used in simulations that sample a huge number of such con-
formations. Fortunately, there is a simpler variation of the PB model, called the
‘generalized Born (GB) model’, that approximates the shape of the protein as a
collection of charged spheres, the electrostatic potential aroundwhich can be cal-
culated analytically, thus allowing the calculations to be completed much faster.
Indeed, the GBSA model [287] has already been successfully incorporated into
force-field-based simulations (the approach is called ‘MM-GBSA’). In some sys-
tems, it is necessary to carefully assign protonation and tautomer states in order
to obtain high accuracy [197].

3.4.3 Template-based (comparative) approach
3.4.3.1 Introduction
The proteins that exist in nature today developed through long evolutionary processes, pro-
gressing via random mutations and natural selection. The genetic revolution that started
in the 1950s enabled scientists to determine the nucleotide sequences of many different
species, and this information, in turn, was used to determine the amino acid sequences
of their proteins. Around the beginning of the 1990s, a new field in biology called ‘bioin-
formatics’ emerged, in which scientists sought to predict the characteristics of new pro-
teins on the basis of properties of their sequences. For example, one can learn about the
3D structure of a new protein by finding another protein with similar sequence prop-
erties and a known 3D structure (i.e., a template) [288]. Such comparative, bioinformatic
methods for protein structure prediction are termed ‘template-based’, ‘statistically-based’, or
‘data-derived’. Some template-based methods rely on sequence similarity (i.e., sequence ho-
mology) between the target protein and the template, whereas others rely on similarities
in certain propensities that are determined by the sequence, such as formation of specific
secondary structures. These propensities reflect physicochemical principles and evolution-
ary constraints, and they are usually extracted through statistical analysis of large protein
databases [289,290]. For this reason, the field has benefited greatly from the growing number of
fully sequenced genomes in recent years, including the human genome. In accordance with
the above, template-based methods can be divided into two main groups based on the type
of similarity used for comparison. Homology modeling methods rely on sequence similar-
ity, whereas fold recognition methods rely on similarity of sequence-derived propensities
or statistical tendencies. In the following subsections we describe each of these types.
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3.4.3.2 Homology modeling
Homology modelingmethods are based on the paradigm that sequence codes for structure.
That is, two highly similar amino acid sequences in two different (yet evolutionarily re-
lated) proteins should acquire the same local structure*1. This assumption is not entirely
accurate, as the local environments of the similar segments may be different in the two pro-
teins, making them fold into different structures. However, if the common sequence in the
two segments is evolutionarily conserved, it is reasonable to expect that the segments do
share the same structure. This is because conserved sequence motifs are usually structurally
and/or functionally important, and as we already know, they are often linked to important
biological functions (e.g., substrate binding, catalysis, etc.). Thus, if a certain sequence of an
unknown protein also appears in a protein of known structure, we can use it as a template
to predict the structure of the former. As we will see in Chapter 5, proteins are dynamic
entities; they undergo conformational changes due to the thermal energy in the solution
surrounding them. Thus, each protein exists as an ensemble of conformations, and may
even undergo larger conformational changes when its environment changes, when it binds
a ligand, or when it is post-translationally modified [291]. Related proteins, sharing the same
function, should alternate among similar conformations. Indeed, it has been found that pro-
teins having one conformation in common also share other similar conformations [292]. To
complete the structural picture, it is necessary to model all the relevant conformations of
the query protein.

3.4.3.2.1 Principal steps

Homology modeling typically consists of the following steps [5,293]:

1. Template search and selection. This step entails finding at least one protein (‘tem-
plate’) of known structure that has high sequence similarity to the unknown protein
(i.e., the ‘query’). This task is easy if the structure of a close homologue of the query
protein has already been solved [293]. In some groups of proteins, however, such as
membrane proteins, solved structures are scarce, making the task of identifying a
template more difficult. There are several well-known accessible algorithms for find-
ing templates, such as PSI-BLAST [294] and HMM (Hidden Markov Models) [295] (the
HHpred method is commonly used [296,297]; see Subsection 3.4.3.3 below). Finding
the right template(s) and characterizing their homology to the query protein is usu-
ally what determines the success of the entire prediction. In other words, when the
sequence similarity between a query and a prospective template is too low, the pre-
diction is worthless [298]. Fortunately, even when the global sequence similarity is low,
certain segments in the query protein may be similar to specific segments in different
templates (i.e., local sequence similarity) [299].

2. Building a multiple sequence alignment (MSA) that includes the template and
query proteins (Figure 3.11). In this step, the modeler exploits evolutionary infor-
mation to improve the alignment between the sequences of the template and query.
Accordingly, it is difficult to establish an alignment between distant homologues,
as in the case of a eukaryotic query and prokaryotic templates [293]. There are sev-

*1For example, Chothia and Lesk noted that proteins with 50% sequence identity have a corresponding
structural r.m.s.d. of ~1Å [3].
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eral freely available tools for creating MSAs, such as ClustalW [300,301], MAFFT [302],
MUSCLE [303], and T-Coffee [304]. Creating a good alignment is not a trivial task; even
when the query and templates are globally similar, low-similarity regions within the
proteins’ sequence might skew the alignment and interfere with the prediction. One
way of overcoming this problem is to use different MSA algorithms and compare the
structural models that they produce (e.g., [305]). Another way is to incorporate struc-
tural information into the MSA, e.g., the tendency of certain sequences to acquire
certain secondary structures (see Box 3.2 on secondary structure prediction and as-
signment).

3. Assigning the spatial coordinates of the templates to the sequence of the target
protein. This is done for each segment according to its sequence similarity in the
MSA.Well-known tools that are often used for this purpose includeMODELLER [288],
NEST [306], and SWISS-Model [307]. Because the alignment between target and tem-
plate often includes insertions and deletions, and since in many cases several tem-
plates are used, the structure obtained for the target protein is usually deformed and
may include suboptimal bond lengths and angles, and even overlapping atoms.

4. Refinement of the model-structure.This step is carried out by algorithms that com-
pare geometric characteristics of the model-structure to those observed in proteins,
or by energy-based calculations that detect unfavorable atomic configurations [308].

5. Evaluation and validation of the resulting structure.Thereliability of the prediction
can be assessed in different ways. First, certain qualities of the target protein can be
compared to pre-determined statistical tendencies. For example, the Verify3D algo-
rithm [309] ranks short segments of the model structure according to the known ten-
dency of residues to appear in certain secondary structures or become buried inside
the protein core. Second, the energy of the structure, which reflects the statistical qual-
ities mentioned above, may be calculated [308].This approach is particularly successful
when the prediction yields several similar structures. Indeed, in such cases energy-
based methods have proved to be efficient in selecting the right structure, as long as
the structures do not differ significantly [310,311]. Third, the evolutionary conservation
levels of the amino acids can be correlated with their buried or exposed status, where
the anticipation is for the protein core to be conserved and for the periphery to be
variable. This can easily be done visually by conducting ConSurf calculations [312]*1

with the model-structure. The ConQuass method [313] assigns a score to the model
that reflects the degree to which it fulfills this anticipation. Finally, the model may
be validated according to its consistency with experimentally derived data, such as
low-resolution structures of the protein, and/or mutational data.

3.4.3.2.2 Shortcomings and overall efficiency

Generally speaking, homologymodeling requires that the target and template proteins share
at least 30% sequence identity (throughout their shared regions) [4]. However, studies indi-
cate that reliable prediction requires at least 50% identity. In the latter cases,most homology-
modeling software programs perform similarly well [315], with a backbone r.m.s.d.*2 of

*1Server: http://consurf.tau.ac.il
*2That is, the root mean square deviation between the backbone atoms of the predicted model and those of

the real structure (see Chapter 2, Box 2.5).

http://consurf.tau.ac.il
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(a) (b)

FIGURE 3.11 Multiple sequence alignment. (a) Part of a multiple sequence alignment of homol-
ogous glucokinase enzymes. For clarity, the different residue types (e.g., polar-neutral, nonpolar,
charged, etc.) are colored differently. The alignment was taken from the Pfam database [314]. The
sequence names are listed on the left, and the sequences are aligned to maximize the amino acid
similarity in each column without opening too many sequence gaps. (b) The structural location of
the first two sequence blocks found in the alignment. The structure shown is that of E. coli glucok-
inase (PDB entry 1sz2). The first block (residues 1 to 21) is colored in orange and the second block
(residues 29 to 52) in yellow. The rest of the structure is colored in green. Both blocks correspond
to organized secondary elements.

1 to 2Å [4,191,316]*1. In the 30% to 50% sequence identity range, the corresponding r.m.s.d.
value increases to 2 to 4Å for most of the protein’s core structure [317]. In any case, because
of the reliance of comparative modeling on target-template similarity, a model structure
produced by this approach is likely to be more similar to the template(s) than to the actual
native structure of the target sequence [191]. As a result, it is necessary to efficiently refine
the model by using energy or knowledge-based procedures. We should remember, though,
that such procedures are not perfect (see Subsection 3.4.2.3). Therefore, their application
may create a model structure that is even further away from the native one. As might be
expected, most of the problems in homology-modeled structures tend to appear in regions
of low similarity. These have mutated extensively during evolution and tend to organize as
loops. Unfortunately, these loop regions are quite important when studying protein-ligand
binding (e.g., in drug discovery; see Chapter 8), as they tend to be part of protein binding
sites. The reliance of protein-ligand binding studies on homology models is also burdened
by the fact that any deviation of the modeled protein from the native one tends to be larger
for side chain atoms. This is because protein-ligand interactions depend significantly on the
exact position of side chain atoms in the binding site.

Another problem with homology modeling is that there are many target proteins that
do not have any homologues of known structure, or that contain elongated amino acid seg-
ments that are not covered by the template(s). As explained in Section 3.2, the latter are usu-
ally proteins that are hard to crystallize, such as membrane-bound proteins. In such cases
homology modeling is useless, and other approaches must be used, usually with somewhat

*1The values refer to the regions of the query that are covered by the template(s).
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limited success (see following section). Finally, similar sequences might not always share
the same structure [318]. In spite of all these problems, the bottom line is that homology
modeling is currently the best computational method for predicting protein structures,
and its applicability is bound to increase with the determination of more protein structures
that can serve as templates. A test of homology modeling efficiency carried out in 2007 has
shown that in single-domain proteins comprising 90 residues or fewer, the structures pre-
dicted by this method differed from their corresponding native structures by 2 to 6Å [190].
The challenge homologymodeling faces is achieving an r.m.s.d. of 3 Å or better, particularly
in large proteins and proteins with significant 𝛽 structure content. Other challenges include
modeling of multi-domain and membrane proteins.

Aside from structure prediction, homology modeling is also used in other fields [5]. In
drug design, for example, the method is used to analyze structural differences between pro-
teins that are targeted by the same drug, to find those that determine its binding speci-
ficity [319]. Another application is enzymatic catalysis, where the method can be used for
analyzing catalytic mechanisms. For example, homology modeling has been used to predict
a new peptide hydrolysis mechanism in a family of enzymes consisting of non-conserved
catalytic residues [320].

BOX 3.2 SECONDARY STRUCTURE PREDICTION [321]

I. Overview

The problem of how to predict the complete three-dimensional (tertiary) structures
of proteins is complex and has yet to be solved. As explained in Chapter 2, the com-
plexity results from the numerous degrees of freedom in proteins and the difficulty of
describing the interactions stabilizing this structure accurately. In contrast, secondary
structures are simpler than the tertiary structure and are therefore easier to predict.
Indeed, five decades of research have yielded efficient secondary structure prediction
methods, with accuracy levels as high as 80%. This means that we can currently predict
the secondary structures of four out of five residues in a protein from sequence alone.

Given that all important functions in proteins result from the three-dimensional
structure, what does secondary structure prediction give us? In fact, quite a bit:

• Secondary structures tend to be more evolutionarily conserved than other chain
arrangements. Therefore, incorporating knowledge on secondary structures of-
ten contributes toward predicting the complete 3D structure of a protein. For
example, in template-based methods (see Subsection 3.4.3 in the main text) the
inclusion of secondary structure informationmay help in two ways: (i) detection
of protein homologues for the given sequence, and (ii) improving the alignment
of the target protein’s sequence with the sequences of the template proteins*a.

*aPRALINE [322] (http://www.ibi.vu.nl/programs/pralinewww/) is an example of a method that iteratively
optimizes multiple sequence alignments by incorporating secondary structure information. HHpred [296,297],
which predicts protein structure on the basis of sequence profiles (see Subsection 3.4.3.3 in the main text),
also uses secondary structure information in the prediction process.

http://www.ibi.vu.nl/programs/pralinewww/
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This is especially true in fold recognition methods [323–325], which, for a given pro-
tein sequence, identify themost probable fold in a database (e.g., the PDB), based
on certain properties of the sequence (see Subsection 3.4.3.3 below). Certain ab
initiomethods have also been demonstrated to improve by incorporating knowl-
edge on secondary structures [326].

• The formation of the tertiary structure of a protein is often preceded by the for-
mation of secondary structure elements (see Chapter 5). Thus, knowledge of the
locations of secondary structures in the protein may be useful towards study-
ing the folding process and topology of the folded structure. Indeed, such stud-
ies have revealed certain tendencies involving secondary structures, such as the
strong tendency of 𝛽-𝛼-𝛽 motifs to have a right-handed chirality, and the ten-
dency of 𝛼/𝛽 proteins to contain core 𝛽-sheets covered by surrounding 𝛼-helices.

• Inmembrane-bound proteins the transmembrane segments are almost always 𝛼-
helical or have a 𝛽-strand conformation. Thus, correct prediction of secondary
structure locations in these proteins often provides the location of the transmem-
brane segments and overall topology of the protein.

II. Principles of secondary structure prediction

The two basic approaches to predicting the secondary structure of an amino acid se-
quence are as follows:

1. By using the statistical preference (propensity) of each amino acid in the se-
quence to form a specific type of secondary structure (see Chapter 2, Subsec-
tion 2.3.6). The propensities are calculated from proteins of known structures,
e.g., those that are deposited in the PDB or other databases. This calculation re-
lies on the assumption that the secondary structures are correctly assigned in
the first place to the structures in the database. Such assignment is carried out by
software such as DSSP [327,328] and STRIDE [329], based on backbone dihedral an-
gles and/or hydrogen bonding patterns between backbone groups. In addition
to 𝛼-helices and 𝛽-strands, both software programs are designed to recognize
other types of secondary structures, such as 310 and 𝜋 helices, 𝛽-bridges, bends,
and turns.

2. By using the evolutionary conservation of different amino acid stretches in the
given sequence.The conservation levels can be extracted frommultiple sequence
alignments of the target sequence with its homologues.

The two approaches are not mutually exclusive and can be integrated within the same
method.

Early methods — e.g., the Chou–Fasman method [330] — relied exclusively on the
first approach (evaluation of statistical propensities of amino acids to form any of the
three secondary structure types), since they only used single sequences. For this rea-
son, and also because only a few protein structures were known at the time (the 1970s),
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the accuracy of these methods was 50% to 60% [331]. The propensities were calculated
for short stretches over the sequence (typically 6 residues, sampled using a sliding win-
dow), where in some cases a score of short-range interactions between the residues was
also included [332]. Development of the GOR method [333,334], which used a 17-residue
window, increased the accuracy of the prediction to ~65%. Subsequent breakthroughs
in the field, which eventually led to the current methods, emerged with the ability to
‘train’ the prediction algorithm to obtain better prediction rules [335–337]. Such training
entailed applying machine learning algorithms to two key elements:

1. Multiple sequence alignments of the target sequence with its homologues. This
enabled the prediction algorithm to incorporate signals regarding the evolution-
ary conservation levels of the residues and secondary structures.

2. Known 3D structures of proteins, whose number had increased considerably by
that time. This enabled the prediction algorithm to incorporate structural infor-
mation.

Neural networks constitute a popular and efficient machine-learning approach used by
secondary structure prediction software [338]. The name is based on the similarity be-
tween the process by which these algorithms operate and the functioning of neurons
in a nerve tissue. A neural network is constructed from interconnected layers of input
and output units, where each unit receives information from other connected units,
and generates outputs based on the input’s weight. Neural network-based secondary
structure prediction usually employs a sliding window for the training process (Fig-
ure 3.2.1).

FIGURE 3.2.1 Schematic representation of a sliding window approach used to train a
neural network. A window around the middle position, to be predicted, slides over the se-
quence. The trained neural network converts the window information (here ‘NMHRYPN’)
into a prediction (here ‘C’, for coil) for the middle residue (here ‘R’). The neural network de-
picted represents a prediction based on a single sequence. Modern methods typically use a
multiple sequence alignment as input, which is then converted into a profile comprising a
frequency table of the amino acids appearing at each alignment position. Taken from [321].
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In addition to neural networks, other types of computational formalisms are used,
such as k-Nearest-Neighbor approaches, Hidden Markov Models (HMM) methods and
Consensus approaches. HMM is a probabilistic approach implemented in multiple
fields, including speech recognition and weather forecasting. In bioinformatics it is
often used to find homologues of a target protein [295], based on which a multiple se-
quence alignment can be built (e.g., see Subsection 3.4.3.3 on fold recognition). HMM
is particularly useful in finding distant homologues for query proteins [339]. Consensus
methods are based on the assumption that no single prediction method is better than
the others in all cases. Therefore, to make a realistic prediction, consensus methods
apply different prediction algorithms that employ different strategies, and they decide
on the final prediction by using a simple majority voting scheme. Most widely used
methods for secondary structure prediction employ combinations of neural networks,
support vectormachines, HMM, and consensus algorithms, as described in the follow-
ing subsection.

III. Examples of secondary structure prediction software and methods

PHD (now PredictProtein): This was the first method to combine database search
with neural network prediction based on multiple sequence alignment (MSA).
The first version, developed by Rost and Sander [337], produced an accuracy level
higher than 70%. In this version, the MSA was used to produce a sequence pro-
file, which was fed to a three-layered neural network. Each layer produced a pre-
diction more accurate than the one before it, until a final prediction emerged, in
which each amino acid was assigned a prediction (alpha, beta or coil), as well as a
reliability index. The most recent version of the software uses a better homology
searching method (PSI-BLAST [294]), which identifies more distant homologues
and therefore produces better MSA [340,341].
Web server: https://www.predictprotein.org/

PsiPred [342]: Aneural network-basedmethod that is popular because of its easy usage
and high performance. Like PHD, this method also uses PSI-BLAST, but it feeds
the position-specific scoring matrix (PSSM) profiles that are obtained from PSI-
BLAST directly to the neural network. The latter contains only two layers, but its
training protocol is effective.
Web server: http://bioinf.cs.ucl.ac.uk/psipred/

SSPro [343]: One of the most accurate algorithms (79% accuracy for proteins with
no PDB homologues). This neural network-based method uses information on
long-range interactions in the prediction process, and relies on several windows
that slide from opposite sides. A recent version called SSPro8 replaces the stan-
dard three-class categorization of secondary structures (𝛼-helix, 𝛽-strand, loop)
with a full DSSP 8-class output classification (see above).
Web server: http://scratch.proteomics.ics.uci.edu/

SAM-T06: TheSAM-T series of secondary structure prediction, which includes SAM-
T99, SAM-T02 and SAM-T06, combines HMM for homologue search and neu-

http://scratch.proteomics.ics.uci.edu/
http://bioinf.cs.ucl.ac.uk/psipred/
https://www.predictprotein.org/
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ral networks for processing the resulting MSA. The current version (SAM-
T06 [344]) has a refined protocol and also contains options for additional types
of predictions.
Web server: https://compbio.soe.ucsc.edu/SAM_T06/T06-query.html

Jpred: A consensus method with accuracy of ~82%. Whereas the original algo-
rithm [345] used several different secondary structure prediction methods (in-
cluding PHD), later versions [346] used Jnet instead, an algorithm that relies on
PHD-like strategies. The current version [347] uses PSI-BLAST-derived position-
specific scoring matrices (PSSMs) and HMM profiles, which are passed on to
Jnet for the prediction.
Web server: http://www.compbio.dundee.ac.uk/jpred4/index.html

IV. Accuracy assessment

The accuracy of secondary structure prediction can be assessed in absolute or relative
terms. Absolute evaluation criteria can include, for example, the percentage of residues
assigned the correct secondary structure by a given method. To be able to use such cri-
teria, it is necessary for the structure of the benchmark protein to be known, and for the
structure to be assigned the right secondary elements (see above for relevant software).
Themost extensive assessment of absolute prediction accuracy, both for secondary and
tertiary structures, is the CASP contest, which is carried out every two years [348] (see
Subsection 3.4.5 below for more details)*a. The prediction accuracy of a given method
can also be assessed relative to other methods. Such comparison across methods is
carried out by EVA [349], a web server*b that was launched in 2000 and has been con-
tinuously testing prediction algorithms since then. EVA is not limited to secondary
structure prediction; it also tests algorithms of 3D structure prediction that employ
homology modeling or fold recognition approaches. The reference data of EVA are up-
dated daily from the PDB, and the new sequences are submitted to the different tested
algorithms.

3.4.3.3 Fold recognition via threading
When the target sequence has no close homologues of known structure, homology model-
ing cannot be employed to predict its structure. However, we have already seen that in pro-
teins structure is more conserved than sequence [3], as reflected by the fact that the number
of protein folds in nature is much smaller than the number of sequences [350–352].Thismeans
that proteins with different sequences may still form similar structures because of certain
shared properties that are encoded in their sequences. If these properties or their statistical
recurrence could somehow be identified, it would be possible to predict the structure of a

*aInterestingly, in the first rounds of CASP, secondary structure prediction was a separate category. This
category was cancelled after the organizers noticed that the winners in this category used a somewhat circular
approach.They predicted the 3D structure and used their model structure to decipher the secondary structure
elements.

*bURL: http://pdg.cnb.uam.es/eva/

http://pdg.cnb.uam.es/eva/
http://www.compbio.dundee.ac.uk/jpred4/index.html
https://compbio.soe.ucsc.edu/SAM_T06/T06-query.html
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new protein based on a template that shares the same properties, even if the two have dis-
similar sequences [353]. This is essentially what fold recognition methods do; they look for
certain shared sequence properties or tendencies between the target protein and a protein
of known structure (stored in the PDB), which would signify that the two have a similar fold
or similar structural motifs [191]*1. To enable such a search to take place, the sequence prop-
erties of both the target protein and all proteins in the PDB must be represented in a simple
manner. As will be further explained below, fold recognition methods represent sequence-
encoded properties and tendencies either as a simple profile or as a pair potential [357,358]

(see more below).
Structure prediction based on fold recognition usually includes two basic steps:

1. Identifying templates, i.e., proteins of known structurewhose fold should be similar to
that of the target protein. This can be done by threading, i.e., by aligning the sequence
of the target protein with the structure of each fold in the PDB on the basis of shared
sequence properties, and then choosing the best match. The sequence properties can
be grouped into two types:

(a) Properties that are explicitly related to the structure of amino acids [323–325]. For
example, different amino acids have different tendencies to form certain sec-
ondary structures (see Chapter 2), to be exposed to the surrounding solvent,
to have certain dihedral angles, to interact with certain amino acids, etc. Exam-
ples of software using these properties include GenTHREADER, which relies on
solvation information, pGenTHREADER [359], which employs secondary struc-
ture information, and the SPARKS-X server [360], which takes into account sec-
ondary structure, dihedral angles, and solvent-accessible surface area. The latter
has been found to contribute the most to prediction accuracy [360].

(b) Properties that are not necessarily explained in terms of structure yet can be de-
tected statistically by identifying amino acid frequencies in multiple sequence
alignments. One way to represent these statistical tendencies is via a profile,
which denotes amino acids that frequently appear in certain positions in the
alignment. Such a profile is more informative than a simple amino acid se-
quence since it contains evolutionary information, i.e., the conservation lev-
els of specific positions in the sequence, the chances of insertions or deletions,
etc. The profile of the target protein is compared to corresponding profiles of
all proteins with known folds (profile-to-profile alignment), and proteins that
are identified as matches (i.e., that are sufficiently similar to the target protein)
can be used as templates. Again, the fact that profiles incorporate additional
information beyond simple amino acid sequences makes profile-profile align-
ments more sensitive for finding templates. A profile matching procedure is em-
ployed by HHPred [296,297], a popular, open-source software that can be used in a
stand-alonemode or via the Internet (http://toolkit.tuebingen.mpg.de/hhpred).

*1Inmany cases it is possible to findmultiple proteinswith shared properties (i.e., templates) in the PDB. But
more importantly, the likelihood of finding at least one template for a given sequence is high, given estimates
thatmost of the folds of natural globular proteins are already known [354–356].This is not surprising considering
the high conservation of folds and the high frequency of superfolds (see Chapter 2, Subsection 2.4.2.2.4).
Note, however, that these estimates depend on how folds are defined and whether the fold space is discrete or
continuous.

http://toolkit.tuebingen.mpg.de/hhpred
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Specifically, HHPred employs pairwise comparison of profile hidden Markov
models (HMM, see Box 3.2 above) between target and template proteins*1.

In most current methods, both types of sequence properties are used to find the best
template(s).

2. Constructing a model structure for the target protein based on the above alignment.

Fold recognition and threading software typically includes the following three compo-
nents [192]:

1. A library of potential folds or structural templates (usually the PDB).

2. A scoring function for evaluating any particular placement of a target sequence into a
given fold. Asmentioned above, the function is usually constructed statistically by an-
alyzing multiple sequence alignments, but often includes components derived from
more structurally related amino acid propensities as well. The scoring function pre-
dicts how favorable each target protein-template amino acid replacement will be at
each position of the sequence.

3. A method for searching the entire space of possible replacements between each se-
quence and each fold for the best set that gives the best total score.

There are many fold recognition methods, and most have comparable accuracy. Still, each
method is a little different form the others, andmay therefore providemore accurate predic-
tions in certain cases. One way to obtain good results is to use meta-servers, that is, servers
that use different threading methods on the input (target) protein and choose the most re-
alistic model according to certain considerations. Examples of such meta-servers include
3D-Jury [361], LOMETS [362], Pcons.net [363], and TASSER [364]. It should be noted, though,
that some individual methods have reached a level of accuracy that is comparable to and
even better than that achieved by meta-servers. For example, HHPred is considered to be
one of the best servers for template-based structure prediction [365], with an added bonus of
being the fastest. SPARKS-X [360] is another example of an efficient server.

3.4.4 Integrative and fragment-based methods
Each of the approaches discussed above has advantages and disadvantages, and one might
be more suitable than others for specific prediction tasks. For example, homology model-
ing is the best method when the target protein has at least one close homologue of known
structure, whereas fold recognition is best when such homologues cannot be found.Ab initio
methods cannot be used to predict the structure of an average protein starting from an open
conformation, but they are usually very useful in refining models that are close to the global
energy minimum of the system. Thus, an integrative method that uses several approaches
and applies them according to their respective strengths is expected to have a clear advan-
tage over any of the individual approaches. Indeed, suchmethods are used bymost, if not all
current protein structure prediction software programs and servers. For example, homology

*1SinceHMMmethods aremore sensitive than others in finding remote sequence homologues, theHHPred
server is also widely used for finding homologues for query proteins, e.g., in searching for homologymodeling
templates.
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modeling methods always refine their initial models by using further calculations or sim-
ulations. These may be based on energy potentials, knowledge-based scoring functions, or
both. Similarly, the use of profile-based methods to detect possible templates is not limited
to fold recognition techniques. As mentioned in Subsection 3.4.2.3.3 above, many current
methods employ fragment-based calculations to make predictions more feasible. In this ap-
proach, the prediction process starts with the identification of short protein fragments that
are consistent with certain calculated properties of the input protein sequence. Then, the
entire protein structure is assembled from the selected fragments in a process that involves
the creation and scoring of numerous possible combinations of the individual fragments.

One tool that combines different approaches is I-TASSER [366]*1, developed by the Zhang
group. The software is an extension of TASSER [364], and the procedure it employs includes
the following three steps [366] (Figure 3.12):

1. Threading: The software identifies fold templates for the target protein by threading
its sequence through a library of representative PDB files, using LOMETS [362]. The
threading employs a sequence profile and secondary structure assignments, both of
which are calculated from the sequence of the target protein. Each template is ranked
by a variety of sequence-based and structure-based scores.

2. Structural assembly: Continuous fragments in threading alignments are excised from
the template structures and used to assemble conformations of the aligned sections.
The unaligned regions are constructed by replica-exchange MC simulations of a
coarse model (no side chain atoms). The force field guiding the simulations includes
both energy-based and knowledge-based components. The different resulting struc-
tures are clustered, and those with the lowest energy are selected.

3. Model selection and refinement: Further refinement of the resultingmodel structures
is carried out by a secondMC simulation, this timewith spatial constraints taken from
the threading alignments and the PDB. The missing side chain atoms of the lowest-
energy structures are then added through the optimization of hydrogen-bonding net-
works.

I-TASSER received the highest rank for automated structure prediction in CASP 7-11.
Another popular method that integrates different approaches is Rosetta [240,241], which

was developed by the Baker group. Rosetta can use both ab initio and comparative protocols
for structure prediction. In the former case, the software uses fragments of unrelated pro-
teins to predict the complete structure of the target protein (Figure 3.13). First, the software
scans its database for fragments whose sequences are similar to local regions in the sequence
of the target protein.These fragments are assumed to have a native-like structure, and in the
next step they are assembled in different combinations to form the complete structure. Each
of the resultingmodels is ranked by a scoring function, which includes various components,
including physicochemical features such as radius of gyration, solvation, and residue pair
interactions. The best structures are then refined using MC simulations. Thus, Rosetta em-
ploys both knowledge-based (statistical) and energy-related considerations in the search for
the global structure of the target protein.

*1http://zhanglab.ccmb.med.umich.edu/I-TASSER/

http://zhanglab.ccmb.med.umich.edu/I-TASSER/
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FIGURE 3.12 The I-TASSER protocol for protein structure prediction. The figure is taken
from [367] and used under the terms of the Creative Commons Attribution License (http://
creativecommons.org/licenses/by/2.0).

FIGURE 3.13 Rosetta’s de novo folding algorithm.Rosetta starts from (a) fragment libraries with
sequence-dependent (𝜙 and 𝜓) angles that capture the local conformational space accessible to a
sequence. (b) Combining different fragments from the libraries, the algorithm folds the protein
through optimization of non-local contacts. (c) A low-resolution energy function smooths the rough
energy surface, resulting in a deep, broad minimum for the native conformation. Metropolis Monte
Carlo minimization drives the structure toward the global minimum. The image is taken from [368]

(http://pubs.acs.org/doi/full/10.1021/bi902153g).

http://pubs.acs.org/doi/full/10.1021/bi902153g
http://creativecommons.org/licenses/by/2.0
http://creativecommons.org/licenses/by/2.0
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Finally, a relatively new approach for structure prediction relies on correlated mutations.
In this approach, positions that are close to each other in the folded protein are predicted
based on their linked tendencies to undergomutations throughout evolution.This approach
can be viewed as an intermediary between the ab initio and template-based approaches; it
does not require any template with known structure, but it does require a sufficient number
of homologous sequences to the target protein to carry out the evolutionary analysis. The
approach, which can be used on its own or in combination with other methods, is discussed
in Box 3.3.

BOX 3.3 STRUCTURE PREDICTION BASED ON EVOLUTIONARY SEQUENCE
VARIATION

The appearance of mutations in protein sequences during their evolution depends on
various aspects, both structural and functional (see Chapter 2). Interestingly, sequence
analysis of protein families shows that certain positions tend to coevolve. That is, the
appearance of a mutation in one position is accompanied by a mutation in another.
Such linkage might occur in positions that are close in 3D space and interact with each
other [369–371]. If amutation in one position leads to disruption of its interactionwith the
adjacent position, a compensatory mutation of the latter may remedy the problem. For
example, if two positions were originally polar and were involved in a favorable elec-
trostatic interaction with each other, mutation of one position from polar to nonpolar
would disrupt the interaction. However, if the adjacent position also mutates from po-
lar to nonpolar, the original, favorable electrostatic interaction would be replaced with
another favorable interaction, a nonpolar one. The above suggests that it is possible to
identify positions that are located near each other in a protein’s 3D folded structure by
analyzing the protein’s sequence variation throughout evolution and observing which
positions have coevolved [372–375] (Figure 3.3.1a). Furthermore, if a sufficient number
of such positions is found, distributed throughout the entire sequence of the protein,
they can be used to predict its native 3D structure.This is done bymapping all predicted
contacts (Figure 3.3.1b) and incorporating them into a structure prediction algorithm.
The key step of the entire process is identifying the coevolved positions on the basis
of sequence information. This is done by focusing on the target protein’s evolutionary
family, the members of which have the same fold (an isostructural family) [372]. Specifi-
cally, the sequence of the target protein is alignedwith the sequences of the other family
members, and a statistical analysis is carried out to find all positions whose evolution-
ary changes (i.e., mutations) are correlated. Each pair correlation found this way, if
strong enough, is assumed to represent two positions that are close in 3D space in the
folded protein.
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(a)

(b) (c)

FIGURE 3.3.1 Structure prediction based on identification of correlatedmutations.The
process is based on the inference of contacts betweennearby residues in the native structure of
a protein from correlatedmutations in its sequence. (a)The prediction process, demonstrated
for clarity on two positions forming a single 3D contact. Left: Multiple sequence alignment
of the target protein with the sequences of other family members, all of which have the same
fold. The two correlated positions are marked. Right: A schematic representation of the 3D
structure of the folded protein, showing the proximity of the two correlated positions. The
images are taken from [372]. (b) A contact map of top-ranked evolutionary inferred couplings
(EICs) (red) overlaid on contacts from a crystal structure of human 𝛽2-adrenergic recep-
tor (grey). The top 350 evolutionary couplings are shown, covering nearly the entire length
of the protein. EICs between residues that are less than 5Å away from each other are omit-
ted; hence, there are no red marks along the long diagonal. The dark and light green bars
on the axes show the locations of experimentally determined and predicted 𝛼-helices in the
sequence, respectively; these are easily inferred from the high density of EICs along the short
diagonals. The light blue areas correspond to a large flexible loop missing from the crystal
structure. The image was adapted from the Evfold [373] website by Yana Gofman. (c) Top 100
EICs (red), projected onto the known 3D structure of human 𝛽2-adrenergic receptor (PDB
entry 2rh1) (grey ribbon). The image demonstrates how EICs can be used as constraints in
the structure prediction process carried out by other algorithms (e.g., fold recognition, ab
initio, etc.). The image is taken from the Evfold [373] website.
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There are three main obstacles to the correlated mutation approach [372]:

1. Statistical noise – Sequence variation analysis within a protein family usually
yields multiple positions that display different degrees of correlation. Many of
these, however, are insignificant (i.e., noise), and should be ignored. Obviously, a
strong correlation is more likely to reflect a real contact in 3D space than a very
weak one. However, it is not simple to determine how strong a correlation must
be in order to be considered significant.The statistical noise problem is especially
common in cases where an insufficient number of sequences is sampled, which
may lead to uneven sampling in sequence space.

2. Correlation between distant residues – Positions that are distant in the folded
structure of a protein sometimes coevolve as well.This phenomenon, whilemak-
ing structure prediction according to coevolution difficult, may be important
when studying protein function; it often reflects indirect interactions that link
the two coevolving positions, and which are difficult to identify. For example,
in allosteric proteins, an active or binding site residue may be remotely influ-
enced by an allosteric site residue, via dynamic motions. Alternatively, in homo-
oligomers, distant residues within each chain may become close upon oligomer-
ization and therefore display evolutionary linkage.

3. Insufficient number of correlatedpositions –As explained above, to predict the
structure of a protein on the basis of correlated mutations, the positions inferred
by the prediction process as adjacent must be numerous and spread throughout
the protein sequence. This, however, is not always the case, especially in cases
where the number of compared sequences is small. The requirement for a large
and highly dispersed set of correlated positions is similar to the requirement for
sufficient distance constraints in the case of structure determination usingNMR.

There are certain statistical approaches, such as maximum entropy, which help in ad-
dressing the above problems, at least partially, and identifying meaningful positional
couplings. However, when the target protein has a small number of homologues, the
evolutionary analysis and prediction process are usually highly inaccurate. One possi-
ble solution to this problem is to combine the evolutionary data with other predicted
features of the protein, such as secondary structure and solvent accessibility (see be-
low).

While the idea of using evolutionary covariation to find adjacent positions is not
new, thesemethods have only recently become accurate enough to be used for structure
prediction [374]. Today there are quite a few computational tools for analyzing correlated
mutations and predicting 3D contacts; some of these tools can be used as web servers.
Most of these tools, such as DCA [376], MISTIC [377], CMAT [378], MetaPSICOV [379], and
I-COMS [380], provide the user with information on coevolved positions only*a.

*aMetaPSICOV, which employs neural network calculations and three different coevolution methods, also
predicts positions that are involved in long-range hydrogen bonding. Furthermore, when the available se-
quence alignment is poor, MetaPSICOV down-weights the coevolution calculations and instead uses other
contributions, such as predicted secondary structure and solvent accessibility, through a process of machine
learning.
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However, a few tools also use the inferred contacts as spatial constraints for predicting
the 3D structure of the target protein:

• EVfold [372,373]: This method incorporates evolutionary spatial constraints (as
well as predicted secondary structure constraints) into distance geometry algo-
rithms, which are usually employed for structure determination based on NMR
spectroscopy. The initial 3D conformations of the target protein that are gener-
ated are then refined using simulated annealing. This method can handle both
globular [372] and transmembrane [373] proteins, and is currently optimized for
individual domains. A variation of EVfold called EVcomplex [381] uses a similar
approach to predict positions in different proteins that interact with each other.
It relies on the premise that two sequences in the same genome from nearby lo-
cations are likely to be co-expressed and physically interact. Both EVfold and
EVcomplex are freely accessible as web servers.

• FILM3 [375]: This tool was developed by the David Jones group to predict the
3D structures of membrane proteins. FILM3 uses evolutionary inferred contacts
predicted by PSICOV [382], and the FILM structure prediction platform [383]. In
fact, the original statistical potential of FILM has been replaced in FILM3 by a
scoring potential that is based entirely on the estimated probabilities of predicted
residue-residue contacts. The method has been tested on 28 membrane proteins
with diverse topologies, and most of the models achieved a TM-score of > 0.5
following further refinement by MODELLER [375].

• PconsFold [384]: A pipeline for ab initio protein structure prediction of single-
domain proteins. It uses predicted contacts from PconsC [385] and a Rosetta fold-
ing protocol. PconsFold seems to be more accurate than EVfold; its accuracy is
attributed to its use of PconsC for contact prediction [384]. PconsFold is freely
available for download.

• Rosetta-GREMLIN [386]: This method integrates the evolutionary constraints
calculated by GREMLIN [387] with the Rosetta algorithm. Aside from the use of
Rosetta, this tool offers two additional advantages over other tools:

1. The distance constraints are assigned weights that are proportional to the
strength of the coevolution signal.

2. To avoid becoming trapped in wrong conformations during the folding
simulation, the protocol first applies constraints between pairs of amino
acids that are close in the sequence, and only then adds constraints between
residues that are more distant from each other in the sequence.

Thismethodwas implemented in theCASP11 competition, where its predictions
were found to be considerablymore accurate than any previous predictionsmade
in CASP’s history for proteins comprising more than 100 amino acids and lack-
ing homologues of known structure. The same method was then used to predict
the structures of representative proteins belonging to 58 prokaryotic families, for
which there are no known structures. The vast majority of these are membrane
proteins.
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3.4.5 Prediction assessment and verification
One of the indications of the importance of protein structure prediction is the effort invested
in assessing and validating it. Since 1994, every two years, an international contest called
CASP*1 is held among scientists worldwide to find the best protein structure prediction
algorithms and methods [348]. The contest starts with the release of sequences of proteins,
whose structure is soon to be determined experimentally, and the participating research
groups compete in predicting the native structures of the proteins until they are published.
Since the prediction methods are diverse, the assessment of prediction efficiency is carried
out in different categories. For example, ab initiomethods belong to a separate category from
comparative methods, and fully-automated predictions are distinguished from predictions
obtained using human intervention. Results are analyzed on the basis of certain criteria,
such as the number of residues whose locations have been predicted with a certain level of
accuracy, successful identification of secondary structures, domain boundaries, side chain
contacts, and disordered regions [388].

Inspection of recent CASP contests shows that most of the progress in recent years
has occurred in the field of comparative prediction, mainly in the identification of remote
sequence homologues and alignment of multiple sequences [224]. Despite the growth of
computational power, the progress of the physical approach has been relatively moderate,
and most of its prominent successes have been achieved with small proteins of the all-𝛼
type [298,389–391]. The reason for this seems to be the lack of significant innovation in the de-
scriptions of physical interactions in the system by force fields, especially polar interactions
that include the solvent. As a result, structural biologists who carry out predictions tend to
rely on comparative methods for creating an overall model of the target protein, and then
use energy-based methods only for refining the model.

The importance of CASP to structural biology is immense; in addition to creating an in-
centive for many researchers to develop new prediction tools, the analysis it provides and its
publication accelerate the development process. In particular, we have seen the emergence
of different automated methods for protein structure prediction. Some of these tools are ac-
cessible on the Internet as web servers, and they draw much public interest, as they do not
require any pre-existing skills [392]. As a result, these servers can be used not only by bioin-
formatics experts but also by other scientists and students. The results of these assessment
tests show that the best automated predictions are achieved either by consensus selection
(see Subsection 3.4.3.3 above) or by using information on multiple templates to guide the
physics-based assembly of the model (see Subsection 3.4.4 above) [191]. Both of these strate-
gies are used bymeta-servers, which arementioned above.However, as CASP indicates, even
such meta-servers are not as good as human researchers who rationally combine different
tools, especially when the predicted protein has more than a single domain. Interestingly,
automated and human predictions for single-domain proteins are almost identically effi-
cient, implying that one of the problems of automated tools is identifying domains. Another
known problem of such tools is the correct identification of the native (or best) structure
among a group of decoys. The best solution so far has been based on consensus selection,
which is described above.

*1Acronym: Critical Assessment of techniques for protein Structure Prediction.
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3.5 EXPERIMENTALLY GUIDED COMPUTATIONAL PREDICTION

3.5.1 Introduction
In Section 3.4 above, we discussed computational methods as a possible alternative for ex-
perimental methods in obtaining 3D structures of proteins. However, it is sometimes pos-
sible to combine the two approaches to determine a structure that is not amenable to either
approach alone. We have seen that even when a protein can be crystallized and subjected to
high-resolution diffraction experiments, the measurement provides only raw data, and the
3D structure is calculated using computational means. For example, in X-ray crystallogra-
phy, computation is used both for obtaining the electron density map and for converting
it into an atomic 3D model of the protein. Similarly, in NMR, different types of calcula-
tions are used to create an ensemble of atomic models that are consistent with the measured
constraints. Methods such as EM or SAXS usually yield lower-resolution data than do X-
ray crystallography and NMR. Therefore, EM and SAXS are mainly used for determining
the general shapes of macromolecular complexes. However, recent technological develop-
ments, especially in single-particle cryo-EM, have given rise to structures at near-atomic-
resolution (4 to 5Å), at least for someproteins (see Section 3.2 above). Suchdata (either from
EM or SAXS) can be used as spatial constraints that guide the search process employed by
computational structure prediction [62,288,393,394]. Indeed, in recent years, several prediction
software programs have been designed or adapted to integrate experimentally derived con-
straints into the structure prediction and modeling process [395] (see Subsection 3.5.2 below
for details).

The integration of experimental and computational methods is also very useful for de-
termining the supra-molecular structures of protein complexes. When the high-resolution
X-ray or NMR structures of the individual complex subunits are known, the structure of
the entire complex can often be determined by fitting these structures into the constraints
provided by EM density maps or SAXS scattering profiles*1. In fact, this approach is often
used even when the X-ray structure of the entire complex is available, as the oligomeric
structure is often affected by crystallographic packing forces [396]. When EM data are used,
the corresponding maps or models can also be used to obtain initial phases for determining
the high-resolution structure [397]. Indeed, the combination of EM data and high-resolution
X-ray and NMR structures has become popular in the determination of protein complexes
due to the recent improvements in this method (see Subsection 3.2.3 above), as well as to
the subsequent emergence of sub-nanometer-resolution EM structures of such complexes
(e.g., [398–400]).

Inmany cases, however, a high-resolution structure of the individual components of the
complex is unavailable. This is usually the case with membrane proteins, which are hard to
produce and crystallize, though there are also numerous water-soluble proteins for which
structures have yet to be determined. In such cases computationalmodelingmay be the only
way to obtain high-resolution structures, and the structures obtained can be combined with
low-resolution data of the entire complex as described above. This is particularly true for
membrane proteins, whose structures are constrained by the surrounding lipids (see Chap-
ter 7) and are therefore easier to predict compared with water-soluble proteins. For exam-
ple, Ben-Tal and coworkers combined low-resolution cryo-EM data with computationally

*1This can be done by rigid-body docking of the individual chains, followed by relaxation of the protein-
protein interfacial atoms.
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derived sequence conservation data to predict the topology of each of the transmembrane
segments of EmrE, a prototypical small multidrug resistance antiporter [401]. The predicted
model, which was the first to suggest that the two protein monomers have opposite orien-
tations in the membrane, was later validated by X-ray crystallography [402], solution NMR
dynamics experiments [403], and ample biochemical data (see [404] and references therein).

In many cases, data derived from other biophysical or biochemical methods are used to
increase the accuracy of predicted structures. Such data may be taken from spectroscopic
methods such as circular dichroism (CD), fluorescence resonance energy transfer (FRET)
and electron paramagnetic resonance (EPR) spectroscopy, as well as biochemical methods
such as site-directed mutagenesis and chemical crosslinking. One popular approach in this
respect couples between different biochemical methods and mass spectrometry (see Sub-
section 3.3.3.3 above). The coupling enables specific attributes of the protein’s 3D structure
to be characterized (e.g., solvent accessibility and residue-residue distances), and this in-
formation can be converted into spatial constraints that guide structure predictions [162].
For example, crosslinking mass spectrometry uses chemical reagents to crosslink adjacent
residues inside proteins or between protein subunits. After enzymatic degradation of the
protein, the modified parts are identified by mass spectrometry and translated into distance
constraints. By using crosslinkers with different lengths and residue specificities, it is pos-
sible to obtain a data set that can be used to refine structural predictions of both single
proteins and complexes [161,405].

3.5.2 Applications and tools
In the last decade an increasing number of studies using combined experimental-
computational approaches have been published (e.g., see reviews by [397,406,407]). One of the
most notable is the study of Sali and coworkers [408,409], who used 10 different types of pro-
teomic and biophysical data (including EM data) to obtain a low-resolution model of the
yeast nuclear envelope (NPC), a huge protein complex that includes 456 subunits. This was
a remarkable feat, as the NPC is both large in size and highly flexible, two traits that make
its structure determination extremely difficult. In this study, the various data that were col-
lected resulted in an ensemble of medium-resolution models. The models were then con-
verted into a three-dimensional probability map, which was used to localize the 456 con-
stituent monomers with an average precision of approximately 5 nm. Another interesting
example of a combined study focused on the 2,500-residue protein talin [410]. In that study,
the authors used a range of methods to study the following aspects of the protein’s structure:

• The structure of the C-terminal part of the protein was determined using NMR and
secondary structure prediction.

• Dimer formation was studied using X-ray crystallography and mutagenesis of the
dimerization helix.

• The X-ray and NMR structures were fitted into a lower-resolution SAXS structure
using molecular docking.

• EM data were used to find the stoichiometry of the complex and the modes of inter-
action between the individual chains.

Another large complex whose structure was determined using different methods is the 26S
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proteasome complex. Though the 20S core of the complex was solved by X-ray crystallog-
raphy in the 1990s, the holo- (26S) complex could not be determined because of its confor-
mational and compositional heterogeneity. The subunit architecture of the holo-complex
was determined only in 2012 by two studies that employed low-resolution cryo-EM [411,412].
In one of these studies [412] the architecture of the huge (2.6MDa) complex was deter-
mined by combining extensive data from different sources, both experimental and compu-
tational.These data included 8.5 Å cryo-EMmaps of the complex, residue-specific chemical
crosslinking data, proteomics data referring to the protein’s subunit composition, and com-
parative structure models of the individual proteins. These studies were followed by others
that described the complex at near-atomic resolution [413], as well as its conformational het-
erogeneity [414].

Studies such as the above required the development of computational tools capable
of using different types of data to produce better structures. Popular examples of such
tools include Rosetta [415–418] (see below), the Integrative Modeling Platform (IMP) [419], EM-
FOLD [420], BCL::EM-Fit [421], and FOLD-EM [422]. Many of these software tools focus on
predicting the structures of large macromolecular complexes. As described above, they use
computational docking techniques to fit high-resolution structures of individual protein
chains into the boundaries of the corresponding complex, which are determined by low-
resolution methods. For example, the MultiFit server [423]*1 fits atomic structures into the
EM density map of the complex, at resolutions as low as 25Å. The fitting in this case is opti-
mized by using a scoring function that includes the quality-of-fit of chains in the map, their
protrusion from themap envelope, and the shape complementarity between pairs of chains.
For more information on EM-fitting tools, see reviews [121,424].

It is also possible to use 1D SAXS profiles to fit high-resolution structures to macro-
molecular complexes. The FoXSDock server [425]*2, for example, uses SAXS data to guide
the docking of atomic structures to form a complex. Similar tools include IMP [419] and
CORAL [426]; the latter also account for missing fragments and symmetry of oligomeric
structures. These and other similar software tools are reviewed in [58]. As in other cases,
the fitting of high-resolution structures to low-resolution SAXS data is usually based on
molecular docking procedures. In many cases, however, additional parameters are consid-
ered. For example, one modeling study achieved a flexible fitting protocol by incorporating
a modified form of normal mode analysis (see Chapter 5) [427]. This algorithm allowed for
large-scale conformational changes while maintaining secondary structures.

In addition to the above computational tools, there are others that do not settle for simple
fitting or docking of two structure types; they directly integrate the experimentally derived
constraints into the computational prediction process. Furthermore, some of these tools
are not limited to the prediction of large protein complexes and can also be used to build or
refine structures of individual chains, by relying on constraints derived fromhigh-resolution
data (e.g., NMR). One of the most popular tools in this group is Rosetta [415–418]. In the last
decade a few Rosetta implementations have been developed for integrating experimental
data. One such implementation is CS-Rosetta [418,428], which uses NMR chemical shift data
relating to backbone atoms. We have seen earlier that Rosetta predicts protein structures by
sampling and assembling numerousmodels froma library of short protein fragments. InCS-
Rosetta, this procedure is guided by the chemical shift data. The advantage of this method

*1URL: http://modbase.compbio.ucsf.edu/multifit/
*2URL: http://modbase.compbio.ucsf.edu/foxsdock/

http://modbase.compbio.ucsf.edu/foxsdock/
http://modbase.compbio.ucsf.edu/multifit/
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FIGURE 3.14 Model building in which Rosetta’s comparative modeling is guided by cryo-EM
density maps. A threaded model is built from some alignment (blue), using cyclic coordinate de-
scent to close gaps in the alignment (cyan). This model is then docked into the EM density map,
and regions with poor local agreement with the density data are identified (red). The conformations
in these regions are aggressively resampled, and each potential conformation is scored by Rosetta’s
low-resolution energy function together with an agreement-to-density score. Finally, side chain ro-
tamers are optimized, and all backbone and side chain torsions are minimized using Rosetta’s high-
resolution potential, also augmented with this agreement-to-density score. These three steps are
iterated over until the lowest-energy models converge; at each iteration, the population of models
is enriched with models characterized both by favorable Rosetta energy and by good fit to density.
The image is taken from [417].

is that it avoids the bottleneck of traditional NMR structure determination, i.e., assigning
the locations of all side chain atoms based on NOE data. In a recent study, CS-Rosetta was
used with transmission electron microscopy (TEM) to model the structure of parallel A𝛽
(amyloid) fibrils [429]. Two other software packages that employ NMR chemical shifts in
structure prediction are CHESHIRE [430] and CS23D [431].

Another Rosetta implementation uses cryo-EM density maps for model building and
refinement.The original form of this implementation [417] used the EMdata to rebuildmiss-
ing regions of protein backbone (Figure 3.14). Specifically, the fit between the model and
the EM density was used to guide the structure refinement process and to identify regions
that are incompatible with the density. These were then targeted for extensive rebuilding.
The new form of this implementation [432] relies on a more unified approach, involving the
following:

• MC sampling with local optimization, guided by near-atomic-resolution EM maps

• Rosetta all-atom refinement

• Real-space B-factor fitting

Direct integration tools exist also for the use of SAXS data [62]. For example, SAXTER [433]

integrates SAXS data with the MUSTER threading algorithm [434]. Specifically, MUSTER’s
fold recognition protocol is first used to identify templates for the target protein and gen-
erate model structures for the latter via threading. Then, the match between the target and
template structures is scored by a combination of (i) MUSTER’s Z-score, which is derived
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from the threading alignment, and (ii) the match between the SAXS profiles of the target
and template structures. SAXSTER was tested on 412 proteins, and the results confirmed
that the integration of SAXS data improved template selection compared to cases in which
only MUSTER’s threading score was used [433]. SAXSTER is freely available as a web server.

3.6 CONCLUSIONS

Protein structure determination still relies heavily on X-ray crystallography, which is con-
sidered to be the most accurate method [14], although cryo-EM structures of equal resolu-
tion are also emerging (e.g., [106]). Recent developments in cloning and protein expression,
as well as in solving the phase problem, have accelerated the pace at which protein struc-
tures are being solved.The inherent problems of themethod still exist, but today they can be
overcome, at least partially, by using additional information that is obtained through other
methods. For example, the locations of hydrogen atoms can be determined by using neu-
tron scattering, and the size problem can be solved by using low-resolutionmethods such as
electron microscopy and SAXS to provide structural constraints. Other problems that are
related to the mandatory use of crystals can be solved by using NMR with the protein in
solution. NMR not only provides the structure of the protein in its natural environment but
also relates to its dynamics, and can be applied quickly. Indeed, NMR can be used to deter-
mine ‘on the spot’ the ability of different proteins to fold spontaneously [435]. Although the
technique cannot provide three-dimensional structures, it does enable scientists to assess
whether it is worthwhile to determine the structure of a given protein, even before starting
the crystallization attempts. NMR spectroscopy suffers mainly from size limitations. Again,
low-resolution methods such as electron microscopy can resolve this problem by providing
structural constraints. When these are combined with high-resolution (monomeric) struc-
tures from X-ray crystallography, structural biologists are able to get a clear picture of large
protein complexes. About 20 years ago, when the first structure prediction methods began
to emerge, the goal of predicting the native structures of proteins on the basis of sequence
alone seemed impossible. Today, the integration of different prediction approaches (phys-
ical and comparative) yields structures at resolution of a few angstroms. Moreover, many
of these methods are currently accessible for non-computational scientists, in the form of
web servers. Although the predictions provided by such servers are less accurate than those
obtained by experts, they are good enough as a starting point for further characterization
of protein structure. Finally, some of the prediction tools developed in previous decades
have been enhanced substantially by the integration of experimental data that guide the
prediction process. This integration improves prediction accuracy and enables such tools to
assemble models of supra-molecular complexes. One should remember, though, that effi-
cient protein structure prediction is just a means to an end; the real challenge of structural
biology has always been (and still is) to deduce the functions of proteins on the basis of their
sequences and/or structural data [190].

3.7 PROTEIN DATA BANK (PDB)

Protein structures that have been determined using the aforementioned methods (and oth-
ers) are deposited in the protein data bank (PDB) [436]. The PDB was established in 1971 by
the Brookhaven National Laboratory, and since 1998 it has been managed by the Research



330 ■ Proteins: Structure, Function & Motion

Collaboratory for Structural Bioinformatics (RCSB). In 2003 the American RCSB, together
with two other existing PDB centers, PDBe (Europe) and PDBj (Japan), created the World-
wide Protein Data Bank (wwPDB). The latter was established to ensure that standards are
set and met for data representation and data quality [437]. Indeed, structures submitted to
the PDB are carefully examined and must comply with certain standards in order to be ac-
cepted. Nevertheless, the PDB still suffers from several unresolved consistency problems.

A user who accesses the PDB can search for a desired structure via an electronic form
offering many search options: name of the protein, name of the scientists determining the
structure, time of deposition, method used to determine the structure, resolution, source
organism, and more (Figure 3.15a). Such search forms can be found in the many PDB
mirror sites that currently exist on the Internet (see examples below). A selected structure
can then be downloaded as a file containing Cartesian coordinates representing the three-
dimensional location of each atom in the structure (Figure 3.15b). The 3D structure can
be viewed (remotely) by a built-in molecular graphics applet on the PDB website(s) or on
other websites (e.g., FirstGlance in Jmol and NGL Viewer [438]), or (locally) by using molec-
ular viewers that can easily be obtained online (e.g., PyMOL). The PDB file also provides
information on the protein, such as its source, method of determination, resolution, amino
acid sequence, location of secondary structures, and more. Recent entries also contain the
electron density map, showing the extent to which the coordinates are derived from the
data (as opposed to the force field used in the optimization). In structures solved by X-ray
crystallography, the B-factor is specified as well. Many current PDB websites also provide
functionalities that enable the user to view/identify protein-ligand interactions or to find se-
quence and/or structural homologues for a particular structure. Finally, the PDB websites
also contain many references to other websites offering additional information about the
various proteins and related biological and medical aspects, as well as options for viewing
each structure, analyzing it, or manipulating it. Aside from proteins, the PDB also contains
independent structures of nucleic acids, as well as structures of carbohydrates, lipids, and
small organic molecules found in complex with proteins.

As of July 2017, the PDB contained about 131,500 structures, 93% of which are proteins.
The number of new entries added to the database annually is about 10,000 [439]. This makes
the PDB the most vast and important protein structural data set in existence. It should be
noted, however, that the PDBhas certain biases [440], mainly due to the following two aspects:

• Crystallization – Since ~90% of the structures have been determined by X-ray crys-
tallography, the PDB is biased towards protein types and forms that are easy to
crystallize. Thus, membrane-bound, intrinsically unstructured and complex proteins
(oligomers, protein-nucleic acid and protein-carbohydrate complexes) are under-
represented in the PDB. Encouragingly, this bias has been getting smaller with the
recent progress in methods such as cryo-EM and SAXS, which can be used to de-
termine the structures of such proteins with increasing speed and accuracy (see Sec-
tions 3.2.1, 3.2.3 and 3.5 above).
For example, since the inception of the PDB, the average molecular weight of the
included structures has increased from less than 30,000 daltons to over 110,000 dal-
tons [437]. Another bias that results from the prevalence of crystal structures in the
PDB is that most structures present a static view of proteins and do not relate to their
dynamic nature. NMR structures do provide insights into the molecular dynamics of
the molecule, but they are relatively few and limited to small proteins.
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• Scientific interest – Proteins that are studied more extensively than others (e.g., HIV
protease, MHC proteins and MAP kinase) are over-represented in the PDB. One rea-
son for the preference of particular proteins is medical relevance. Thus, proteins that
serve as common drug targets (e.g., enzymes) can be foundwidely in the PDB, usually
complexed with their targeting drugs. As a result, certain structural and functional
features that are common in such proteins are also over-represented in the PDB.These
include, e.g., metal-binding sites, which are common in certain enzyme groups [441].

Some folds, such as the TIM barrel and the Rossmann fold, are very common in the PDB,
as are the supersecondary structures that build them.This, however, is not a bias, as they are
also prevalent in the genomes ofmany organisms [440,442] (see Chapter 2, Subsection 2.4.2.2.4
for more information).

Protein structures predicted by computational methods can be found in various
databases, such as the Protein Model Portal (PMP) at the National Institutes of Health [443]

(see URL below).

Examples of relevant URLs:

• US site (RCSB): http://www.rcsb.org/pdb

• Worldwide site (wwPDB): http://www.wwpdb.org/

• European site (PDBe): http://www.ebi.ac.uk/pdbe

• Japanese site (PDBj): http://pdbj.org/

• Detailed search options: http://bip.weizmann.ac.il/oca-bin/ocamain

• PDBSum(summary for each structure): http://www.ebi.ac.uk/thornton-srv/databases/
pdbsum/

• PDB statistics: http://www.pdb.org/pdb/statistics/holdings.do

• PDB documentation: http://www.wwpdb.org/docs.html

• Proteopedia (a structure-function-oriented database of proteins): http://www.
proteopedia.org/wiki/index.php/Main_Page

• PMP (protein model portal): http://www.proteinmodelportal.org/

• Various tools for protein search, alignment, structure prediction and more: http://
toolkit.tuebingen.mpg.de/

• FirstGlance in Jmol for viewing 3D structures on the Internet: http://FirstGlance.
Jmol.Org

• PyMOL for viewing 3D structures locally: https://www.pymol.org/

http://FirstGlance.Jmol.Org
http://toolkit.tuebingen.mpg.de/
http://toolkit.tuebingen.mpg.de/
http://www.proteopedia.org/wiki/index.php/Main_Page
http://www.ebi.ac.uk/thornton-srv/databases/pdbsum/
https://www.pymol.org/
http://FirstGlance.Jmol.Org
http://www.proteinmodelportal.org/
http://www.proteopedia.org/wiki/index.php/Main_Page
http://www.wwpdb.org/docs.html
http://www.pdb.org/pdb/statistics/holdings.do
http://www.ebi.ac.uk/thornton-srv/databases/pdbsum/
http://bip.weizmann.ac.il/oca-bin/ocamain
http://pdbj.org/
http://www.ebi.ac.uk/pdbe
http://www.wwpdb.org/
http://www.rcsb.org/pdb
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(a)

(b)

FIGURE 3.15 TheProteinData Bank. (a) One of the PDB electronic search forms available on the
Internet. (b) The structural coordinates of a protein deposited in the PDB. Besides the coordinates,
the PDB file contains additional structurally relevant parameters specified in the figure. Only the
first two amino acids are presented.
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3.8 SUMMARY

• Protein structure can be determined using various methods. These can be separated into
two groups: diffractionmethods, which rely on the diffraction or scattering of either sub-
atomic particles or electromagnetic waves by the protein, and spectroscopic methods,
which rely on the excitation and subsequent relaxation of protein atoms in response to
electromagnetic radiation.

• The most common diffraction method is X-ray crystallography. It yields three-
dimensional structures with the highest resolution, yet has some serious shortcomings,
the most significant being the necessity to crystallize the investigated protein. Crystal-
lization is a long and difficult process, and it also produces structures of proteins outside
their environment. These structures are devoid of any dynamic properties, and they may
sometimes be deformed; however, the structural similarities observed among homolo-
gous proteins, proteins that were determined in several crystal forms, and proteins that
were determined using both crystallography and cryo-EM or NMR suggest that such de-
formations are rare.

• Small-angle X-ray scattering (SAXS) yields lower-resolution structures compared to X-
ray crystallography. However, SAXS structures are very useful in setting positional con-
straints for large protein complexes, into which high-resolution X-ray structures can be
‘molded’.

• Neutron scattering and electron crystallography are two methods used to provide sci-
entists with complementary information to that obtained by X-ray crystallography. Neu-
tron scattering is able to determine the locations of hydrogen atoms in the structure; such
information is missing in most X-ray structures. It can therefore be used to determine
protonation states of residues and the directions of bound water molecules within and
around proteins.

• Until recently, electron crystallography yielded structures of lower resolution. However,
as in the case of SAXS, these structures too can be used as constraints for placing high-
resolution structures of single chains within large protein complexes. In addition, the
method is easy to use, as it does not require the preparation of three-dimensional crystals.
Recent developments in EM technology are showing great promise in producing atomic-
resolution structures.

• The main spectroscopic method used for protein structure determination is NMR. This
method relies on the excitation of atomic nuclei under a strong magnetic field and their
subsequent structure-dependent relaxation. This approach enables scientists to deal with
the protein in its natural environment (solution, membrane) and provides important in-
formation on its dynamics. EPR, a similar method, is based on the excitation and re-
laxation of electrons around the atoms of the protein, and requires tagging of protein
residues with paramagnetic labels.

• The technological progress of recent decades has led to the development of several com-
putational tools for the prediction of protein structure. Some of these methods, such as
molecular dynamics, rely on mathematical characterization of the main physical forces
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acting on protein structures. These energy-based methods are currently unable to sys-
tematically predict the native structure of a protein from an unfolded conformation, but
they are efficient in refining near-native structures and also provide important informa-
tion about their dynamics. Their performance is often improved by the incorporation of
knowledge-based expressions alongside the physical terms.

• The other approach of structure prediction is based on comparison to proteins of known
structure (template-based approach). It includes two major methods. The first is homol-
ogy modeling, which is currently the best method for protein structure prediction. This
approach relies on the plethora of protein sequences and the growing number of pro-
tein structures present in current databases, and it uses them to predict the structure of a
query protein on the basis of its sequence similarity to a known structural template. The
second method is fold recognition via threading, which relies on other shared sequence
properties between the target protein and the template(s), and is most useful when the
compared sequences have no detectable homology.

• Current methods achieve the best results by using the following strategies: (i) integrating
template-based prediction with physics-based refinement, (ii) using fragment-based cal-
culations, and (iii) (where possible) using data from NMR, SAXS and EM experiments
to guide the prediction algorithm.

• Protein structures determined by experimental methods are deposited in the Protein
Data Bank after scrutiny. They are freely accessible to the general public via the Inter-
net, and can be easily downloaded, viewed, and manipulated using molecular graphics
software.

EXERCISES

3.1 Describe themain differences betweenX-ray diffraction andNMR spectroscopy. Refer
to both the methodology and the quality of results.

3.2 Explain how neutron diffraction is used for finding the orientations of watermolecules
in proteins.

3.3 What uses are there for NMR spectroscopy, other than structure determination?

3.4 Explain how low-resolution images produced by electronmicroscopy are used for pro-
tein structure determination.Why are these used instead of low-resolution images pro-
duced by X-ray diffraction?

3.5 Explain the main differences between NMR and EPR spectroscopies.

3.6 Explain the main advantages and disadvantages of explicit and implicit descriptions
employed by structure-prediction methods.

3.7 A. Why are energy-minimization methods unable to predict the native structures of
proteins when starting from an unfolded state?

B. What solutions have been developed for this problem, and how well do they work?
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3.8 Describe the principles of the continuum-solvent model approach, its advantages and
disadvantages in describing protein-related systems, and its current uses.

3.9 Why is homology modeling currently considered to be the best structure prediction
approach?

3.10 Protein X has the following sequence:

MVFSDQQLFEKVVEILKPFDLSVVDYEEICDRMGESMRLGLQKSTNEKSSIKMFPSYVT
KTPNGTETGNFLALDLGGTNYRVLSVTLEGKGKSPRIQERTYCIPAEKMSGSGTELFKY
IAETLADFLENNGMKDKKFDLGFTFSFPCVQKGLTHATLVRWTKGFSADGVEGHNVAEL
LQTELDKRELNVKCVAVVNDTVGTLASCALEDPKCAVGLIVGTGTNVAYIEDSSKVELM
DGVKEPEVVINTEWGAFGEKGELDCWRTQFDKSMDIDSLHPGKQLYEKMVSGMYLGELV
RHIIVYLVEQKILFRGDLPERLKVRNSLLTRYLTDVERDPAHLLYNTHYMLTDDLHVPV
VEPIDNRIVRYACEMVVKRAAYLAGAGIACILRRINRSEVTVGVDGSLYKFHPKFCERM
TDMVDKLKPKNTRFCLRLSEDGSGKGAAAIAASCTRQN

A. Using the Internet resources mentioned in Chapters 1 through 3, find the name of
the protein, its function, and the organism from which it was obtained.

B. Has the three-dimensional structure of the protein been determined experimen-
tally? If so, answer the following questions:
I. Which method was used to determine this structure?
II. Does the structure include a ligand?
III. Does the structure contain any hetero-atoms?
IV. Which secondary structure does the structure include?
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CH A P T E R 4

Energetics and Protein Stability

4.1 BASIC PRINCIPLES OF THERMODYNAMICS

4.1.1 Introduction
In Chapter 2 we discussed in detail the multi-level architecture of proteins. Like all other
molecules, proteins are physical entities that are subjected to the physical forces that dom-
inate our universe. The interplay between proteins and these forces results in folding and
formation of the unique architectures discussed in Chapter 2. In accordance with the cen-
tral structural-biological paradigm, by determining the structure of a protein, the physical
forces that act on the protein also determine its biological function. It therefore stands to rea-
son that a true understanding of proteins requires their characterization in terms of forces
and energies. This approach is the basis of a specific field in life sciences termed ‘Structural
Biophysics’. The field not only contributes to the understanding of protein structure but is
also used in various applied areas, such as protein engineering and rational drug design (see
Chapter 8). Structural biophysics deals with various physical aspects of proteins, but can be
separated into two major fields:

1. Energetics studies the principal forces that affect protein folding and stability. This is
the subject of the present chapter, focusing on globular, water-soluble proteins. The
energetics of fibrous and membrane-bound proteins is covered in Chapters 6 and 7,
respectively.

2. Dynamics studies the conformational changes of the polypeptide chain during fold-
ing, and also those that occur in the folded (native) state. These issues are covered in
Chapter 5.

The biophysical approach requires the characterization of the physical forces acting on
the system. It also requires determination of the directions of the processes involving these
forces, that is, folding and unfolding of a protein.These goals can be achieved, to a significant
extent, by studying the thermodynamics of the system. In fact, protein folding alone has
been characterized thermodynamically for over 70 years [1,2]. The basic principles of this
field and their application in the study of protein foldingwill be summarized in the following
subsections.
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4.1.2 Free energy and spontaneous processes
Thermodynamics is a veteran field in physics. It enables different states in nature to be char-
acterized, by studying the dependency of some of their general properties (e.g., energy) on
temperature, pressure, volume, and chemical concentration.Most importantly, thermody-
namics allows us to use macroscopic characterization, namely, the total energy content
of a system in different states, to predict the direction and probability of a process with-
out delving into the microscopic details. This constitutes an important tool for studying
different natural systems. Indeed, the rules of thermodynamics are applied today in many
fields, including engineering, chemistry and biology. When the studied system is well char-
acterized, as in many biological systems, the general measured quantities can be assigned
to specific elements and processes of the systems. In such cases, thermodynamics is invalu-
able for obtaining data that cannot be produced by other, sometimes more sophisticated,
methods.

The direction of a process (e.g., folding or unfolding of a protein) has originally been
predicted by measuring entropy, a quantity related to the number of possible configurations
of the system (see next subsection for a detailed description). This approach is based on the
second law of thermodynamics, stating that in an isolated system*1, spontaneous processes
approach equilibrium by increasing the entropy of the system [3]. Biological systems are not
isolated. That is, they exist in a state of constant temperature and pressure, not volume and
energy. In such systems it is more convenient to use a different thermodynamic quantity for
determining the direction of a given process. This quantity, which is called the Gibbs (after
Josiah Willard Gibbs) free energy or simply the free energy, is denoted by 𝐺. It represents
the ‘useful’ energy*2 in systems under constant temperature and pressure.

How does free energy relate to the direction of a process? Spontaneous processes always
proceed towards equilibrium by decreasing the free energy of the system to a minimum
(Figure 4.1). At equilibrium, the free energy change is zero, and the change in the standard
free energy (Δ𝐺0)*3 is related to the equilibrium constant (𝐾𝑒𝑞)*4:

Δ𝐺0 = −𝑅𝑇 ln 𝐾𝑒𝑞 (4.1)

(where 𝑅 is the universal gas constant (1.989 cal/mol K)*5 and 𝑇 is the temperature, in K.
At room temperature (298K), 𝑅𝑇 ≈ 0.6 kcal/mol).

Standard conditions are unrealistic, and it is therefore more convenient to use the value
of Δ𝐺, which can be calculated from Δ𝐺0, provided that the concentrations of the initial
and final states of the process are known [5]:

Δ𝐺 = Δ𝐺0 + 𝑅𝑇 ln 𝑓 [products]
𝑓 [reactants]

(4.2)

(where 𝑓 signifies the function of the ratio of actual product and reactant concentrations,
the exact mathematical form of which depends on the stoichiometry).

*1A system that cannot exchange matter or energy with its surroundings, and therefore has constant energy
and volume.

*2Energy that can be used for doing non-expansion work, e.g., execution of a chemical process or changing
molecular conformation or configuration.

*3The free energy change under standard conditions, i.e., concentration of 1 molar (M) and pressure of
1 atmosphere.

*4𝐾𝑒𝑞 is a measurable quantity. In molecular systems it is often determined by spectroscopy [4].
*5𝑅 can be replaced by the Boltzmann constant (𝑘𝐵 = 3.3 × 10−24 cal/K) to obtain the free energy per

molecule instead of per mole.
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FIGURE 4.1 Spontaneous processes involve a decrease in the standard free energy of the
system. The figure depicts the process of glucose oxidation to glucose 6-phosphate, an enzyme-
catalyzed spontaneous process (the phosphate group is in red). The final state of the system has
lower free energy (𝐺) compared to the initial state (i.e., it is more stable). Therefore, the standard
free energy change accompanying the process (Δ𝐺0) is negative.

For example, let us examine the hydrolysis of adenosine triphosphate (ATP) to adenosine
diphosphate (ADP) and inorganic phosphate (P𝑖), a chemical reaction very familiar to stu-
dents of life sciences:

ATP ⟷ ADP + P𝑖

The standard free energy of this reaction (Δ𝐺0) is −7.3 kcal/mol. However, since the cellular
concentration of ATP is much higher than that of ADP ( ATP

ADP
≈ 10–100 [6,7]), the free

energy of the reaction (Δ𝐺) is even more negative than Δ𝐺0:

Δ𝐺 = Δ𝐺0 + 𝑅𝑇 ln [ADP][P𝑖]
[ATP]

= −7.3 kcal/mol + 𝑅𝑇 ln 0.04 mM ⋅ 4.15 mM
3.75 mM

= −9.2 kcal/mol*1*2

Thus, by measuring the free energy change of any process, one is able to determine whether
or not it is spontaneous. Moreover, by rearranging Eq. (4.1), the value of the free energy
change can be used to calculate the equilibrium populations of the initial and final states of
the process:

e− Δ𝐺
𝑅𝑇 = 𝐾𝑒𝑞 = # final

# initial
(4.3a)

*1Values taken from [6].
*2In cells, the hydrolysis reaction involves other chemical species, such as Mg2+ ions. The concentrations of

these further lower the free energy of hydrolysis to a value of ~12 kcal/mol [7].
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For example, in a chemical reaction turning substance A into substance B, the expression
# final
# initial

will signify the equilibrium ratio between the number of molecules that underwent

the transformation to the number of molecules that did not, i.e., # B
# A

.

Since there is a correlation between # final
# initial

and the probability (𝑃 ) of the process, the

latter can be estimated from the change in free energy [8]*1:

𝑃 ∝ e− Δ𝐺
𝑅𝑇 (4.3b)

Note that the probability depends exponentially on the free energy change. This means that
even a small difference in the free energy of the two states of the system can be manifested
as a large change in its probability to shift from the less stable to the more stable state. The
free energy is a state function: its magnitude depends only on the end points of the process
and is independent of the specific path taken by the system to connect them.

4.1.3 Enthalpy, entropy, and molecular thermodynamics
Knowing the free energy of a system is very helpful in predicting the relative stability of
states and the directions of processes, including protein folding, protein-ligand binding,
and enzyme-catalyzed processes (see Box 4.1). However, biologists are ultimately interested
in the specifics of the system, which the total free energy values cannot provide. Fortunately,
the free energy change itself can be broken down into contributions from changes in two
other quantities, enthalpy (𝐻) and entropy (𝑆). At constant temperature:

Δ𝐺 = Δ𝐻 − 𝑇 Δ𝑆 (4.4)

𝐻 and 𝑆 are also general quantities, but unlike the free energy, they can be associated with
specifics of themolecular system. As explained in the following paragraphs, these quantities
represent the general tendency to minimize energy and maximize disorder.

4.1.3.1 Enthalpy
Enthalpy (𝐻) is a thermodynamic quantity related to the system’s internal energy (𝐸), pres-
sure (𝑃 ), and volume (𝑉 ):

𝐻 = 𝐸 + 𝑃 𝑉 (4.5)

Thus, changes in enthalpy must result from changes in the internal energy of the system,
or from pressure-volume exchange with the environment. Biological systems are based on
solids and liquids, and therefore do not usually experience changes in pressure or volume.
Therefore, enthalpy changes (Δ𝐻) in such systems result, in essence, from changes in the
internal energy (Δ𝐸) alone:

Δ𝐻 ≈ Δ𝐸 (4.6)

But what is the meaning of the internal energy in molecular terms? The internal energy
can be broken down into two different contributions, potential energy (𝑈 ) and kinetic en-
ergy (𝐾):

𝐸 = 𝑈 + 𝐾 (4.7)
*1This expression draws from statistical thermodynamics, a field that describes the microscopic behaviors

of thermodynamic systems using probability.
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Potential energy is defined as ‘energy of position’. In broad terms, it is the energy of an object
that is locatedwithin some kind of field (gravitational, electric,magnetic, etc.). Inmolecules,
atoms create electric fields that affect other atoms in their vicinity. These fields result from
either fully or partially charged atoms. If we sum all the atom-field effects in the molecular
system, we obtain its potential energy, which is position-dependent. The atom-field effects
can also be presented as covalent bonds and noncovalent interactions. In the former, the
short distance between atoms leads to electron sharing. In the latter, the atoms are too distant
to share electrons, but may form ionic, hydrogen, or van der Waals interactions, depending
on the charge intensity and whether it is fixed or induced. Thus, the potential energy can be
defined as the type of energy resulting from all covalent andmost noncovalent*1 interactions
in the molecular system [9]. The other component of the internal energy, 𝐾 , is the result of
thermally induced atomic motions in the molecule.

In sum, the Δ𝐻 component of Δ𝐺 involves the following molecular phenomena:

A. Formation or breaking of covalent bonds

B. Changes in electrostatic or van der Waals interactions

C. Changes in thermally-induced atomic motions

A common property of all of these changes is that under constant pressure they involve heat
transfer (𝑞(𝑃 )) between the system and its environment at constant pressure. Equation (4.6)
can therefore be rewritten as:

𝑞(𝑃 ) = Δ𝐻 ≈ Δ𝐸 (4.8)

This is an important property, since it enables the structural biophysicist to track enthalpy
changes in the system by measuring the heat transfer to and from the system*2. The forma-
tion of an energetically favorable bond or noncovalent interaction leads to the decrease of
Δ𝐻 by releasing heat from the system to its surroundings. Biological systems involve dif-
ferent processes in which such occurrences take place (see Box 4.1). In systems based on
macromolecules such as proteins, whose structure results from the folding of a long poly-
meric chain, enthalpy changes involvemainly noncovalent (electrostatic and van derWaals)
interactions [9,12].

Heat transfer, following the formation of chemical bonds or noncovalent interactions,
can be measured in the lab using calorimetric methods, mainly differential scanning
calorimetry (DSC) and isothermal calorimetry (ITC) [13]. Calorimetry measures a quan-
tity called ‘heat capacity’ (𝐶𝑃 ), which is defined as the amount of heat (𝑞rev

(𝑃 )) required for
elevating the temperature of 1 mol of substance by 1K, in a reversible process (at constant
pressure) [14]. Since 𝑞rev

(𝑃 ) = Δ𝐻 , the heat capacity can be defined as a change of energy per
change of temperature:

𝐶𝑃 =
𝑞rev

(𝑃 )

Δ𝑇 = Δ𝐻
Δ𝑇 (4.9)

Thus, Δ𝐻 can be calculated from the measurable value of the heat capacity.
In a typical DSC experiment, 𝐶𝑃 is measured as a function of temperature, and Δ𝐻 is

extracted as the area under the transition curve [5] (Figure 4.2).

*1This does not include nonpolar interactions, which involve mainly solvent entropy changes.
*2Δ𝐻 can also bemeasured using theVan’t Hoff relation between 𝐾𝑒𝑞 and 𝑇 , but studies show this approach

to be less accurate [10,11].
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FIGURE 4.2 DSCmeasurement of the thermal denaturation of the protein ubiquitin.Thecurve
depicts 𝐶𝑃 as a function of temperature, where 𝑇𝑚 is the transition temperature (adapted from [5]).

The relation between the heat capacity and the enthalpy change is apparent when themolec-
ular significance of the latter is considered [12]. Positive enthalpy changes inmacromolecules
(Δ𝐻 > 0) are attributed to the breaking of favorable noncovalent interactions*1. In fact, the
system uses the heat energy to drive the endergonic process of breaking the interactions. For
this reason, heating a sample containing a macromolecule is not accompanied by a temper-
ature increase (as would normally be expected*2), as long as there are intact interactions left
within the macromolecule. The higher the number of interactions in a macromolecule, the
greater the energy needed to increase the temperature; namely, the 𝐶𝑃 of themacromolecule
is higher. Thus, the heat capacity can be viewed as a measure of the number of noncovalent
interactions in the system. This is similar to the process of ice melting (ice is not a macro-
molecule, but contains numerous hydrogen bonds, similarly to proteins). The process also
happens during the thermal denaturation of proteins*3, with one important difference. As in
the case of ice, the heating of the folded polypeptide chain involves the disruption of nonco-
valent interactions*4. However, unlike ice (considered in this case as a solute), the protein is
surrounded by solvent, i.e. water molecules, some of which hydrogen-bond to the protein’s
polar groups, whereas the others participate in intra-water bonds. The measurable changes
in 𝐶𝑃 during protein denaturation result from changes in intra-protein interactions, as well
as in protein-solvent and intra-solvent interactions. Most studies suggest that the two latter
dominate, although this matter is still under debate [14].

*1In studying the folding or unfolding of macromolecules, it is assumed that covalent bonds remain un-
changed, and that any enthalpy changes measured result from changes in noncovalent interactions. Indeed,
formation or breaking of a covalent bond would result in energies on a much larger scale.

*2In ‘normal’ cases the heat energy is converted into kinetic energy of atoms in the molecule.
*3For experimental convenience, measurements usually follow protein denaturation, which is the thermo-

dynamic reversal of folding.
*4In the case of ice, the noncovalent interactions include only hydrogen bonds, whereas in the protein they

also include ionic and van der Waals interactions.
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BOX 4.1 FREE ENERGY CHANGES IN BIOLOGICAL PROCESSES

Any natural state can be characterized by its free energy content. The free energy em-
anates from the overall properties of the system in the specific state. In a molecular
system these properties include the number and types of atoms, their location in 3-D
space, the nature of chemical bonds and interactions connecting them to each other,
their freedomofmovement, etc.The higher the free energy of the system, the less stable
the system is. That is, a system capable of existing in two alternative states with differ-
ent free energy values will spontaneously shift from the high-energy state to the low-
energy one. These spontaneous processes are called ‘exergonic’. Biological processes
are often chemical, and therefore involve a change in the molecular properties of the
system. This is particularly true for metabolic processes, in which complex molecules
are degraded and oxidized to fuel endergonic (energy-demanding) processes. The lat-
ter include the transport of ions across the plasma membrane and the construction of
complex cellular building blocks, such as proteins, DNA, oligosaccharides and com-
plex lipids. A central exergonic process in metabolism is the complete degradation-
oxidation of glucose to carbon dioxide and water (Figure 4.1.1). Although it is sponta-
neous (Δ𝐺 = −686 kcal/mol), this process is carried out in many steps, and over two
different subcellular compartments. This is done in order to make the energy available
for any endergonic process in the cell. The small amounts of energy produced along
the oxidative path are chemically stored in the form of ATP molecules; each contains
7.3 kcal/mol of free energy. Considering the total amount of energy released in the pro-
cess, the number of ATPmolecules produced should be 686

7.3 = 94. In fact, only 38 or so
molecules are produced, revealing a ~40% efficiency of the biological energy-extracting
and storing mechanism.

Glucose

6CO2+6H2O

Palmitate
7Acetyl-CoA

ADP+Pi ATP

ADP+Pi ATP

FIGURE 4.1.1 Metabolic thermodynamics. Exergonic processes in the cell (e.g., glucose
oxidation to CO2 and water) drive endergonic processes (e.g., fatty acid production from
acetyl-CoA). The energy obtained from the former is temporarily stored chemically, as ATP.
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Free energy changes in biological systems need not necessarily involve chemical
transformations. In fact, many biological processes lead to significant energy changes
without the formation or degradation of chemical bonds. Such processes may involve
changes in noncovalent interactions, or in the degree of order of the system. Nonco-
valent interactions may change when a molecule changes conformation. The chemical
composition of the system remains the same, but since the spatial location of some
atoms changes, so do the interactions between them. This effect is particularly signif-
icant in macromolecules, which may include tens of thousands of atoms. In principle,
electrostatic and van der Waals interactions in molecules are favorable, and involve a
decrease in the free energy of the system. In macromolecules, hydrogen bonds are very
common and help stabilize the native structure of the molecule. Changes in noncova-
lent interactions also occur during molecular binding, a key process in living organ-
isms.

Ordering and disordering processes are very common in biological systems. These
processes take place, for example, during the active transport of ions or other solutes
across biological membranes, and also during the folding of biopolymers, such as pro-
teins (Figure 4.1.2). In the latter case, ordering occurs, because in the folded state the
atoms of the polymer are more confined than in the unfolded state, and therefore have
a smaller number of configurations they may acquire. Ordering events tend to increase
the free energy of the system, i.e., destabilize it. However, such events are common in
bio-systems, because they are often over-compensated energetically by other factors.
For example, in the folding of proteins, the ordering of the polypeptide chain is ac-
companied by the disordering of water around the protein, as well as by the formation
of favorable noncovalent interactions.

FIGURE 4.1.2 Entropy changes accompanying the folding of a biopolymer.Theunfolded
(top) and folded (bottom) states of the polymer chain are depicted simplistically. The entropy
(𝑆) change of the polypeptide chain during the process is shown on the left. The unfolded
state is an ensemble of conformations existing in equilibrium, whereas the folded state has
only one average conformation*a.Thus, the entropy change (of the polypeptide) of the folding
process is negative.

*aAs explained in detail in Chapter 5, the native state is itself an ensemble of conformations,
which exist in equilibrium. However, it is much smaller than the unfolded state’s ensemble.
Thus, a significant drop in the entropy of the polypeptide chain takes place upon folding.
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The effect of the phenomena mentioned above on the free energy of the system is
expressed in the central thermodynamic equation: Δ𝐺 = Δ𝐻 − 𝑇 Δ𝑆 , where Δ𝐻
represents free energy changes resulting from chemical bonding or changes in nonco-
valent interactions, and −𝑇 Δ𝑆 represents free energy changes resulting from changes
in the system’s degree of order (see details in the main text).

4.1.3.2 Entropy
The other component of the free energy, −𝑇 Δ𝑆 , involves a different thermodynamic quan-
tity, entropy (𝑆). The microscopic meaning of this quantity is provided by statistical ther-
modynamics, which relates entropy to the number of possible configurational states of the
system (Ω) [8]:

𝑆 = 𝑘𝐵 ln Ω (4.10)
The number of possible states is inversely related to the order in the system; a highly ordered
system can only access a few different states, whereas a disordered system can sample many.
Thus, entropy can also be considered as a measure of disorder in the system. In molecular
systems, entropy changes (Δ𝑆) usually represent changes in the freedom of movement of
atoms belonging to both the solute and the solvent.

A good example for this type of process is the folding of a macromolecule, e.g., a pro-
tein. During this process, the atoms of the polymeric chain become more confined, and the
entropy decreases [15,16]. However, in cases where folding involves burial of nonpolar atoms
inside the macromolecule (as in the case of proteins), the hydrophobic effect driving this
process [9] is accompanied by an increase in the entropy of the aqueous solvent.The increase
results from dismantling the ‘cage’ of water formed around the nonpolar regions of the un-
folded macromolecule (see Chapter 1 for details). As it turns out, the increase in solvent
entropy over-compensates for the loss of entropy of the macromolecule, thus leading to an
overall (favorable) increase in the entropy of the whole system.

In classical thermodynamics, at constant temperature, the entropy is related to the en-
thalpy as:

Δ𝑆 = Δ𝐻
𝑇 =

𝑞rev
𝑃
𝑇 (4.11)

This relation suggests another definition of Δ𝑆 : in an exothermic (heat-releasing) process,
Δ𝑆 expresses the number of molecular states of the surroundings, over which the heat en-
ergy can be dispersed, provided that this energy is not used for doing work (e.g., expansion
or chemical work) [17]. Using Equation (4.9), Equation (4.11) can be rearranged to express
the relation between the entropy and the heat capacity (at constant temperature)*1:

Δ𝑆 = 𝐶𝑃
𝑇 Δ𝑇 (4.12)

This enables the structural biophysicist to obtain Δ𝑆 experimentally by performing simple
heat capacity measurements. The Δ𝑆 − 𝐶𝑃 relation is consistent with the molecular inter-
pretations given above; when a system contains a high number of configurational states over
which heat can be dispersed, it will take more heat to produce a temperature change, or in
other words, the heat capacity of the system will be higher.

*1Because Δ𝐺 = Δ𝐻 − 𝑇 Δ𝑆 and both entropy and enthalpy change in the same direction, free energy has
a much weaker dependence on temperature than either of its components [14].
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4.1.3.3 Computational approaches focus on individual interactions
The experimental thermodynamic approach described above has contributed significantly
to our understanding of protein folding and stability. Recently, the classical calorimetric
measurements have been supplemented with site-directed mutagenesis, allowing scientists
to study the effects of single residues on protein stability. However, interpreting general en-
thalpy and entropy measurements in molecular terms is sometimes difficult and leads to
inaccuracies [18], particularly in the case of interactions that involve both enthalpic and en-
tropic contributions. In such cases it is difficult to focus on one type of interaction using
heat capacity measurements alone. For example, the electrostatic interaction between two
charges is usually regarded as a basically enthalpic phenomenon. As explained in Chapter 1,
at least one component of this interaction, the polarization energy, is partly entropic. This
is because the polarization of solvent molecules involves their three-dimensional reorga-
nization into a more ordered form. Another example is the hydrophobic effect, which is
considered an entropic effect, but includes an enthalpic contribution as well. The latter re-
sults from the breaking of hydrogen bonds between water molecules surrounding nonpolar
parts of the solute (see previous subsection for further detail). As explained, this endother-
mic effect, measured as a change in the heat capacity of the system, unsuccessfully opposes
the entropy-driven clustering of nonpolar groups in the solute*1.

One way to correctly assign measured thermodynamic parameters to specific factors
in the system is by using a computational approach. These methods are not limited to the
general thermodynamic quantities, and can refer directly to the specific forces acting on
the system. The total free energy change in the system (Δ𝐺tot) is decomposed into separate
contributions, each resulting from a different noncovalent interaction. For example:

Δ𝐺tot = Δ𝐺elec + Δ𝐺np + Δ𝐺vdW + Δ𝐺ent (4.13)

where the free energy contributions on the right-hand side of the equation represent the
following interactions, from left to right: electrostatic, nonpolar, and van der Waals, respec-
tively. The last component represents free energy changes resulting from entropic effects
related to the macromolecule.

Δ𝐺tot is calculated based on the molecular structure of the macromolecule (and some-
times the solvent as well), and mathematical expressions describing the different energy
contributions. These depend on the model used to describe the physical interactions act-
ing on the system (see Chapter 3 for further details). For example, a molecular mechanics
(MM) type of model uses an explicit description of the solute-solvent system, and a set of
equations, which are collectively called a ‘force field’, to describe the energy (see Box 3.1).
The force field contains different expressions, each referring to a different type of atom-atom
interaction. However, force fields describe only the potential energy of the system, whereas
the free energy in biological systems also includes kinetic and entropic contributions (see
Equations (4.4), (4.5) and (4.7)).The kinetic energy is a function of the temperature and can
be included by allowing the atoms in the system to move (see Chapter 3 for a description of
the molecular dynamics approach).

Calculating the entropic contribution to the free energy is somewhat more difficult, as
it requires rigorous sampling of the system’s configurational space, and integrating the po-
tential energy values over all configurations. Thanks to significant advances in computing

*1Such a phenomenon is called ‘enthalpy-entropy compensation’ [17,19].
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power and algorithms,molecular dynamics simulations have reached a point where they are
able to sample numerous configurations of the macromolecular system. Still, when a large
protein is involved, and the solvent is described explicitly, current computational means do
not allow for rigorous sampling. Recent developments in force field composition and sam-
pling techniques have enabled computational biophysicists to derive average energy values
from simulations (e.g., [20,21]). These ‘potentials of mean force’ are indeed closer to the free
energy compared with the potentials obtained from static molecular mechanics calcula-
tions. Alternatively, implicit models (e.g., the continuum-solvent model [22]) can be used
for calculating free energy values directly [23] (see Box 1.3 and Chapter 3).

4.1.4 Thermodynamics and protein structure
Thermodynamic characterization of proteins may highlight various aspects. These include
the formation and stability of protein structure, protein-ligand binding, and enzyme catal-
ysis. The latter is discussed in Chapter 9. Protein-ligand binding is discussed in Chapter 8,
with emphasis on thermodynamic aspects.The structural energetics of proteins is discussed
in the next section, following the thermodynamic approach presented in the previous sec-
tion. Obviously, the basic question in this respect is, ‘How stable are proteins?’ This matter
is discussed by referring to the process of protein folding (Figure 2.23). Although impor-
tant, the matter of stability per se is meaningless without a thorough characterization of the
identity, direction, and magnitude of the forces and interactions affecting it. Accordingly,
our discussion focuses on the factors that stabilize or destabilize the native structure of a
protein. We note that the current quantitative (and in some cases qualitative) understand-
ing of the forces stabilizing such complex systems is still lacking [18], and conclusions must
therefore be drawn with the appropriate caution.

In the third section we discuss two topics that are related to protein thermodynamics:
denaturation of proteins under extreme conditions, and themanner in which certain organ-
isms adapt to living under such conditions, namely, by introducing changes in the sequences
of their proteins. In the last section of the chapter we discuss how the insights derived from
studies about the thermodynamics of protein structure are applied in the industry, through
a relatively new approach termed ‘protein engineering’.

4.2 PROTEIN STABILITY AND FORCES INVOLVED

4.2.1 How stable are proteins?
In thermodynamic terms, the structural stability of proteins is reflected by the free energy
difference between the folded and unfolded states*1 (Figure 2.23). Since the free energy is a
state function, the dynamic and kinetic details of protein folding are unimportant for this
determination. It is, however, important to define the meaning of the term ‘unfolded’, as
it constitutes the reference state for the folding process. The term ‘unfolded’ refers to two
possible states of protein structure:

1. The state of the protein prior to its folding, i.e., just after the polypeptide chain is
constructed by the cellular machinery.

*1The native structure is considered the thermodynamically most stable state, as demonstrated by Anfin-
sen [24].



366 ■ Proteins: Structure, Function & Motion

2. The state resulting from complete protein denaturation, an occurrence that may be
induced in cells by extreme changes in environmental conditions.

Again, from a thermodynamic point of view, it is unimportant which of the two is consid-
ered. We are concerned only with the structural features of this state. The ‘unfolded’ state
is often called ‘random coil’, to denote the dynamic nature of the polypeptide chain, and its
ability to shift randomly between numerous conformations of similar energy. This defini-
tion, however, is inaccurate. As explained earlier, the unfolded chain often includes stable
remnants of regular local structures (see Chapter 2). In this sense, the random coil ismore of
a hypothetical state than an actual entity. In addition, ‘random coil’ is often the name used
for describing parts of the folded chain lacking regular secondary structures. While such
parts are more flexible than those with stable secondary structures, they are not necessarily
random, and may even be evolutionarily conserved [12].

Determining the free energy difference between the folded and unfolded states of the
protein can be achieved by denaturing the polypeptide chain. This is done by placing the
protein under conditions that enable the chain to open in a controlled manner. When
done correctly, the equilibrium constant and free energy difference of the process can be
determined (Equation (4.1)). Surprisingly, such experiments reveal protein stability to be
marginal [25,26]. That is to say, despite the thousands of noncovalent interactions existing in
the structures of folded proteins [27], they are merely 5 to 15 kcal/mol more stable than the
unfolded chain [28–30]. For comparison, the dissociation of a single covalent bond requires
~65 to 175 kcal/mol [3].The low stability of proteins can be explained in twoways. First, even
in the lower stability limit (−5 kcal/mol) the folded state is over 99.9% occupied [31]. Thus, it
is plausible that there has been no impetus for the evolutionary process to create proteins,
which are orders of magnitude more stable than what we see today. The second reason for
the marginal stability of proteins has to do with their dynamics. The numerous noncovalent
bonds that are present in a protein help the protein to maintain its native structure while
allowing it to keep a certain degree of flexibility. As discussed in Chapter 5, this structural
flexibility is crucial for protein activity. Such flexibility would not be possible in a structure
stabilized by covalent bonds*1. Interestingly, the 15 kcal/mol limit is kept even in proteins
that are artificially engineered for increased stability (see Section 4.4 below), provided that
the stability is measured at temperatures in which these proteins are active [32]. For exam-
ple, proteins that are engineered to be active at high temperatures may possess stabilities
exceeding 15 kcal/mol at room temperature. However, they are not fully active under these
conditions. Under the high temperatures required for these proteins’ activity, the increased
dynamics of the protein chain (due to the added heat energy) lowers the net stability below
15 kcal/mol. The same is true for natural proteins in hyperthermophiles, i.e., organisms that
live in very hot environments (see more below).

4.2.2 Dominant driving forces
Thenoncovalent interactions formed upon protein folding have been reviewed in the previ-
ous chapters. They include electrostatic, nonpolar and van der Waals*2 interactions. Protein

*1S−S bonds may appear in proteins, but they are relatively scarce, and do not rigidify the entire structure.
*2Van der Waals interactions are also electrostatic in nature, but, as described in Chapter 1, they are usu-

ally described differently from interactions involving charges and/or fixed dipoles, and are therefore treated
separately.
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stability is also influenced by effects related to the protein’s configurational entropy. The free
energies corresponding to these interactions and effects are as described by Equation (4.13).
Following Equation (4.4), the last contribution (Δ𝐺ent) can be written as 𝑇 Δ𝑆𝑐𝑜𝑛, and thus
Equation (4.13) takes the following form:

Δ𝐺folding = Δ𝐺elec + Δ𝐺np + Δ𝐺vdW − 𝑇 Δ𝑆con (4.14)

Themarginal stability of proteins suggests that some interactions may contribute more than
others to stability. Alternatively, some interactions may counteract others, as initially pos-
tulated by Brandts [33,34]. In order to determine the contribution of each interaction type to
Δ𝐺folding , the effect of each on both folded and unfolded states must be examined. This, of
course, must be done quantitatively, as will be reviewed below. Nevertheless, some general
conclusions can be drawn using a simple qualitative ‘inventory check’:

The unfolded state: In this state, the polypeptide chain is organized such that most of its
parts are accessible to the aqueous solvent. This allows all solvent-accessible atoms
in the protein to interact in a van der Waals manner with the surrounding water
molecules of the solvent. Polar atoms in the protein can also interact electrostatically
with the surrounding water dipoles. In addition to these classical interactions, the
unfolded chain is also stabilized by its high configurational entropy, which reflects its
ability to shift between different conformations by movements of backbone and side
chain atoms [15,16].

The folded state: This state is stabilized by the same types of noncovalent interactions that
are found in the unfolded state. However many of the interactions occur between
atoms inside the protein core, whereas some still occur between surface atoms and
the water molecules of the solvent (as in the unfolded state). In addition, the folded
state is stabilized by nonpolar interactions (i.e., the hydrophobic effect).

This overview alone reveals factors that are unique to each of the two states: Specifically,
nonpolar interactions stabilize only the folded state, whereas protein configurational en-
tropy stabilizes only the unfolded state. Based on this, we can assume that the former drives
folding (as already predicted in 1953 by Crick [35]), and the latter opposes it. The following
subsections discuss this assumption, and the role of the other types of interactions.

4.2.2.1 Nonpolar interactions (Δ𝐺np)

The dominance of nonpolar interactions as a driving force of protein folding*1 has been
demonstrated by a wide range of studies, from simple observations of protein denaturation
by organic solvent, to complex thermodynamic and spectroscopic measurements [25,30,37].
This dominance is so profound that, at least for some proteins, the overall structure of a
protein can be maintained even after its sequence is randomized, as long as the original
hydrophobic-hydrophilic pattern is kept [38–40]. While virtually all structural biophysicists
agree that the hydrophobic effect (i.e., nonpolar interactions) is the major driving force of
protein folding*2, they disagree on themagnitude of this effect. One way to investigate this is

*1As originally suggested by Kauzmann [36] and later by Dill [30].
*2Although backbone hydrogen bonds have also been suggested to play a major part in folding energet-

ics [41].
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tomutate specific residues participating in nonpolar interactions, and to see how the free en-
ergy of denaturation*1 changes compared to that of the original protein (e.g., [42,43], see more
below). Although accurate, suchmeasurements are often controversial due to themolecular
interpretation of the measured values. For example, the residues chosen for mutation may
participate in more than one interaction, e.g., van der Waals packing interactions [44,45].

A simpler way to obtain Δ𝐺np is to use a model that can focus on nonpolar interac-
tions alone (reviewed by [46]). This has been done following Kauzmann’s suggestions [36];
the model included single amino acids, which were transferred from water into a nonpo-
lar medium, such as liquid alkane. When carried out for nonpolar amino acids, the pro-
cess represents the hydrophobic effect. This is because it mimics the transfer of nonpolar
residues from an aqueous to a nonpolar environment, similar to what happens in protein
folding.Thus,measuring the free energy change accompanying the transfer of different non-
polar amino acids enables the researcher to evaluate the strength of the hydrophobic effect,
namely, Δ𝐺np

*2. Several studies have been carried out using this model, most notably by
the research groups of Tanford [47–49], and later Privalov [28]. These studies provided impor-
tant data, but did not agree on the magnitude of the hydrophobic effect, mainly because of
the different experimental conditions employed by different researchers (e.g., the type of
nonpolar medium).

Significant progress was achieved when the researchers observed that Δ𝐺np obtained
from the transfer experiments of nonpolar amino acids correlated with their surface area
(ΔSA) [50,51]:

Δ𝐺np ≈ −𝐵ΔSA (4.15)

(where 𝐵 is the correlation constant).
As expected, different research groups obtained different correlation constants, due to

the differences in nonpolarmedia andmethods used to calculate the surface areas. However,
the different values revolved around ~25 cal/mol for each 1Å2 buried in the protein core
upon folding [51,52] (a comprehensive review is provided by Baldwin et al. [46]). Interestingly,
a nearly identical value was obtained by molecular dynamics simulations of hydrocarbons
in water [53]. Once the correlation constant was known, the contribution of the hydrophobic
effect to the folding of the entire protein could be calculated according to its surface area*3.

While the surface area is the quantity that is most commonly used for calculating Δ𝐺np,
other characteristics have also been suggested. These include the atom-atom contact area,
and the number of methyl (−CH3) or methylene (−CH2-) groups that get buried inside
the protein core during folding. Although all describe the same general property (dimen-
sions), researchers disagree regarding which quantity is best correlated with the free energy
of transfer. Alternative experimental approaches have also been suggested for obtaining
the correlation constant. One method, for example, involves measuring the change in the
free energy of folding or denaturation following replacement of bulky residues with smaller
ones (e.g., Ile → Ala). Such studies have produced free energy values of ~−1.5 kcal/mol for
each methyl or methylene group buried inside the protein core [43,56–58]. Considering the

*1Namely, the change in free energy associated with protein denaturation.
*2Although van der Waals interactions may also be involved.
*3The quantity used for this purpose is usually the solvent-accessible surface area. It can be easily calculated

(if the protein structure is known) by computationally ‘rolling’ a water-sized probe around the structure [54,55]

(see Figure 2.4.5 in Box 2.4).
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surface area of a methyl group to be ~80Å2 [53], this value is in agreement with the value
of ~−25 cal/(mol Å2) mentioned above.

Another quantity suggested for predicting Δ𝐺np is the volume reduced by each residue
that gets buried inside the protein [58]. This quantity is somewhat different from the dimen-
sions of the residue itself, for technical reasons related to the way it was measured in the
study. The nonpolar free energy value measured in these studies was ~22 cal/mol per 1Å−3

of reduced space*1 [58–60]. This value differs from the values mentioned above by an order
of magnitude. How can this be explained? Li and coworkers encountered a similar problem
when studying the influence of the hydrophobic effect on protein-protein interactions [61].
The values they measured produced good correlations in some proteins, but not in others.
On the basis of the heterogeneity of protein-protein interfaces, the authors suggested that
the nonpolar free energy depends not only on the dimensions of the buried residue, but also
on its local environment.The protein core ismore homogeneous than protein-protein inter-
faces, and includes primarily nonpolar residues. Nevertheless, it, too, may include clusters
of polar residues, and even water molecules. Thus, nonpolar interactions within proteins
may differ in strength, depending on the local environment of the interacting residues.

4.2.2.2 Configurational entropy effect (−𝑇 Δ𝑆𝑐𝑜𝑛)
The loss of configurational entropy upon protein folding (Δ𝑆𝑐𝑜𝑛) includes two components:
the decrease in the number of accessible conformers*2, and the decrease in the free move-
ment of atoms within the energy well corresponding to each conformer [62]. The second
component is much smaller than the first, and is therefore neglected. Still, it is difficult to
quantify Δ𝑆𝑐𝑜𝑛 and the corresponding free energy change (−𝑇 Δ𝑆𝑐𝑜𝑛). Equation (4.10) re-
lates entropy to the number of possible configurational states of the system, which in the
case of proteins means the number of allowed conformations. Thus, by measuring or cal-
culating the decrease in the accessible conformational space upon folding, the magnitude
of the entropy change can be estimated. Studies using these methods have estimated the
penalty on decreasing the entropy to be around 4 to 6 cal/(molK)) per residue (reviewed
by [12,46]). At physiological temperatures (37 °C = 310 K), these values correspond to free
energy changes of 1.2 to 1.9 kcal/mol per residue. Similar values were obtained by spectro-
scopic studies (e.g. [63]), which are more direct, owing to their ability to track the allowed
conformations in both folded and unfolded states*3. Is this range of values to be expected?
Assuming that the surface area of an ‘average’ residue is ~100Å2 and the strength of the hy-
drophobic effect is −25 cal/(mol Å2), then the free energy gain due to burying one residue is
similar to, and slightly higher in magnitude than, the penalty paid due to the loss of entropy
of the protein chain. This coarse evaluation is in agreement with the suggestion made ear-
lier, namely, that the marginal stability of proteins results mainly from two opposing effects,
which nearly balance each other, with slight superiority of the folding-driving force*4.

*1Obviously, Equation (4.15) was not used in these measurements, as they refer to volume, rather than the
surface area of amino acids.

*2Conformers are inter-convertible conformations that correspond to an energy minimum.
*3Entropy changes in proteins can also be estimated experimentally based on the extent of sub-nanosecond

motions in the molecule [64,65], e.g., by using NMR spectroscopy [65,66].
*4Brandts reached a similar conclusion in 1964, following his studies on chymotrypsinogen [33,34]. However,

he concluded that the two opposable effects are entropy and enthalpy, when in fact the effects are both entropic
in nature.
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Another interesting question regarding the entropy changes of folding is to what extent
the main chain of the protein and the amino acid side chains contribute, respectively, to
these changes. It is difficult to determine these relative contributions experimentally, since
doing so requires the decomposition of the measured values into separate contributions.
As in other cases mentioned in this book, such problems can be solved, at least partially, by
using a computational approach. Certain computational models allow us to evaluate the de-
grees of freedom of protein atoms before and after folding. Using statistical thermodynam-
ics (Equation (4.10)), such data can be converted into entropy values. Studies using these
methods show that the loss of entropy following protein folding is more significant for the
backbone than for side chains [46,67]. This is indeed an unexpected finding, as the backbone
should inherently have fewer degrees of freedom to lose compared with the side chains*1.
One possible explanation for this finding is that the side chain atoms somehow retain sig-
nificant freedom of movement after folding. This is indeed the case for surface residues,
and to some extent for residues at subsurface locations (Figure 4.3). The atomic packing in
this region is far less tight than in the core, and the entropy change accompanying folding
is minimal. Core residues lose a significant portion of their movement capability, but the
overall change is moderated by surface and subsurface residues. In addition, the backbone
tends to acquire an ordered secondary structure after folding, and therefore the loss of its
entropy during folding is significant.

Electrostatic interactions (ionic, hydrogen bonds) and van der Waals interactions ex-
ist in both the folded and unfolded states of proteins. This suggests that such interactions
are not the dominant factors affecting protein folding and its stability. However, since their
magnitude is not necessarily equal in both states, they may still affect folding to some ex-
tent. The following subsections discuss our current knowledge regarding the role of these
interactions.

Buried

Sub-surface

Surface

FIGURE 4.3 Solvent accessibility of protein residues.The protein acetylcholinesterase (PDB en-
try 1acj) is colored by solvent accessibility, from yellow (most accessible) to dark blue (least acces-
sible). The front of the protein has been removed, to make the core visible. Surface, subsurface, and
core locations in the protein are marked.

*1This is because most side chains contain several single bonds, the movement around which is free.
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4.2.3 Electrostatic interactions (Δ𝐺elec)
In the protein’s unfolded state, electrostatic interactions occur between polar residues in the
polypeptide chain and the surrounding water. In the folded state, there are three types of
electrostatic interactions:

1. Interactions between polar residues at the protein surface and the surrounding water
molecules

2. Interactions between polar residues at the protein surface

3. Interactions between polar residues inside the protein core

The first type of interaction should not affect protein stability, as it also exists in the unfolded
state. Its main contribution is making the protein soluble in the cytoplasm or extracellular
fluid. The second type of electrostatic interaction is expected to have only a marginal influ-
ence on protein stability, due to the strong screening effect of the aqueous solvent in that
region*1.

The third type, namely, electrostatic interactions within the protein core, is the subject
of a long dispute. The issue has been investigated using different methods and approaches,
with emphasis on salt bridges and hydrogen bonds. Some studies have suggested that these
interactions stabilize the folded state [69–73], whereas others have demonstrated destabiliza-
tion [74–78]. The major difference between the folded and unfolded states with respect to
electrostatic interactions is the polarity of the medium in which the interacting charges re-
side; the unfolded chain is completely exposed to the high-dielectric solvent, whereas in the
folded state the atoms are desolvated and exposed to a mostly nonpolar environment. The
notion that electrostatic interactions involving opposite charges can be destabilizing seems
ridiculous at first; as any first year student knows, opposite charges interact favorably with
each other, and the interaction just becomes more favorable with the drop in the dielectric
of their environment, following Coulomb’s law. However, as explained in Chapter 1, this is
only part of the story. Electrostatic interactions include two different contributions: pair-
wise (Coulomb) interactions between the solute’s charges, and polarization (Born) interac-
tions between solute charges and those of the medium (Figure 1.13). The effect of medium
polarity on the two types of interactions is completely opposite: pairwise (Coulomb) inter-
actions are more favorable in nonpolar media, whereas polarization interactions are more
favorable in polar media [79], due to the lack of screening [80]. Since protein folding involves
desolvation of some charges, this process should involve a favorable change in pairwise en-
ergy (Δ𝐺Coul), and an unfavorable change in polarization energy (Δ𝐺pol). Thus, the total
effect of the electrostatic interactions on protein folding depends on the magnitude of the
Δ𝐺pol vs. Δ𝐺Coul components.

Hendsch and Tidor addressed this problem directly by using the continuum-solvent
(CS) model [22,81,82] (see Box 1.3) [77]*2. To determine the effect of ionic interactions on the
stability of folded proteins, the authors replaced specific pairs of buried salt bridges with
uncharged residues of similar size. Then, the electrostatic free energy difference (Δ𝐺elec)
between folded and unfolded states was calculated for both the wild-type (i.e., original) and

*1Although some challenge this notion [68].
*2As explained in Box 1.3, the CS model enables Δ𝐺pol to be calculated, thanks to the use of the dielectric

constant (Box 1.1), which is an average property of themedium. In comparison, explicit models of the protein-
water system require rigorous sampling of the system’s configurational space to obtain free energy values.
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mutated proteins. The results showed that the Δ𝐺pol of folding is, on average, 3.5 kcal/mol
larger than the Coulomb energy. The conclusion was, therefore, that salt bridges are unfa-
vorable to the folding of the polypeptide chain, due to the severe penalty on the desolvation
of protein charges. Similar results were recently obtained by García-Moreno and coworkers
using an artificial (engineered) ion pair [83].

The study of Hendsch and Tidor (and others mentioned above) seems to be in stark
contrast to studies demonstrating (i) stabilization of the folded state by electrostatic inter-
actions (see below), (ii) the prevalence of polar groups (neutral and charged) inside the
protein core [72,84], and (iii) hydrogen bonds being shorter [85] and stronger [86] as their envi-
ronment in the protein becomes less polar. How can these seemingly contradictory studies
be reconciled? The answer may have to do with the number and spatial organization of
charges within local areas of the protein core. As explained in Chapter 2, the transfer of a
single charge from water to a nonpolar environment of dielectric 4 leads to an increase of
~25 kcal/mol in the polarization (desolvation) free energy. However, the presence of more
than one charge inside the protein core may change that (Figure 4.4). That is, a few adja-
cent charges screening each other via salt bridges or hydrogen bonds may reduce the un-
favorable Δ𝐺pol to values that can be overcompensated for by the favorable Δ𝐺Coul. The
presence of water molecules in the region would decrease Δ𝐺pol further. Clusters of polar
groups in a confined region of the protein interior may be viewed as a high-dielectric mi-
croenvironment, in which the desolvation penalty is significantly lower. In fact, Schutz and
Warshel [71] estimated that suchmicroenvironmentsmay have dielectrics of up to 20, a value
that is 5 to 10 times higher than those normally assigned to protein cores [87,88]. Finally, the
organization of polar groups in clusters within the protein core may also strengthen the
favorable Δ𝐺Coul by adding more pairwise interactions.

These conclusions are supported by the study of Kumar and Nussinov [89], in which the
effects of more than 200 salt bridges on protein stability were investigated using the same
methodology used by Hendsch and Tidor. Kumar and Nussinov found that most of the salt
bridges were organized in clusters and stabilized the folded state of the protein. Other stud-
ies reached similar findings (e.g., [90,91]). This is probably true for hydrogen bonds as well,
which are highly common inside proteins [92–94] and tend to be bifurcated (i.e., have more
than one donor or acceptor) in certain instances [95]. Furthermore, hydrogen bonds tend to
be cooperative [96–98] and therefore stronger*1. In the study of Kumar and Nussinov, the av-
erage stabilization energy of a salt bridge was found to be −3.7 kcal/mol, but the total energy
range was between 0 and −7.5 kcal/mol. Other studies reached different values (e.g., [90,101]),
all within this range. Similar findings were reached by Pace and coworkers for hydrogen
bonds; the stabilization energy per bond was highly context-dependent (also see [86]), and
while the average valuewas about −1 kcal/mol, it ranged between 0 and−3.6 kcal/mol [72]*2*3.
The favorable contribution to stability was found to be similar for backbone and side chain
groups.

To conclude, it seems that while most electrostatic interactions inside proteins tend

*1Cooperativity of hydrogen bonds means that two or more such interactions that are close to each other
have a mutual strengthening effect. This phenomenon is not entirely understood and seems to result from
various effects, such as bond polarization and resonance ([99,100]).

*2Similar, yet smaller ranges were found by the research groups of Kelly (0 to −1.2 kcal/mol) [86] and
Schreiber (−1 to −1.5 kcal/mol) [90].

*3Note that charged hydrogen bonds are on average ~2 kcal/mol stronger thanneutral ones, and their energy
can reach −7 kcal/mol [102].
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to be stabilizing, the degree of stabilization is highly variable and context-dependent. It
depends on the identity of the atoms or groups involved in the interaction, their relative
geometry, and the nature of theirmicroenvironment. Tomake electrostatic interactions
as stabilizing as possible, evolution created clusters of polar residues that form interac-
tion networks, thus reducing the desolvation penalty for burying the charges. Another
way proteins may increase the stabilizing effect of electrostatic interactions is via long-range
effects. A recent study shows that such effects may be induced by partially solvent-exposed
charged residues [103]. This allows the protein to strengthen Coulomb interactions without
paying the full penalty for desolvation.

The data presented above suggest that electrostatic interactions may be favorable to pro-
tein folding, provided that the interacting groups ‘enjoy’ a certainmicroenvironment within
the protein core. Still, at least some of the numerous electrostatic interactions inside pro-
teins must be surrounded by a nonpolar environment, which means they are unfavorable
to folding. If so, why do these interactions appear at all inside protein cores [93,104]? There
seem to be two major reasons:

1. Functional importance: Polar residues are involved in key cellular processes executed
by proteins, such as enzyme-mediated catalysis, protein folding, and protein-ligand
binding [105–109]. In enzyme-mediated catalysis, electrostatic interactions have been
directly implicated in decreasing the activation energy barrier, which is the hallmark
of the catalytic process [110]. They do so, e.g., by electrostatically stabilizing the sub-
strate in its transition state, which is often charged. In fact, Schultz and coworkers

(A)

(B) (C)

FIGURE 4.4 Two views of charge desolvation during protein folding. In the unfolded state, pro-
tein charges (partial or full) are electrostatically screened by the surrounding water molecules (A).
Theoretically, during folding, these charges should be desolvated inside the protein core, losing the
screening of each of the charges (B). However, in reality, buried charges are almost always sur-
rounded by other charges, which provide at least partial screening (C).
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have already demonstrated this phenomenon in catalytic antibodies [111]. In enzymes,
the contribution of electrostatics to catalysis may even involve polar residues that are
not in proximity to the substrate [112]. These usually act indirectly, by affecting cat-
alytic residues in their vicinity. For instance, they may change the pKa of the catalytic
residues, thus changing their ionization state.
The most popular example for this mechanism is probably the catalytic cycle of ser-
ine proteases, described in Chapters 1 and 2. Briefly, these enzymes rely on a serine
residue as an initiator of a nucleophilic attack on the substrate, despite the fact that
Ser is a weak nucleophile [113,114]. The catalysis is made possible thanks to a nearby
His, which, by acting as a general base, decreases the pKa of the catalytic serine’s hy-
droxyl group, thereby allowing it to deprotonate and become a strong nucleophile.
Another pKa-related mechanism operates in the enzyme aspartic protease; a key Asp
at the active site must function as a general acid (i.e., donate a proton), despite the
fact that the local pH is higher than its pKa. This problem is solved by an adjacent
(negatively charged) Asp, which induces an increase of the first Asp’s pKa, thus ren-
dering it neutral [115].These examples demonstrate an important phenomenon in pro-
teins: structural stability may be partially sacrificed for functional reasons. This con-
clusion is supported by many studies featuring enzymes.[116] For example, by using
site-directedmutagenesis, Shoichet et al. showed that the catalytic residues themselves
are frequently responsible for the decreased stability [117]. It seems that in the long run,
such sacrifices of stability for functionality are worthwhile.

2. Structural importance: The primary driving force for protein folding is the hy-
drophobic effect, which also drives the aggregation of lipids into oil drops in soup.
However, hydrophobicity provides low structural specificity. That is, there are a num-
ber of folded conformations that have the same nonpolar free energy, and the protein
may shift among these conformations instead of being committed to one [118,119]. In
contrast, electrostatic interactions are highly specific, due to their strong dependence
on the local dielectric [104,105,120]. In other words, any change in conformation result-
ing in the breaking of electrostatic interactions (e.g., a hydrogen bond) leads to the
energetically unfavorable exposure of polar groups to the low-dielectric environment
of the protein core. Although possible, such an event is highly improbable (see Equa-
tion (4.3b)), which means it will rarely be observed. As a result, the native structure
of a protein, which is also the biologically active state, is maintained within a limited
range of allowed conformations. The importance of electrostatic interactions in pro-
moting the specific fold of the native protein is supported by the fact that artificial
perturbation of these interactions does not lead to complete denaturation of the pro-
tein, but rather to formation of a partially folded conformation*1, which has proper
topology, yet improper tertiary contacts [105]. It is also supported by the high conserva-
tion of buried hydrogen-bonding polar residues inside proteins [121]. Furthermore, the
conservation of these residues is higher than that of non-hydrogen-bonding (buried)
residues, and much higher than that of nonpolar residues.

Salt bridges should be particularly efficient in conferring structural specificity, due to the
charged groups constituting them. This may explain the high evolutionary conservation of

*1This conformation, termed ‘molten globule’, is considered to be the penultimate step of folding, just before
the native fold is acquired (see Chapter 5 for more detail).
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salt bridges within protein cores [105]. Nevertheless, specificity can also be conferred by other
electrostatic interactions, which are highly dependent on geometry.These include primarily
hydrogen bonds and, to a lesser extent, weaker interactions such as those involving the sulfur
atom of Met/Cys [122,123], 𝜋-𝜋 interactions between aromatic residues [124], and interactions
between aromatic residues and X−H groups (where X is S, N, O, and even C) [125].

4.2.4 van der Waals interactions (Δ𝐺vdW)
Like electrostatic interactions, van der Waals interactions exist in both the folded and un-
folded states of the protein. In the former state they occur mostly between protein atoms,
whereas in the latter they occur between protein atoms and those of the solvent. However,
these interactions are expected to be stronger in the folded state, because they are extremely
short-ranged, and thus optimized in the tightly-packed cores of proteins [44,126,127].This con-
clusion is supported by experimental studies (e.g. [128]). It is difficult to determine quanti-
tatively the van der Waals free energy difference between the folded and unfolded states,
since the measured values correspond to packing forces, which also include nonpolar com-
ponents. In addition, being extremely short-ranged, van der Waals interactions change dra-
matically between different regions of the protein, so the measured value is only an average,
with a large standard deviation. Nevertheless, several studies have used calculations to gen-
erate estimates of the van der Waals energy. For example, Karplus and coworkers calculated
the corresponding interaction energy of a methylene (−CH2-) group in the protein interior
as −3.1 kcal/mol [127], although this value is probably too high*1. Despite the uncertainty re-
garding the real van der Waals energy in proteins, most structural biophysicists consider
these interactions to be secondary to the hydrophobic effect as a driving force of folding [30].

4.2.5 Summary and conclusions
Numerous studies have provided uswith invaluable knowledge about the key physical forces
and energetics in proteins, and their effect on protein folding. However, accurate determi-
nation of the magnitude of those forces, even in relative terms, has always been lacking.
Measurements and calculations show that protein folding is driven primarily by the hy-
drophobic effect, and to a lesser extent, by van der Waals forces. These two are responsible
for the dense packing of protein cores, a hallmark of globular proteins. Electrostatic interac-
tions may either stabilize or destabilize the folded state of proteins, depending on the spatial
organization of charges, and on their local dielectric. In any case, electrostatic interactions
play important roles in proteins, and are largely responsible for their specific native confor-
mations; they make the native conformation(s) of a given protein stand out in comparison
to alternative, similar packing interactions.

Protein folding can therefore be described as a process that minimizes the exposure
of nonpolar regions to the surrounding aqueous solvent, while optimizing packing interac-
tions and hydrogen bonds.Thenative structure of a protein is the balance of those forces and
interactions. The main opponent to protein folding is the loss of configurational entropy.
The magnitude of this effect has not yet been accurately determined, but since the overall
stability of proteins is marginal, it is assumed to be comparable to that of the hydrophobic

*1As we saw earlier, the nonpolar ‘interaction’ energy corresponding to the same group has been estimated
as ~−1.5 kcal/mol by mutational studies [43,56–58]. The van der Waals energy is most likely smaller.
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effect. In that sense, it should be noted that the penalty due to the loss of configurational en-
tropy might be lower than initially assumed. This conclusion emerges from studies demon-
strating that the ‘unfolded’ chain contains a certain degree of secondary structure [129] (see
also [130–132]). A similar phenomenon is found in intrinsically unstructured proteins (see
Chapter 6), in which the polypeptide chain lacks organized tertiary structure, but still con-
tains certain secondary structures. These include mainly the polyproline II (PPII) helix [133],
which may comprise up to ~50% of the amino acid sequence [132–134].

It is yet to be determined why the PPII helix is so common in unfolded proteins. Espe-
cially confusing is the fact that this structure is not limited at all to proline-rich sequences.
The ‘popularity’ of the PPII helix may have to do with its intrinsically high configurational
entropy. Another suggestion is that the helix creates only a minor disruption of the solvent’s
structure (relative to other structures), and is therefore energetically preferred [131,135].

Interestingly, the value of the 𝜙 angle of PPII is similar to that of the 𝛼-helix, whereas the
value of the 𝜓 angle is similar to that of the 𝛽 conformation. Thus, PPII is, in a way, a hybrid
of the two most common secondary structures in proteins, which may also be the reason
for the relative ease with which 𝛼-helices and 𝛽-strands change into PPII during unfolding.

In any case, the above suggests that instead of a completely unorganized chain, the pro-
cess of unfolding produces a partially organized state, which involves the inter-conversion
of alternative secondary structures. This idea is also supported by the high crowding of
the cytoplasm [136]. Indeed, the intracellular environment contains very high concentra-
tions of molecules (~40% of it is dry material, and the concentration of macromolecules
is 300 to 400 g/L) [137,138]). Generally speaking, the crowding should stabilize the folded
structure via quinary interactions [139–141] (see Chapter 2), especially inside intracellular or-
ganelles, whose volume can be as small as 10−14 μl. However, the degree to which crowd-
ing affects the preference of the folded structure in cells is still under debate [142]. There is
also evidence that at least some proteins are destabilized inside living cells, presumably by
sequence- and context-specific interactions with certain cellular components that are yet to
be identified [143].

It is interesting to note that whereas the overall (thermodynamic) stability of most pro-
teins is within a relatively small range, their kinetic stability, which refers to their rate of
unfolding, can be quite diverse. Indeed, many proteins unfold within minutes or hours,
whereas some are ‘trapped’ in their native conformation and have unfolding half-lives of
weeks to billions of years [144–149]*1. This phenomenon results from high-energy transition
state(s) that separate the folded from the unfolded state (see Chapter 5), and which create a
virtually insurmountable barrier. This barrier does not affect the thermodynamic stability
of the protein, as the latter results only from the energy difference between the folded and
unfolded states. Kinetic and thermodynamic stabilities often correlate, but not always. For
example, when a certain part of 𝛼-lytic protease is removed, its thermodynamic stability
decreases significantly, yet it remains highly kinetically stable [150]. The trapping of kineti-
cally stable proteins in the native state reduces their ability to sample unfolded or partially
folded conformations, and therefore protects them from chemical denaturation (see follow-
ing section) and proteolysis by cellular enzymes, which act on partially folded proteins [151].
This testifies to the importance of kinetic stability and suggests that this trait was selected by

*1The subject of kinetic stability is more suitable for discussion in Chapter 5, which focuses on protein
folding and dynamics. However, since kinetic and thermodynamic stabilities are often confused we chose to
discuss this topic here.
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evolution to maintain proper activity of cellular proteins, as well as regulating it*1. A study
of kinetically stable proteins shows that they tend to have a rigid structure [145,152]. This may
result, e.g., from a large 𝛽-sheet content [145] or other structural characteristics that involve
long-range, distributed interactions [153]. Rigidity may increase kinetic stability by prevent-
ing the solvent watermolecules from accessing the weak points on the protein’s surface, thus
inducing partial (local) unfolding [145]. Indeed, kinetically stable proteins were also found
to have ‘reinforced’ surfaces as a result of stabilizing disulfide bonds and metal-involving
interactions [145]. Proteins that are not sufficiently rigid may still be rendered kinetically sta-
ble by oligomerization [145], post-translational modifications (see below), and, in the case of
membrane proteins, by interactions with the confining membrane. One example of a com-
mon post-translational modification that affects the energy landscape in membrane-bound
and secreted proteins, as well as the balance between the forces driving folding and those
opposing it, is glycosylation.

Although it is agreed that glycosylation stabilizes the structure of proteins, the exact rea-
son is not completely understood. In this respect, it is worth mentioning two very different
mechanisms of stabilization that have been proposed. The first is based on the stabiliza-
tion of the folded structure, resulting from glycan-induced repulsion of the solvent from
the protein surface [154]. The second mechanism is based on enthalpic destabilization of the
unfolded state [155]. That is, the bulky glycan residues interfere with the formation of favor-
able interactions between protein residues in the unfolded state alone, thus increasing the
magnitude of the folding free energy.

As discussed later on in Chapter 8, the same interactions that affect protein folding also
affect the binding between different proteins, and between different subunits of the same
protein. Nevertheless, there are some differences between the two cases. First, in the case
of binding, the loss of configurational entropy is supplemented by the loss of translations
and rotations of the binding partners [62]. However, these are much smaller in magnitude
compared to the loss of configurational entropy accompanying protein folding [156]. Sec-
ond, the geometric complementarity of atoms within the protein core, and therefore the
optimization of van der Waals and nonpolar interactions, is better than in protein-protein
or subunit-subunit interfaces. Third, the binding interfaces are more polar than the core,
which affects the energetics of the system in two opposite ways: on one hand, the nonpolar
driving force for protein-protein complex formation is smaller than that of protein folding.
However on the other hand, the desolvation penalty is lower in the former case, due to better
electrostatic screening [157].

4.3 PROTEIN DENATURATION AND ADAPTATION TO EXTREME
CONDITIONS

4.3.1 Denaturation as experimental tool
Protein stability has been studied formany years, using thermodynamics, spectroscopy, and
other approaches. In many of these, protein denaturation, rather than folding, is used for
assessing the different interactions stabilizing the native structure. Denaturation is defined
as a process in which proteins lose their activity due to changes in environmental condi-

*1It is possible that evolution selected kinetically stable proteins for roles requiring long periods of activity,
whereas less kinetically stable proteins were selected for roles requiring fast protein turnover (e.g., in signal
transduction networks).
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tions. However, this process always involves unfolding of the protein to some degree, in
accordance with the central structure-function dogma. Therefore, denaturation is usually
considered in structural studies as a reversal of protein folding. This assumption is inaccu-
rate as far as kinetics is concerned; although denaturation may ultimately lead to complete
unfolding, denaturation and unfolding do not necessarily take the same route. However,
since stability studies deal with free energy (a state function), the approximation is con-
sidered justified. Denaturation can be induced in the lab by changing some of the basic
environmental conditions, such as temperature, pH, ionic concentration, and pressure, to
extreme values that are incompatible with the folded structure of the protein. Such proce-
dures must be conducted carefully, to prevent the protein from undergoing harsh chemical
(covalent) changes.

4.3.1.1 Temperature-dependent denaturation
Changes in the environmental conditions of proteins may induce denaturation via differ-
ent paths. The most studied form of denaturation, i.e. thermal, takes place when the tem-
perature is elevated to ~45 °C or higher [158]. The increased heat absorbed by the protein is
converted into kinetic energy, which in turn increases atomic vibrations and other motions
within the protein. This weakens the noncovalent interactions stabilizing the protein, un-
til eventually the native structure is lost. A more thermodynamically-oriented explanation
would relate to the entropy difference between the folded and unfolded states. This differ-
ence is the main free energy component opposing folding, but it is usually not large enough
to fully counteract the other, pro-folding components (mainly, the hydrophobic effect). In
thermal denaturation, the added kinetic energy increases the configurational entropy of the
unfolded state much more than it increases that of the folded state. Given enough heat, the
entropy difference between the two states becomes large enough to overwhelm the pro-
folding components, resulting in unfolding.

Interestingly, nonpolar interactions, which are not inter-atomic interactions in the clas-
sical sense, also exhibit temperature-dependent behavior; at moderate temperatures they
result from changes in the entropy of the aqueous solvent (Δ𝑆𝑤𝑎𝑡𝑒𝑟) [28], as stated in Chap-
ter 1. However, at high temperatures they are driven by changes in the enthalpy of the sol-
vent (Δ𝐻𝑤𝑎𝑡𝑒𝑟) (although Δ𝑆𝑤𝑎𝑡𝑒𝑟 is still positive) [159,160]. This shift from an entropy- to an
enthalpy-driven process has to do with the decrease in Δ𝑆𝑤𝑎𝑡𝑒𝑟, induced by the heating; at
high temperatures, the kinetic energy of the water molecules surrounding the protein is sig-
nificantly large. This makes Δ𝑆𝑤𝑎𝑡𝑒𝑟 too small to drive the hydrophobic effect [30]. The latter
still drives folding, just by a different mechanism.

Denaturation may also occur at low temperatures (𝑇 < 5 °C), although in these cases it
is usually reversible. The loss of heat, which is the source of kinetic energy, is expressed as a
decrease in internal dynamics (vibrations, motions). This in turn leads directly to loss of ac-
tivity (see Chapter 5 on the role of dynamics in protein function). At freezing temperatures
(𝑇 < 0 °C), the increase in intra-water hydrogen bonds characterizing the formation of ice,
comes at the expense of protein-water bonds. This may lead to a loss of solubility and, as a
result, to aggregation and sedimentation of the protein [158]. This is why in cryo-EM meth-
ods the protein is frozen very fast, to prevent unfolding and aggregation. In addition, the
increase of salt concentration in the leftover liquid water may induce denaturation, e.g., via
pH changes (see the following subsection).



Energetics and Protein Stability ■ 379

4.3.1.2 pH-dependent denaturation
The activity of every protein reaches its optimum at a certain pH range. Outside this range,
changes occurring in the protein structure may lead to loss of function. The structural
change results from the influence of the pH on the ionization state of protein residues, as
explained in Chapter 1. Briefly, when the solvent pH is lower than the pKa of a residue,
the residue tends to be protonated. This renders the acidic residues Glu and Asp electrically
neutral, and the basic residues His, Arg, and Lys positively charged.When the pH of the sol-
vent is higher than the pKa of a residue, the residue tends to be deprotonated. This renders
the acidic residues Glu and Asp negatively charged, and the basic residues His, Arg, and
Lys electrically neutral. The loss of activity following pH changes may be direct, as a result
of changes in the ionization state of catalytic residues, or indirect, resulting from structural
changes. The latter involves an unfavorable change in the electrostatic free energy of the
protein’s folded state. For example, protonation or deprotonation of a charged residue may
disrupt a salt bridge in which the residue is involved, by rendering the residue electrically
neutral. Such a process would have two unfavorable consequences:

1. Weakening the Coulomb interaction between the two residues involved in the bond
would make the associated free energy (Δ𝐺Coul) less negative.

2. The lack of electrostatic screening for the other residue involved in the salt bridge,
which is still charged and exposed to the nonpolar environment, would make the
associated free energy (Δ𝐺pol) more positive.

It should be noted that the pH changemust be large enough to create an unfavorable ioniza-
tion state. This is because of the pKa shift that is often observed in protein residues, which
occurs to prevent the unfavorable state [12] (see details in Chapter 2).

4.3.1.3 Pressure-induced denaturation
Elevating the hydrostatic pressure of the protein environment increases the density of the
bulk water surrounding the protein and ‘pushes’ the water towards the protein. What hap-
pens next is a sort of reversal of protein folding; water molecules close to the protein surface
start to penetrate it and disrupt water-excluded cavities in its core [161]. This leads first to
partial exposure of the hydrophobic core [162] and then to full unfolding. Pressure-induced
denaturation seldom happens in ‘real life’. Although some organisms live in deep under-
water regions of the ocean where the pressure is high, they are adapted to such conditions.
Thus, pressure-induced denaturation is mainly a lab tool for studying proteins.

4.3.1.4 Chemical denaturation
Certain chemicals may cause denaturation in proteins.These can be separated into two gen-
eral groups. The first comprises organic solvents, which interact with nonpolar residues
inside the protein. These interactions stabilize the unfolded state of the protein and thus
increase the probability of unfolding. The second group of chemical denaturants includes
polar molecules, such as urea and guanidinium chloride. The mechanism by which these
chemicals cause denaturation is not entirely understood [12]. Being polar, they are expected
to interact with polar atoms in the protein, thus interfering with intra-protein polar interac-
tions [162–164]. However, their effect may be indirect, by disrupting the structure of the aque-
ous solvent (e.g. [165]). Such an event is expected to weaken the hydrophobic effect, which
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is responsible for protein stability. The latter mechanism requires high concentration of the
denaturing chemical, which is indeed the requirement in the case of urea.

Some polar chemicals have the opposite effect on protein structure, i.e., they stabilize it.
These molecules, called organic osmolytes, include sugars, amino acids, poly-alcohols, and
methylamines. In fact, the biological significance of organic osmolytes far exceeds the pro-
tection of protein structure; they are used by certain organisms living under extreme envi-
ronmental conditions, such as high temperature, pressure and dryness, as a means of main-
taining cellular pressure, neutralizing toxins and oxidative damages, reducing metabolites,
and protecting the plasma membrane [166]. Some of these chemicals, e.g., the extensively-
studied trimethylamineN-oxide (TMAO; (CH3)3N

+O– ), are also used for protecting proteins
against denaturation. The amphipathic structure of TMAO enables it to hydrogen-bond
with water, as well as to self-associate. Indeed, TMAO has been found to remain detached
from the protein, separated from it by a high-order layer of water. Although it is not entirely
understood howTMAO stabilizes the protein, amechanism based on the observed ordering
of the protein hydration shell has been suggested [166]; this action is expected to minimize
favorable protein-water interactions, forcing the protein to acquire a more compact (and
thus more stable) structure. Other osmolytes, e.g., diglycerol phosphate, act more directly,
by interacting with the protein electrostatically.

On the basis of the above, a unified mechanism has been suggested by Bolen and Rose
for the action of both denaturing and protecting osmolytes [41]. This mechanism revolves
around the ability of the protein backbone to form intramolecular hydrogen bonds. The
authors suggest that chemical denaturants such as urea (see above) interact favorably with
backbone polar groups, thus shifting the folding equilibrium backwards. In contrast, chemi-
cal protectors such as TMAO reduce the solvent’s ability to hydrogen-bond with the protein
backbone, thus shifting the folding equilibrium forward. This model has been supported
by several subsequent studies carried out by different groups. One study, which used in-
frared spectroscopy, demonstrated that TMAO’s stabilization effect has both enthalpic and
entropic contributions [167]. The enthalpic stabilization results from the decreased water-
protein hydrogen bonds, which results in increased hydrogen bonds between protein back-
bone groups. The entropic stabilization results from the crowding effect of TMAO on the
protein, which results in decreased conformational entropy of the latter.

4.3.2 Adaptation of proteins to extreme environments
In complex multicellular organisms, homeostasis enables proteins to exist in a virtually un-
changed environment, in which fluctuations of environmental conditions are rare [168]. Con-
sequently, proteins in these organisms are relatively protected from denaturation. This is
not the case for unicellular and simple multicellular organisms devoid of homeostatic ca-
pabilities. Their proteins are under a constant threat of denaturation, which may be irre-
versible when followed by aggregation and sedimentation. This is a real threat for the entire
cell; studies show that sedimentation of 28% of the proteins in a cell leads to its instant
death [169]. Fortunately, cells contain protective measures, such as molecular chaperones
and heat-shock proteins, which help denatured proteins refold before the process becomes
irreversible.

Certain organisms,many ofwhich belong to theArchaea kingdom, live constantly under
extreme environmental conditions [170]. They can be found in areas with high temperatures
(e.g., geysers), high salt concentration (e.g., the Dead Sea), or high pressure (e.g., the ocean
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floor). Since the proteins of these organisms are exposed constantly to extreme conditions,
their cellular protection mechanisms are insufficient to prevent denaturation completely.
The solution adopted by evolution was to change the sequence of these proteins, thus creat-
ing three-dimensional structures that can withstand harsh conditions without losing their
function. By comparing these proteinswith those taken frommesophiles (organisms that live
under moderate conditions), scientists are able to learn about the molecular determinants
of stability, without the need to mutate proteins or denature them. Adaptation to extreme
temperatures is the most extensively studied form of adaptation to extreme environments,
and will be the focus of the following paragraphs.

Organisms living at temperatures of 45 to 80 °C are called ‘thermophiles’, whereas those
living at higher temperatures (80 to 113 °C) are called ‘hyper-thermophiles’ [171]. Beyond
115 °C, life is not expected to exist, due to ATP degradation, although certain proteins have
been known to maintain their structures under higher temperatures. Indeed, the most ther-
mostable protein known, CutA1 from the hyper-thermophile Pyrococcus horikoshii, has a
melting temperature of 150 °C at pH 7 [172]. Protein stability studies usually reach similar
conclusions for thermophiles and for hyper-thermophiles; therefore, in what follows we will
refer to both as thermophiles. Such organisms live in warm springs, openings of volcanoes,
and hydrothermal vents on the ocean floor. As noted above, high temperatures increase the
structural dynamics inside proteins, eventually leading to the disruption of noncovalent
interactions, and hydrogen bonds in particular. Surprisingly, comparison of thermophilic
proteins to mesophilic proteins shows very few sequence-related differences. However, the
few differences that are observed have implications that can be interpreted as mechanisms
for increasing stability under high temperatures [173,174]. Although different thermophiles
use different strategies [175,176], there seem to be a few general trends:

1. Structural rigidification is achieved by increasing the percentage of Pro in the se-
quence (or decreasing that of Gly), and by adding aromatic residues in positions that
allow stacking interactions to take place [177]. Such changes act primarily by reducing
the configurational entropy of the unfolded chain [160]. This makes the unfavorable
entropy loss during folding smaller, and increases the fraction of folded proteins.

2. Strengthening the protein core is achieved by increasing the percentage of nonpolar
residues (primarily I, V, L, Y, W [178]) in core locations, as well as residues that sup-
port the formation of secondary structures [179,180]. Secondary-structure formation is
beneficial for two reasons. First, it reduces local chain motions. Second, it allows the
pairing of polar backbone groups in hydrogen bonds. As described in Chapter 2, this
reduces the exposure of these groups to the nonpolar core of the protein, thus stabi-
lizing it.

3. Strengthening electrostatic interactions inside the protein is achieved by increas-
ing the number of salt bridges [180,181]. As described above, the net contribution of
buried salt bridges to protein stability is under debate. The stabilizing effect of these
interactions in thermophiles may result from the fact that the desolvation penalty
associated with burying charged groups in a low-dielectric environment is smaller at
high temperatures, due to changes in water properties [182,183].The desolvation penalty
may further be decreased by formation of salt bridge networks, which optimizes the
electrostatic masking of the charged groups [184].

4. Strengthening protein-solvent interactions is achieved by increasing the percentage
of polar and charged residues at the protein periphery [176,181,185].
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It should bementioned that with respect to thermophiles, the term ‘adaptation’ is somewhat
misleading; geological and genetic evidence suggests that the first forms of life on earth were
similar to today’s thermophiles [171]. If this is true, then the original proteins were similar to
those currently present in thermophiles, and the adaptation taking place during evolution
involved getting used to living under moderate temperatures, instead of vice versa.

The adaptation of enzymes to high temperature is not just an academic issue. Indeed,
enzymes are used today commercially as catalysts in various industrial fields, including tex-
tiles, food, and pharmaceuticals [186–193]. While enzymes are usually used for their ability to
function under moderate conditions, some of the industrial processes involving enzymes
are carried out under harsh conditions, including high temperatures and alkaline pH. In
such cases, further ‘engineering’ is required to adapt the enzymes to their new environment.
In most cases, this involves increasing the enzymes’ thermostability. This issue is discussed
in Section 4.4 below.

Organisms living at low temperatures (𝑇 < 15 °C) are termed ‘psychrophiles’. These
include fish*1, insects, plants and microorganisms. As explained earlier, the proteins of such
organisms face the danger of losing their internal dynamics, leading to the loss of function.
In cases of solvent freezing, the proteins also face a decrease in solubility, due to the loss
of electrostatic interactions with the aqueous solvent. The adaptations observed in these
proteins include the following:

1. Increasing the internal dynamics is achieved by increasing the percentage of polar
residues at the expense of nonpolar residues at the protein core.

2. Strengthening the interactionwith the solvent is achieved by increasing the percent-
age of hydrogen-bonding residues at the protein’s periphery [194]. Interestingly, a sim-
ilar strategy is also used by psychrophiles to protect themselves on the physiological
level [195,196]. That is, these organisms produce antifreeze proteins (AFPs) that inhibit
ice formation in their bodily fluids by lowering the freezing point and raising themelt-
ing point of ice (the thermal hysteresis gap). This is done through the Gibbs-Thomson
effect, whereby the adsorption of AFPs causes an increase in the micro-curvature of
the ice [197]. A recent molecular dynamics study of an insect AFP shows that the ad-
sorption of the AFP to the ice is stereo-specific, virtually irreversible, and indirect; it
is mediated by a linear array of ordered water molecules that are structurally distinct
from ice [198].

4.3.3 Conclusions
Thermophile adaptation to high temperatures provides us with important insights regard-
ing the factors contributing to protein stability. The mechanisms of adaptation seem to sup-
port the principles emanating from thermodynamic measurements and calculations. These
studies show that the hydrophobic effect and chain entropy are the major free energy com-
ponents supporting and opposing protein structure, respectively. Indeed, these two factors
are the main targets of thermophile adaptation. The adaptation of psychrophiles also ad-
dresses these factors, although oppositely. Psychrophilic proteins face the danger of over-
stability due to low temperature, and their adaptations act to reduce stability by weakening
nonpolar interactions and strengthening polar interactions. Moreover, both thermophilic

*1These fish are usually found on the ocean floor, e.g., at the Earth’s poles.
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and psychrophilic adaptations act to strengthen protein solubility via polar interactions.
This issue is unrelated to protein stability, but still affects protein function. The issue of
solubility is important in thermophiles and psychrophiles, for different reasons. In ther-
mophiles, the added kinetic energy increases the dynamics of both protein and solvent
atoms, thus decreasing the likelihood of long-lasting hydrogen bonds between the two. In
psychrophiles, the reduced water dynamics increases the likelihood of long-lasting intra-
water hydrogen bonds, thus decreasing the chances of such bonds being established with
the protein.

4.4 STABILITY ENHANCEMENT OF INDUSTRIAL ENZYMES USING
PROTEIN ENGINEERING

4.4.1 Enzymes in industry
While enzymes are usually discussed with respect to their physiological roles in cells and
tissues, they also play a role in industry, as catalysts [186–193]. This topic is discussed in detail
in Chapter 9. Briefly, enzymes are used in different industries, such as the food (and feed),
textile, and pharmaceutical industries. For example, in the food industry enzymes are used,
among other things, for baking bread and making beer. In the textile industry they are used
for processing fabrics or as laundry detergents. In the pharmaceutical industry they may be
used for the synthesis of drugs, or as a drug itself. The industrial use of enzymes started a
few decades ago and gained popularity around the end of the 1980s, with the emergence
of large-scale fermentation and recombinant DNA technologies. The combination of these
methods enabled industrial scientists to produce large quantities of desired enzymes in large
containers termed ‘fermentors’.

The extensive use of enzymes relies on several advantages of these macromolecules over
simple catalysts, such as metals. First, enzymes display selectivity towards their respective
substrates and/or reactions (see Chapters 1 and 9). Second, they can be produced in large
quantities and in an unlimited fashion. Third, they are easily degraded. Fourth, they func-
tion under moderate temperatures and pH values. Fifth, their use does not involve the pro-
duction of contaminants. Sixth, as proteins, enzymes can be changed to increase stability,
efficiency, selectivity, etc. Although enzymes are still the exception rather than the rule in
industrial catalyses, there are many reactions in which the traditional simple catalysts have
been replaced by enzymes. Examples include the following [186]:

1. In laundry detergents, phosphates have been replaced with enzymes such as proteases
and cellulases (e.g., [189]). These are very efficient in degrading protein-based stains,
which are caused, for example, by blood, milk, egg, and sauces. In fact, alkali proteases
used as detergents account for over a third of the industrial enzymemarket.These pri-
marily include the bacterial serine proteases of the subtilisin family. The extensive use
of subtilisins is driven by their high stability, low substrate specificity (an advantage
in this application), and the ease with which they can be isolated.

2. In bread baking, lipases have replaced chemical emulsifiers.

3. In textile processing, amylases and pectinases have replaced sodium hydroxide.
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4.4.2 Enzyme engineering
Unlike cells and tissues, industrial fermentors often work under non-physiological condi-
tions.These include elevated temperatures, alkaline or acidic pH, and exposure to lipophilic
media (e.g., organic solvents). For example, laundry detergents usually work at pH 9 or 10,
in temperatures of 50 to 60 °C, and in the presence of oxidants that are derived from bleach-
ing agents [186]. Some enzymes, such as those isolated from extremophiles, are able to work
under some of these conditions. However,most other enzymes exhibit decreased catalytic
efficiency (e.g., due to oxidation of catalytic residues), decreased stability and decreased
solubility when exposed to harsh conditions. In such cases, it is necessary to modify the
enzyme to increase its tolerance. Engineering may also be used in enzymes working under
moderate conditions, in order to improve their basal activity.

Current technology enables scientists tomodify proteins very easily by introducingmu-
tations into the appropriate genes. Indeed, many industrial enzymes today are engineered
for different purposes. For example, almost all enzymes used as detergents are engineered
variants of the bacterial enzyme subtilisin. Whereas introducing the mutations is techno-
logically straightforward, it is highly challenging to determine which modifications are re-
quired in order to achieve a certain function. Two general approaches are used to solve this
problem. The first is rational. That is, scientists use their own experience and the extensive
data collected on the functional outcomes of different mutations in order to design specific
changes in the enzyme [18]. This approach works best when a small number of point mu-
tations suffices to create the desired effect. A classic example is the use of a single residue
replacement to protect subtilisin in laundry detergents from oxidation [199]. As explained
above, detergent enzymes are often inactivated by oxidative damage cause by the bleach-
ing agent (e.g., H2O2). Specifically, the oxidation tends to damage certain residues, such
as Met, which is oxidized to sulfoxide. In the cited case, Met 222, which is adjacent to the
functionally important residue Ser 221, was replaced by residues that are not oxidized by the
bleaching agent (Ser, Ala, and Leu). This rendered the enzyme resistant to oxidation-related
inactivation.

The second approach is to randomly introducemutations in the enzyme, and to apply se-
lective pressure to isolate the fittest mutants.This ‘directed evolution’ [186,200–203] approach has
become very popular in the last decade, especially with the development of high-throughput
selection methods. Directed evolution is recommended for cases in which the desired func-
tion can only be obtained by introducing more than just a few mutations. In these cases,
the interplay between the numerous mutations is difficult to predict using the rational ap-
proach, and the desired combination is more likely to be discovered through the blunt force
of random mutagenesis. In most applications, however, the best approach is to combine
the rational approach with directed evolution (a semi-rational approach). In line with the
structure-function view of this book, we focus on the rational design of enzymes.

4.4.3 Rational engineering of enzymes for increased stability
Increasing the thermostability of enzymes*1 is a general goal of industrial scientists, regard-
less of the specific role intended for the enzyme. This is because more stable enzymes have
a lower turnover rate, which means a longer shelf life [18]. In addition, enzymes intended
for processes involving high temperatures must possess higher thermostability compared

*1Usually expressed as 𝑇50, which is the temperature required for reducing the enzyme’s activity by 50%.
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with the average cellular enzyme. Elevated temperatures may be necessary for several rea-
sons, such as increasing substrate solubility or reducing the risk of microbial contamination
(particularly in the feed industry).

Rational protein engineering has benefited greatly from two types of studies:

1. Mutational studies on enzymes such as subtilisin [204]. These studies have analyzed
different aspects of enzyme structure and function, including stability.

2. Studies comparing enzymes from mesophiles with their thermophilic homologues,
in terms of both sequence and structure.

Both types of studies have reached similar conclusions about the changes proteins may un-
dergo to increase their thermostability, as described in Subsection 4.3.2 above. These con-
clusions point to general approaches that are likely to increase protein stability without in-
ducing conformational changes that might lead to loss of function (Figure 4.5a): (1) reduc-
ing the entropy of the unfolded state (rigidification) by introducing Pro residues, eliminat-
ing Gly residues, introducing aromatic residues, or creating disulfide bonds, (2) strength-
ening the protein’s core by introducing nonpolar residues, (3) strengthening electrostatic
interactions inside the protein by increasing the number of salt bridges, (4) introducing
residues that promote 𝛼-helical formation, and (5) strengthening protein-solvent interac-
tions. The last approach suggests that the protein surface, mainly in terms of electrostatic
interactions, is important for protein stability. This suggestion is indeed supported by dif-
ferent studies [68,205–208]*1. This may seem counter-intuitive at first. It does, however, make
more sense when considering the following. Many enzymes, especially when put in indus-
trial fermentors, do not unfold reversibly. Instead, they undergo an unfolding step followed
by an irreversible process, such as aggregation or autolysis [18]. Studies show that the first un-
folding step is partial, and suggest that it involves the protein surface (e.g., [209–211]). In such
cases, it is worthwhile to focus on this region of the protein when attempting to increase sta-
bility by introducing mutations. Indeed, the same conclusions were reached through muta-
genesis studies of extensively investigated enzymes, such as thermolysin, thermolysin-like
protease (TLP), subtilisin, and 𝛼-amylase (see [18] for references) (Figure 4.5b).

Although the effect of the protein surface on stability results mainly from electrostatic
interactions that are either introduced or eliminated by mutations, nonpolar effects also
seem to be important. For example, near-surface nonpolar clusters have been found to be
particularly stabilizing when appearing in 𝛽-sheets [98,212,213]. Presumably, the stabilization
results from the strengthening of interactions between adjacent strands, by these clusters [18].
Nonpolar surface residues may stabilize the protein even when adjacent to polar residues,
provided that the latter have large enough aliphatic or aromatic side chains, with which the
nonpolar residues may interact favorably (e.g., [214]). Finally, stability may also be affected
by ion binding; in some Ca2+-dependent proteases, such as TLP [215,216] and subtilisin [204],
mutations that strengthen the Ca2+-binding capability of the enzyme also stabilize it (Fig-
ure 4.5b).

While the insights outlined above have improved our understanding of protein stabil-
ity and greatly improved the success of rational protein design, some aspects of stability
remained unclear. For example, some studies demonstrate the cumulative contribution of

*1This was reflected in the > 1 kcal/mol increase in the stability of the investigated protein upon introduc-
tion of single mutations that created or optimized pairwise Coulomb interactions.
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many point mutations to the stability of different proteins, whereas other studies show that
a small number of mutations (or even a single one) may be sufficient to produce very large
stability differences (e.g., [217]). Another aspect that complicates the design of stabilizing
mutations is the tendency of enzymes in an industrial environment to unfold in two steps:
partial (local) unfolding, followed by aggregation or autolysis. As a result, mutations de-
signed to affect the overall (thermodynamic) stability of the enzyme are likely to affect only
its kinetic stability, which is associated with the first step (unfolding). For protein engi-
neers, this means that instead of focusing on globally stabilizing mutations, it is necessary
to target local regions that participate in the first step (and therefore promote the second).
These regions include, e.g., surface regions that unfold and externalize nonpolar residues,
and therefore promote aggregation [18]. The partial unfolding of the protein also creates a
problem of non-additivity. That is, introducing two stabilizing mutations does not neces-
sarily mean that the effect of both will be the sum of the effect of the individual mutants.
The reason is that the two mutations may reside in different regions of the protein, each
participating in the unfolding process to a different extent.

Despite these issues, protein engineering is considered a success, especially in confer-
ring increased stability to proteins used by industry. Several groups have taken the concept
of engineering a step further and developed automated computational methods for pro-
tein redesign (see reviews in [218–223]). Their approach can be viewed as the inverse of pro-
tein structure prediction (see Chapter 3). Whereas the latter aims to find the most probable
structure for a given sequence, protein redesign methods look for the ‘best’ (e.g., the most
stable) sequence yielding a required structure.

(a) (b)

FIGURE 4.5 Stabilizing mutations in subtilisin. (a) The structures of both wild-type (magenta)
and mutated (blue) subtilisin BPN′ from Bacillus amyloliquefaciens are shown in a ribbon repre-
sentation. As can be clearly seen, no significant structural changes are induced by the mutations.
(b) The mutated subtilisin BPN. The six mutations shown (as atom-type colored spheres) have been
found to confer the highest degree of stabilization to the protein: N218S, G169A, Y217K, M50F,
Q206C, and N76D. The change of stability is represented by the free energy change of unfolding, as
measured by differential scanning calorimetry [224]. Each individual mutation increased stability by
0.3 to 1.3 kcal/mol, and together they increased stability by 3.8 kcal/mol. The image demonstrates
the surface location of all themutations save one, and the proximity of some to the two Ca2+ binding
sites (the two cations are colored gray).



Energetics and Protein Stability ■ 387

4.5 SUMMARY

• To understand how proteins fold and maintain stability, it is necessary to consider the
ways in which they respond to the physical forces acting on their atoms. This energy-
centered view underlies the field of structural biophysics.

• Thebiophysical approach to studying protein structure and function requires not only the
characterization of the physical forces acting on the system, but also their direction and
probability. This is done using thermodynamics, which describes the free energy content
of the system in different states and under different conditions. Spontaneous processes,
such as protein folding, always involve a drop in the free energy of the system, which is
measurable.

• The free energy of a system has two major components: enthalpy, which results from the
formation and breaking of chemical bonds or physical interactions, and entropy, which
reflects the disorder in the system. Referring to these components helps understanding
some of the changes occurring in a system when a protein folds or binds to a ligand.
However, in order to understand the molecular details of these processes, the total free
energy changes that accompany them must be interpreted in terms of distinct physical
forces.

• Numerous studies have been carried out with the goal of deciphering the molecular and
energy changes accompanying protein folding.These studies used both experimental and
computational approaches, and offered different interpretations for the measured and
calculated thermodynamic quantities they obtained. All of these studies indicate that pro-
teins have marginal stability, which allows them to maintain both their native fold and
dynamic nature, both of which are important for function. The studies also agree that
protein folding is driven primarily by the hydrophobic effect, and to a lesser extent by
van der Waals interactions.

• However, the exact magnitude of these effects is still unclear. Furthermore, the effect of
electrostatic interactions on the folding and stability of proteins is under intense dispute.
Not only is their magnitude unknown, but even their direction is a matter of disagree-
ment. These problems account, at least partially, for the inability of current energy-based
algorithms to predict the native folds of most proteins on the basis of their sequence.

• One of the phenomena that best illustrates the different aspects of protein stability is
the adaptation of certain biological organisms to environments characterized by extreme
conditions (temperature, pressure, salinity, pH). Such organisms, termed ‘extremophiles’,
have undergone evolutionary processes that changed the sequences of their proteins to
render them resistant to these conditions. By comparing the sequences of such proteins to
those of their moderate homologues, scientists have gained important insights regarding
the factors that affect protein stability.

• Enzymes’ catalytic efficiency and selectivity havemade themdesired targets for numerous
industrial applications. Indeed, enzymes are used today in the textile, food, and pharma-
ceutical industries, as well as in other industrial fields. Inmany cases, these enzymesmust
function under less-than-favorable conditions. To enable them to do so, scientists apply
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the knowledge accumulated on protein stability and engineer the enzymes using recom-
binant DNA technology. In recent years, this exciting field of protein science has taken
a step forward in the form of automated algorithms used for enhancing enzyme stability
and catalytic power.

EXERCISES

4.1 A room-temperature chemical reaction in which substrate A is turned into the prod-
uct B at atmospheric pressure involves a change of −5 kcal/mol in the standard free
energy. When the reaction reaches equilibrium, the concentration of A is 0.01mM.
Calculate the equilibrium concentration of B considering a 1:1 reaction stoichiome-
try.

4.2 A chemical reaction was carried out at 25 °C (room temperature) and under constant
pressure. At equilibrium, the change in free energy was measured as −3 kcal/mol, and
the reaction released 5 kcal/mol of heat, as measured by calorimetry. Calculate the
change in entropy that accompanied the reaction.

4.3 Protein folding is a favorable process. Yet, it decreases the entropy of the polypeptide
chain, in contrast to Nature’s tendency to increase entropy. Explain how this seeming
contradiction is possible.

4.4 What is the source of disagreement between scientists regarding the favorability of
electrostatic interactions between protein core charges?

4.5 Is the loss of entropy upon protein folding equal among all parts of the protein? Ex-
plain.

4.6 Explain themechanism through which high temperature disrupts the folded structure
of a protein. How does Nature solve this problem for hyper-thermophilic organisms?

4.7 A. List a few industrial uses of enzymes.

B. Pick one example and elaborate.

4.8 Suggest ways to stabilize the structure of a mesophilic protein in acidic environments.
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Protein Dynamics

5.1 INTRODUCTION

From the end of the 19th century until the middle of the 20th century, scientists perceived
proteins as rigid entities, following Emil Fischer’s ‘lock and key’ model [1]. The model origi-
nated in Fischer’s attempt to explain the substrate specificity of proteins acting as enzymes.
He posited that specificity is the result of rigid geometric complementarity between the
three-dimensional structures of the enzyme and of its substrate. The static view of pro-
teins changed when Daniel Koshland, who also studied enzyme specificity, proposed the
‘induced fit’ model [2]. Koshland suggested that an enzyme undergoes limited conforma-
tional changes to create a better fit between its structure and that of its substrate*1. Although
the current view of protein behavior is more complex than Koshland’s, numerous studies
have demonstrated that different structural changes take place in proteins [4–6], thus estab-
lishing these macromolecules as dynamic entities. Theoretically speaking, this realization
is hardly surprising; the basic polymeric structure of proteins consists of many potential
hinges of motion. These are mainly backbone and side chain single bonds, the movement
around which is limited only by steric hindrance. Indeed, protein dynamics is characterized
by a diverse set of atom and group motions, within a large range of time (10−15 to 104 sec),
amplitude (0.01 to 100Å), and energy (0.1 to 100 kcal/mol) [6–9] (Table 5.1).

Most importantly, many of the inherent motions in proteins occur on the timescales of
central biochemical processes [8–10]:

1. Vibrations and local motions (10−15 to 10−10 sec) – correspond to chemical events that
occur during enzyme-mediated catalysis. These events include:

• The making or breaking of covalent bonds (10−14 to 10−10 sec)
• Formation of hydrogen bonds (10−12 to 10−10 sec)
• Transfer of electrons, protons or hydride ions between chemical groups

(10−12 sec = 1 ps)

2. Motions of large side chains, secondary elements, and domains (10−9 to 10−3 sec) –
correspond to the following:

• Proton transport (10−9 to 10−4 sec)
*1In fact, the adaptability of proteins to their bound ligands via conformational changes was already sug-

gested in 1950 by Karush, for serum albumin [3], but the exact mechanism underlying this adaptability was
slightly different from the mechanism proposed, as described below.
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• Electron tunneling (10−9 to 10−4 sec)
• Water structure reorganization (10−8 sec)
• Ligand binding (10−8 to 101 sec)
• Local denaturation (10−5 to 101 sec)
• Allostery (10−5 to 1 sec)*1

The compatibility between the timescales of protein motions and biological processes im-
plies that, as most protein scientists today agree, the inherent dynamics of proteins is im-
portant for their function [11,12]. Indeed, when the dynamics of a protein is slowed down
through temperature reduction, the protein’s activity diminishes as well. Most of the more
detailed evidence connecting protein dynamics and function is based on observations car-
ried out on relatively long timescales. For example, in many enzymes the rate of catalysis is
set by conformational changes needed for the correct positioning of catalytic residues with
respect to the substrate, where the changes occur at the secondary structure level [10]. An-
other example is substrate and ligand-binding (or releasing) processes, which require con-
formational changes leading to the opening or closing of protein segments acting as gates.
Indeed, many enzymes tend to undergo dynamic changes that close their binding sites upon
substrate binding [13]. This closure completely or partially prevents the solvent from access-
ing the binding site. In doing so, it strengthens protein-ligand electrostatic interactions that
may be important for catalysis, and also reduces the solvent’s ability to interact with the
substrate at the expense of binding site groups (competing interactions). Although all of
the above represent long-range dynamics, short motions in proteins, from concerted vibra-
tions of covalent bonds to motions of small side chains, are also known to contribute to the
overall dynamics and function of the protein.

TABLE 5.1 Timescales of motions in proteins. The data are taken from [8–10].

Type of Movement Example Timescale (sec)

Local motions • Overall 10−15–10−6

• Bond vibration 10−15–10−13

• Elastic vibration of globular region 10−12–10−11

• Methyl group rotation around
connecting bond to molecule

10−12–10−9

• Rotation of surface side chains 10−11–10−10

• Hinge bending at domain interfaces 10−11–10−7

• Loop movement FV 10−9–10−6

• 𝛼-helix formation 10−8–10−7

Rigid body motions • Helix, domain, subunit 10−9

Motions of large domains 10−6–10−3

Protein folding 10−6–10−4

*1See details in Subsection 5.3.2.1 below.
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The types of motions that can be found in proteins are also diverse, and include hinge
motions, rotations, translations, and even the folding and unfolding of secondary and
super-secondary elements. Hinge motions (Figure 5.1), which occur on the ns (10−9 sec)
timescale, are particularly common in proteins, and usually involve proline or glycine
residues (e.g. [14]). Moreover, in many cases, this type of motion can be assigned a spe-
cific function. For example, in motor proteins such as myosin, the hinge motion is utilized
for the conversion of chemical energy (ATP) into mechanical force. In many enzymes, this
type of motion is used for the transduction of allosteric changes, e.g., by opening or clos-
ing active site gates, thus changing the site’s availability to the substrate [15]. Indeed, protein
hinges have been shown to be evolutionarily conserved, which confirms their general
functional importance [16]. It is difficult to demonstrate all protein-related motions in the
‘static’ format of this book. For a more extensive and visually clear presentation of pro-
tein motions, we recommend the molmovdb database [17], which can be easily accessed via
the Internet*1. The database provides information on the various motions in their biologi-
cal context, as well as animations illustrating the motions using experimentally-determined
structures of proteins. A more focused view can be found in the accompanying paper [4].

The field of protein dynamics focuses on two main topics: folding kinetics and the dy-
namics of the folded state. The interest in a protein’s folded state (or states) is obvious, as
the folded state is the biologically active state. Studies in this field focus on dynamics in the
μs–ms (10−6 to 10−3 sec) range, for two reasons. First, this range corresponds to biological
processes such as enzyme-mediated catalysis, protein-protein interactions, and signal trans-
duction [6,18]. Second, motions within this range can be studied in a straightforwardmanner
with existing methods [6,18] (see below). Folding kinetics may not relate to protein structure

FIGURE 5.1 Hinge motion in adenylate kinase. The motion of the loop in the upper-left region
is illustrated by superimposition of the two conformations of the proteins (PDB entries 2eck, 4ake).
The hinge region is circled.

*1http://www.molmovdb.org. The database is maintained by Mark Gerstein’s group at Yale University.

http://www.molmovdb.org
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or function*1; however, an understanding of this topic can provide further insights into the
behavior of proteins, and can also contribute towards improving the performance of com-
putational algorithms attempting to predict protein structure. In addition, characterization
of the folding process may assist in the understanding (and perhaps even the treatment) of
pathologies that are related to protein misfolding (see Box 5.1).

5.2 PROTEIN FOLDING

5.2.1 Kinetic aspects
5.2.1.1 Levinthal’s paradox and energy landscape theory
Proteins fold at different rates, and these rates are distributed over a range of eight or-
ders of magnitude [20]. Studies show that the folding rate correlates not only with protein
size [21]*2, but also with the topology of the protein’s native fold [22]. That is, fast-folding
proteins, i.e., proteins with a folding rate on a nanosecond timescale, tend to have larger
proportions of local secondary elements (𝛼-helices, 𝛽-turns) compared with slower-folding
proteins, whereas slow-folding proteins tend to have larger proportions of global elements,
namely 𝛽-sheets [22]*3. Nevertheless, proteins with the same topology may substantially dif-
fer from each other in their folding rates [23]. This implies that the rate is affected by addi-
tional factors, such as the connectivity of secondary elements.

The thermodynamic approach discussed in Chapter 4 requires a simple consideration
of protein folding as a two-state process (folded and unfolded). In many proteins, especially
the small ones, such a simplistic view may seem justifiable, mainly since protein folding is a
highly cooperative process. However, in others the folding may be much more gradual [24].
This is particularly true in proteins of 100 residues ormore, which constitute ~90% of all cel-
lular proteins [25]. Theoretically, the gradual nature of protein folding is hardly surprising, as
the folding process includes numerous intermediate states, resulting from the large number
of degrees of freedom in the protein. This very large number of degrees of freedom seems to
be incompatible with the extremely high folding rate measured in most proteins. This prob-
lemwas presented in 1968 by Cyrus Levinthal, and was named ‘Levinthal’s Paradox’ [26].The
paradox can be presented as follows.
Assuming that the protein folding process involves the free sampling of all possible con-
formations of the protein (i.e., of each residue independently), and that each residue has at
least 3 states, then the folding of a 100-residue protein is expected to sample 3100 = 5 × 1047

conformations. Now, if we assume that it takes the protein 1 ps to sample a single confor-
mation, then the time it takes to sample all possible conformations in order to find the right
one should be 3100 ×10−12 sec = 5 × 1035 sec = 1.6 × 1028 years.This period of time is about
1018 times longer than the age of the universe, and therefore cannot be reconciled with the
extremely short period of time it takes most proteins to fold in real life, i.e., between one ms
and a second [27–29]. Hence, the paradox.

*1As Anfinsen has demonstrated, the structure of the native state essentially depends on the sequence of
the protein, and not on its folding process [19].

*2It has been shown that the folding time increases exponentially with the square root of the number of
amino acids [21].

*3Helices and turns are considered to be local because they typically extend along a short segment of amino
acids. Conversely, 𝛽-sheets are more global because they bring together segments that are separated from each
other in the sequence.
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So, how can this paradox be settled?The obvious answer is that proteins do not actually
sample all possible conformations to get to the right one. Rather, they fold in a cooper-
ative manner, in which each step further limits the folding possibilities of subsequent
steps. Indeed, studies carried out in the 1980s and onward byDill,Wolynes, Bryngelson and
others confirm that the folding process, which involves the formation of residue-residue
interactions and compact secondary structures [30]*1, considerably lowers the number of
conformations available to the protein, as it proceeds [31]. Furthermore, studies of protein-
protein complexes show that folding cooperativity depends not only on backbone connec-
tivity, but also on tertiary contacts [32]. Protein folding cooperativity is depicted graphically
by the widely accepted [33–37]energy landscape theory, which describes the folding process
as an energy-entropy funnel (Figure 5.2). Each of the conformations involved in the folding
process is represented as a single point on a hyper-plane, plotted according to its energy
and entropy values. Together, the conformations form the funnel shape. The plot can be
presented in two or three dimensions, depending on the amount of information available.
In any case, the funnel shape calls attention to the following key aspects of folding:

1. The folding process involves a decrease of both energy and entropy of the pro-
tein. The folding is completed when the lowest energy conformation of the protein
is reached. Thus, the protein’s native structure constitutes the global minimum of the
landscape. This is because the native structure is able, for the most part, to avoid en-
ergy ‘frustrations’, which result from unfavorable atom-atom interactions and other
energy conflicts*2.

2. The folding process involves many local energy minima separated by high-energy
barriers*3. This property is reflected in the ragged surface of the funnel. Each inter-
mediate constitutes a barrier that has to be overcome in order for the folding process
to continue and reach completion (i.e., the global energy minimum). The barriers
constitute a kinetic obstacle; they do not change the overall free energy difference be-
tween the folded and unfolded states, but rather the time needed for the protein to
fold. The inverse dependency of the folding rate on the height of the barriers (𝐸𝑎) is
exponential, as described by the Arrhenius equation that is mentioned in Chapter 1
(Equation (1.1)). Each of the local minima in the energy landscape involves favorable,
yet non-native interactions. As such, these minima constitute potential kinetic traps
for the folding process. Thus, the folding process is burdened by two needs: (i) over-
coming the energy barriers, and (ii) avoiding getting trapped in localminima. It seems
that evolution has selected protein sequences that have relatively smooth energy land-
scapes, which allow them to fold in a physiologically relevant amount of time [30].

3. Thefolding processmay take different paths; this is also reflected in the ragged form
of the funnel.

*1As explained in Chapter 2, the formation of secondary structures creates intramolecular hydrogen bonds
that are energeticallymore favorable than the backbone-water hydrogen bonds dominating the unfolded state.
The favorable residue-residue interactions formed during folding act more locally to optimize the structure
within the limitations already set by the secondary elements.

*2This is following Bryngelson and Wolynes’ principle of minimal frustration [34].
*3See Chapter 3 for definition of energyminima and barriers. Here, high-energy barriersmean barriers that

are over 1𝑘𝑇 (~0.6 kcal/mol).



402 ■ Proteins: Structure, Function & Motion

(a)

(b)

FIGURE 5.2 Thefolding energy landscape in two (a) and three (b) dimensions.Thegreen shapes
in (a) represent the polypeptide chain of the folding protein.The funnel shape of the curve reflects the
simultaneous decrease in energy and entropy of the protein during its folding. (b) Adapted from [38].
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5.2.1.2 Folding models and mechanisms
The energy landscape theory provides a general solution to the protein folding paradox. In
order to understand this solution thoroughly, one has to address the kinetics of the process,
that is, to follow the time-dependent change in protein structure, including the high-energy
intermediate conformations, while the protein folds. This has always been a problem for
protein scientists, asmany of the intermediate conformations, being of similar energy, inter-
convert very quickly, i.e., appear for only very short periods of time. Classical experimental
methods usually provide time-averaged information rather than detailed data on individual
fluctuations, especially when the latter are extremely short-lived. In recent decades new and
sophisticated methods have been developed, providing partial or complete solutions to this
problem.These include spectroscopicmethods, such as nuclearmagnetic resonance (NMR)
spectroscopy, electron paramagnetic resonance (EPR) spectroscopy, and laser-based meth-
ods, as well as others [20] (see Section 5.4 below). In addition, scientists learned how to reg-
ulate the conditions of the measurements so as to slow down the folding rate, to an extent
that enabled them to trap individual high-energy intermediates. Taken together, these de-
velopments have enabled scientists to gain ample knowledge about folding, although not to
the extent of having a single description of the process. Instead, several models have been
proposed to describe the kinetics of folding [20,39] (Figure 5.3). For example, the ‘hydropho-
bic collapse’ model is based on the idea that the hydrophobic effect is the major driver of
protein folding. The model proposes that proteins fold in two steps. In the first, the hy-
drophobic effect induces the collapse of nonpolar parts of the protein to form a compact,
partially folded conformation. In the second step, secondary structures are formed, and the
partially folded structure samples the limited conformational space available to it, which
allows it to complete the formation of the proper tertiary contacts that characterize the na-
tive fold. Electrostatic interactions are particularly important in this step, as they determine
the specific conformation of the native state. Supporting this idea is the observation that
when these interactions are perturbed by lowering the pH, the protein tends to remain in
the partially folded state [40]. During the protein folding process, different thermodynamic
intermediates are formed. One of these, which is often mentioned in folding studies and
seems to appear towards the end of the process, is called the ‘molten globule’ [41]. This is a
compact conformation with a secondary structure similar to that of the native fold. How-
ever, it lacks proper tertiary organization, to the extent of exposure of nonpolar residues to
the aqueous solvent. In particular, the side chains tend to be loosely packed and therefore
have a high degree of freedom [42]. These abnormalities make the molten globule state less
stable than the native state, and it therefore tends to change into the latter at the end of the
folding process.

One of the supporting studies of the hydrophobic collapsemodel comes frommolecular
dynamics (MD) simulations, carried out so as to follow the folding of a 36-residue sequence
taken from the protein villin [43]. The simulation managed to cover 0.3ms of the folding
process, during which the unfolded structure collapsed quickly (after 20 ns) into a more
compact form. After the collapse, the resulting structure underwent fine-tuning for about
5 μs, until themost stable conformation was achieved. Interestingly, the rate-limiting step of
the folding process was the formation of an interaction network between aromatic residues
in the core of the protein. Compared with simulation results, experimental support for the
hydrophobic collapse model is much more difficult to obtain, as the collapsed intermediate
is hard to isolate.
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(a)

(b)

(c)

FIGURE 5.3 Proposed models for protein folding. (a) The framework model. (b) The hy-
drophobic collapse model. (c) The nucleation–condensation model. The green shapes represent the
polypeptide chains whereas the black cylinders are 𝛼-helices, representing secondary structures.

Unlike the hydrophobic collapsemodel, the ‘framework’ (a.k.a. diffusion-collision [44]) model
proposes a more gradual process of folding, following the hierarchy of protein struc-
ture [20,45,46]. That is, the local (secondary) structures are formed first in the different regions
of the chain, then complex folds, domains, and finally the complete tertiary fold.The tertiary
contacts between residues stabilize the secondary elements, which are of marginal stability
in isolation [20]. The framework model is attractive in the sense that, by allowing secondary
elements to be formed first, it achieves the following:

1. Enthalpic optimization by creating local, energetically-favorable interactions.

2. A chance for the protein to ‘pay’ the entropic price of folding in two ‘installments’.

3. A plausible solution to Levinthal’s paradox: initial formation of local structures elim-
inates the need to sample irrelevant conformations later. When the second step com-
mences (i.e., global folding), the protein has a much smaller conformational space to
sample.

This model has been used to describe the folding of some proteins, such as myoglobin [47,48],
barnase [49], and the 𝜆 repressor fragment [50]. In addition, an NMR study of the 𝛼-helical
protein BBL shows that when the protein is heated, the first interactions to be lost are tertiary
contacts between side chains, whereas those stabilizing the secondary elements in the pro-
tein are lost only later [51]. The latter observation provides strong support to the framework
model, and also implies that there is no strong coupling between tertiary and secondary
contacts [24]. Another finding that supports the framework model comes from the afore-
mentioned studies of Plaxco, Simons and Baker, who demonstrated a correlation between
the number of local contacts in proteins, such as those formed in 𝛼-helices and 𝛽-turns, and
their overall folding rates [22].
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Finally, the nucleation–condensation model [52] proposes that both hydrophobic col-
lapse and secondary-element formation take place simultaneously during folding [53]. As
in the diffusion–collision model, here too the secondary elements are stabilized by the for-
mation of the protein’s nonpolar core and tertiary contacts. However, in the nucleation–
condensation model, stabilization occurs while the secondary elements are being formed,
and not later. Considering the marginal stability of secondary elements in isolation, it in-
deed seemsmore realistic that they are stabilized gradually rather than after they are formed
in solution. The nucleation–condensation model has been used to describe the folding of
some proteins, such as chymotrypsin inhibitor 2 (CI2) [54].

The fact that each of the different models mentioned above can be observed in some,
but not all, proteins implies that there is no single, universal folding mechanism, but
rather a collection of possible mechanisms that may be used. In fact, the folding mech-
anism can vary even across proteins that are members of a single group. For example, in
the homeodomain superfamily ofDNA-binding proteins, both nucleation–condensation and
diffusion–collisionmechanisms have been observed [55,56]. Tomake this problem evenmore
complex, some proteins seem to fold via hybrid mechanisms, as in the case of the small 𝛼𝛽
protein domain PTP-BL PDZ2 (reviewed in [57]).

The ‘preference’ of a protein to use a certain folding mechanism may depend on var-
ious qualities. One quality seems to be the secondary structure of the protein. For exam-
ple, in proteins dominated by 𝛼-helices the folding is often hierarchical, whereas proteins
containing more global folds may use other folding mechanisms [58]. Another quality is the
structural context of the folding unit. Historically, most studies of protein folding have been
carried out on single-domain proteins, yet most proteins (over 70% in eukaryotes) contain
more than one domain. Indeed, interactions between the folding units may affect both the
mechanism and rate of the folding. This issue has been investigated through comparison
of thermodynamic and kinetic data from different multi-domain proteins [58]. The results
suggest that in such proteins the folding rate is enhanced by favorable nonpolar interactions
between the domains, and that this effect ismore pronounced in domains that are larger and
more tightly packed [59]. The topology of the protein is also important; when the domains
are separated by short limiting linkers, their interactions with each other are not completely
satisfied, which makes their effect on the folding rate smaller [60].

In conclusion, protein folding exhibits a wide range of paths, mechanisms, and rates,
which depend on multiple parameters, such as protein composition and the folding condi-
tions [61]. However, regardless of the exact mechanism, the folding process always follows
the energy landscape theory. That is, folding is always accompanied by a decrease in the
number of conformations that must be sampled by the protein, thus allowing the system to
avoid Levinthal’s paradox.

5.2.2 In vivo folding
5.2.2.1 In vivo factors that complicate folding
The rate of protein translation in biological cells is two to eight amino acids per second [62],
which means that folding occurs while the polypeptide chain is being built. Small proteins
can fold independently, following the Anfinsenmodel. Large proteins, however, particularly
those having a complex structure stabilized by long-range interactions or a large number of
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domains, may encounter difficulties during their folding [63]. Other factors that make in vivo
folding even more difficult include the following [63]:

1. The dense cytoplasm – The excluded volume might lead to non-specific interactions
between unfolded proteins, which in turn might associate into aggregates of different
types (Figure 5.4) [63]. The association is mediated by interactions between nonpolar
residues of adjacent, misfolded, polypeptide chains. In correctly folded proteins, the
same nonpolar residues are involved in intramolecular interactions, which prevent
them from interacting with other chains. The aggregates may be energetically more
stable than the folded monomers (Figure 5.4). However, they are not as active (if at
all) and may even be toxic (see Box 5.1).

2. The translation process – The internal organization of the ribosome does not allow
folding to proceed beyond the formation of 𝛼-helices [64,65], and this prevents the last
40 to 60 residues of the chain from participating in long-range interactions [66]. Thus,
proper folding ismade possible only after the entire protein (or domain) is completely
translated. This would not pose a problem if the translation process were very fast.
However, since it is rather slow (see above), the nascent chain spends a considerable
amount of time in partially folded states, which increases the chances of both mis-
folding and aggregation.

A similar problem may arise in folded proteins, which, according to studies, undergo mul-
tiple and frequent folding-unfolding episodes during their lifetimes [67].

FIGURE 5.4 The energy landscape of protein folding and aggregation. The purple surface rep-
resents the folding process in which single-chain proteins, via intramolecular contacts, form their
native structure. It is equivalent to the scheme shown in Figure 5.2. The pink area shows a similar
process, but one that involves intermolecular contacts between different polypeptide chains, and re-
sults in amorphous aggregates, oligomers, or amyloid fibrils (see Box 5.1). Note that the two energy
landscapes overlap in certain areas. That is, aggregates and amyloid fibrils may be formed during
de novo folding, but also by destabilization of the native state into partially folded states. Cell-toxic
oligomers may occur as off-pathway intermediates of amyloid fibril formation.The figure (and parts
of the caption) are taken from [63].
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BOX 5.1 PATHOLOGIES THAT RESULT FROM PROTEIN MISFOLDING

I. Protein misfolding leads to disease

Proteins, being dynamic entities, normally undergo reversible structural changes.
These changes are usually within a limited range, but from time to time may amount
to partial unfolding, which is followed by rapid refolding. As this unfolding-refolding
process is reversible, in most cases it does not pose a threat to either the existence or
the function of the protein. However, some factors may lead proteins to undergo a per-
manent loss of structure, and when this occurs in a large number of proteins or protein
copies, the entire organism may be in danger. The loss of structure in a protein might
harm the cell, tissue or organism in two different ways [68]. The first is straightforward;
loss of structure leads to loss of function, following the Anfinsen paradigm [19]. The
more central the unfolding protein to the function of the cell, the harsher the dam-
age to the organism. The well-known disease cystic fibrosis, for example, results from
the misfolding of CFTR, a protein functioning as a chloride (Cl– ) channel. The loss of
CFTR function interferes with the body’s ability to efficiently secrete fluids and salts,
resulting in various physiological impairments, such as blockage of pancreatic secre-
tions, accumulation ofmucus in respiratory pathways, and a decrease in salt absorption
from sweat [69].

Loss of protein structure may also harm the organism in another, less obvious way.
Proteins undergoing this process tend to have increased hydrophobicity, which makes
them aggregate and precipitate. The precipitates are toxic to cells, although the exact
mechanism of the toxicity is not entirely clear. The aggregation-induced toxicity can be
referred to as a ‘gain of function’ type of misfolding impairment. In recent decades a
heterogeneous group of seemingly unrelated pathologies, which damage different or-
gans and have different clinical manifestations, have all turned out to involve protein
aggregation in the form of fine fibers (i.e., fibrils, Figure 5.1.1), followed by precipita-
tion of these fibers [70–72]. Today, more than 40 such pathological conditions are known
in humans [70]. The first scientists studying this phenomenon were under the wrong
impression that the precipitates were made of starch, and therefore referred to them as
‘amyloids’*a. As in the case of many other historic names, this one has also remained in
use, even after it was found that the precipitates are in fact made of protein. Accord-
ingly, amyloid-related pathologies are referred to, even today, as ‘amyloidoses’. It should
be mentioned, though, that the precipitates may also contain other components, such
as metal ions and sugar derivates [73].

*aAmylum is the Latin word for starch.
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FIGURE 5.1.1 A transmission electron micrograph of amyloid fibrils. The figure was
taken from [74].

Despite the great variance between the different amyloidoses, they can be separated
into two general groups:

1. Neuropathic [75].This group includes the following neurodegenerative diseases:

I. Alzheimer’s disease (AD) is themost common form of progressive dementia
in the elderly, and of neurodegenerative disease in general [76]. AD is char-
acterized by the aggregation and precipitation of two protein species [77]:
(1) a peptide called ‘amyloid-𝛽 ’ (A𝛽), which precipitates in the spaces
between neurons. A𝛽 is the degradation product of the transmembrane
amyloid-𝛼 protein; (2) Tau, a microtubule-associated protein that in AD
forms neurofibrillary tangles within neurons [78]. Another protein associ-
ated with AD is apolipoprotein E, although it does not seem to cause the
disease [79]. Rather, its 𝜀4 allele is a risk factor for developing late-onset AD.

II. Parkinson’s disease (PD) is a motor disorder that is common among the el-
derly (but can also hurt young people), resulting from damage in a brain
region called the ‘substantia nigra’ [80]. The damage leads to gradual loss of
nerve cells that secrete the neurotransmitter dopamine. PD is characterized
by the aggregation and precipitation of the protein 𝛼-synuclein.

III. Huntington’s disease (HD) is a genetic disease characterized by involuntary
movements, dementia, and emotional problems.HD is characterized by the
aggregation and precipitation of the protein huntingtin, which in its patho-
logical form includes a large number of glutamine residues.

IV. Amyotrophic lateral sclerosis (ALS) is a genetic disease characterized by the
death ofmotor nerve cells in the brain, brainstem, and spinal cord, resulting
in fatal paralysis. ALS is characterized by the aggregation and precipitation
of the protein superoxide dismutase (SOD), normally involved in the anti-
oxidation of harmful oxygen radicals.

V. Creutzfeldt-Jakob disease (CJD) – An either congenital or acquired disease,
manifesting as a variety of disorders, including progressive motor dysfunc-
tion, cognitive impairment, and cerebral ataxia. CJD is characterized by the
aggregation and precipitation of the protein prion.
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2. Non-neuropathic.This group includesmany diseases, such as cataract, in which
the aggregating protein is 𝛾-crystalline, and type II diabetes, which involves the
protein amylin. In such diseases, the aggregating protein may harm the cells or
the tissue directly (i.e., as a result of its toxicity), or indirectly, by obstruction.
For example, accumulation of the protein precipitate in the tongue may lead to
difficulties in swallowing, whereas accumulation in the joints is likely to cause
pain during motion.

The protein precipitates in amyloidosesmay appear in twomajor forms. In the first, the
protein precipitates accumulate in the extracellular environment, inwhich case they are
referred to as ‘plaques’. This happens, e.g., with A𝛽 peptides in Alzheimer’s disease. In
the second form the precipitates accumulate inside the cell, in which case they are often
called ‘inclusions’ [81]. This happens with 𝛼-synuclein in Parkinson’s disease, in which
case the precipitates are referred to as ‘Lewy bodies’ [80] (Figure 5.1.2c).

(a) (b)

(c)

(d)Amyloidogenic
intermediate

Amyloid fibril

Deposit

1 2 3 4

FIGURE 5.1.2 A schematic representation of the general mechanism of aggregation to
formamyloidfibrils (taken from [82]).Unfolded or partially unfolded proteins associatewith
each other to form small, soluble aggregates that undergo further assembly into protofibrils
or protofilaments (a) and then mature fibrils (b) (electron micrographs with 200 nm scale
bars; taken from [83]). The fibrils often accumulate in plaques or other structures, such as the
Lewy bodies associated with Parkinson’s disease (c). Some of the early aggregates seem to be
amorphous or micellar in nature, although others form ring-shaped species with diameters
of approximately 10 nm. (d) Taken from [84]. Thus, the entire process of plaque formation
includes the following steps; each is marked by a numbered arrow: (1) aggregation of the
amyloidogenic protein to form a ring-shaped aggregate; (2) assembly of the aggregate into a
protofibril; (3) further assembly of the protofibril into protofilament; and (4) accumulation
of the protofilaments as plaques, Lewy bodies, or other structures.
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II. The structures of amyloid aggregates

Amyloid precipitates were originally identified using light microscopy; this was pos-
sible because of the tendency of the protein precipitates to interact with dyes such
as Congo red. This tendency also allowed scientists to find to cellular or tissue local-
ization of the precipitates. Later, when transmission electron microscopy was devel-
oped, detailed characterization of the amyloid fibril itself became possible. In contrast
to other cellular aggregates characterized by amorphous structures, amyloid precipi-
tates were found to have an organized structure (Figure 5.1.2): each fibril consisted
of 2 to 6 protofilaments, of diameter 20 to 50Å each [85]. The next step, i.e., structural
determination of the proteins in the amyloid fibril, required higher-resolution meth-
ods, such as X-ray diffraction and solid-state NMR. These have revealed that while
protein fibrils associated with different pathologies differ from one another; the com-
positions of their secondary elements, as well as the lengths of their chains, have sim-
ilar characteristics, the most pronounced of which is the cross-𝛽 structure at the core
of each protofilament*a [74] (Figure 5.1.3a). A high-resolution structure of the cross-𝛽
structure was solved only in 2005, by David Eisenberg’s group [86]. All these data led
to the realization that the formation of amyloid fibrils results from misfolding, i.e., the
partial loss of the native structure [71]. Misfolding leads to externalization of nonpolar
residues within the protein towards the aqueous environment, thus lowering the water
solubility of the protein and allowing it to form the characteristic aggregates. Again,
the aggregates organize as protofilaments, which then assemble to form the final fibril
structure [72,82,87]. The cellular toxicity of amyloids has been associated for a long time
with the insoluble fibrils. However, evidence that has accumulated in recent years sug-
gests that the toxicity may result from soluble oligomers of the proteins [88], which are
released from the fibrils [89].

Amyloids occur also in bacteria, although, in contrast to eukaryotic amyloids, bac-
terial amyloids are functional and do not pose a threat to the cell in which they are
produced [90].The functions carried out by bacterial amyloids are diverse. For example,
in Staphylococcus aureus, amyloids formed by phenol-soluble modulins (PSMs) play a
part in the virulence of the bacterium [91]. The atomic structure of bacterial amyloid
fibrils has until recently been unknown. Meytal Landau and co-workers used X-ray
crystallography to determine the high-resolution structure of fibrils formed by the 22-
peptide PSM𝛼3, the most cytotoxic member of the PSM family [92]. Surprisingly, the
fibrils had a cross-𝛼, rather than a cross-𝛽, structure (Figure 5.1.3b). Still, the helices
stacked as amphipathic sheets along the fibril axis, similar to the stacking of the cross-
𝛽 elements in the eukaryotic amyloids. Mutations confirmed that the cross-𝛼 fibrillar
form of PSM𝛼3 is involved in cytotoxicity. It is still unclear whether the cross-𝛼 struc-
ture appears also in some of the eukaryotic, disease-associated amyloid fibrils. How-
ever, several such proteins contain 𝛼-helices in their soluble, monomeric or prefibrillar
intermediary states (e.g. [93]). This supports the suggestion mentioned above, that the
soluble states, rather than the fibrillar state, are responsible for cytotoxicity in eukary-
otic amyloids.

*aThe 𝛽 structure is perpendicular to the fibril’s axis.
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(a)

(b)

FIGURE 5.1.3 The structures of amyloid fibrils (courtesy of Meytal Landau and Einav
Tayeb-Fligelman). (a) The cross-𝛽 structure of the amyloid forming peptide KLVFFA from
amyloid 𝛽. In the structure, the 𝛽 strands are positioned perpendicularly to the fibril axis
(PDB entry 3ow9). The image on the left shows the supersecondary structure of the fiber,
whereas the right image shows the surface of the structure, colored by the Kessel-Ben-Tal
Scale of hydrophobicity [94]. (b) The cross-𝛼 structure of PSM𝛼3 from Staphylococcus au-
reus [92] (PDB entry 5i55) with the 𝛼-helices also being perpendicular to the fibril axis, remi-
niscent of the classical cross-𝛽 architecture. The supersecondary structure and surface prop-
erties of the cross-𝛼 fiber are shown as in (a), demonstrating the amphipathic nature of the
structure.

III. Therapeutic implications

The establishment of the misfolding theory had important implications, one of which
was the possibility of treating related diseases by stabilizing the native structures of
the corresponding proteins. One of the strategies proposed in this respect was to use
antibodies that are specific to the native structure of the aggregating protein, thus sta-
bilizing it [95]. A slightly different strategy is to stabilize the monomeric form of the
protein, regardless of whether it has a native structure, in order to prevent aggrega-
tion. Such a strategy was used by Hoyer and colleagues, who utilized a specific binding
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protein for the A𝛽 peptide involved in Alzheimer’s disease [96]. The protein contained
a binding site for the 𝛽 conformation of the peptide, associated with oligomerization.
The protein was designed to bind the nonpolar regions of this form, thereby preventing
the peptide from oligomerizing, despite its conformation. It is interesting to note this
study used non-antibody proteins that still had high affinity to the monomeric form.
Such proteins are referred to as ‘affibodies’.

As mentioned in the previous subsection, some studies implicate soluble amyloid
oligomers rather than insoluble fibrils in amyloid toxicity. Their findings suggest that
the therapeutic strategy for amyloidoses should be the opposite of the strategies de-
scribed above. That is, the amyloid fibers instead of their components should be stabi-
lized. In support of this notion, Eisenberg and coworkers discovered small molecules
that reduced toxicity of A𝛽 without reducing the number of its insoluble aggregates [97].
It appears that the antitoxic effect of these molecules is mediated by the stabilization
of the insoluble A𝛽 fibrils, which prevents them from breaking into the smaller, toxic
entities.

IV. Factors causing protein misfolding

The long list of pathologies related to protein misfolding may leave the impression that
the human body is helpless against this phenomenon. In fact, there are several factors
that should prevent misfolding. First, we should remember that to begin with, cellular
proteins have a strong tendency not to aggregate [98]. Studies show that this tendency
results from the following features of proteins:

1. Protection of peripheral 𝛽-strands in native 𝛽-sheets from interacting with
strands in other protein molecules. Such protection may be achieved through
simple structural features, such as formation of a continuous 𝛽-sheet, whichmay
fold into a 𝛽-barrel. However, analyses of multiple protein structures (e.g., [99])
reveal more profound solutions, at the sequence level — that is, evolutionary se-
lection of sequences that distort peripheral 𝛽-strands, and thereby reduce their
propensity to interact with other strands. Such sequences may include inward-
pointing charges, Pro residues, 𝛽-bulge*a-forming residues, and Gly residues,
which promote bends and twists. This type of solution is called ‘negative de-
sign’ [99], because it is not dictated by the desired final structure, but by the need
to avoid a different structure (i.e., the aggregate).

2. The flanking of all aggregation-prone segments in the protein with gatekeeper
residues [103], that is, residues such as Pro, Lys, Arg, Glu, and Asp, which have
very low propensity to aggregate, mainly due to their polarity and low 𝛽-sheet
propensity [98].

3. Selection against sequences containing alternating polar and nonpolar
residues [104]. This pattern may form amphipathic 𝛽-sheets that are efficient in
packing surface residues. However, the pattern is also known to promote the
formation of amyloid aggregates [105]. When sequences with such a pattern do
appear in proteins, they are usually buried and can therefore do no harm.
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FIGURE 5.1.4 The 𝛽-bulge. The bulge is shown in interleukin-1𝛽 (PDB entry 1i1b) be-
tween the consecutive 𝛽-strands 4 and 5. The distortion formed by the bulge is clearly seen,
as well as the missing backbone hydrogen bonds between the strands (backbone atoms are
shown as lines, colored according to atom type; hydrogen bonds are shown as dotted lines).
For comparison, the consecutive 𝛽-strands 8 and 9, which do not contain a bulge, are char-
acterized by a regular hydrogen bonding pattern.

Cells also contain several built-inmechanisms that serve as a second layer of protection
against protein misfolding. These mechanisms include molecular chaperones, which
give misfolded proteins ‘a second chance’ to fold, as well as degradation mechanisms
(proteasomal, lysosomal) for those proteins that are beyond repair. Indeed, strength-
ening of these mechanisms lowers the frequency of misfolding diseases [106], whereas
weakening thempromotes the diseases [107].Themechanismsmake sure that occasional
misfolding in our cells is dealt with quickly before it can cause further damage to the
organism.

Why, then, do misfolding diseases occur at all? Certain factors seem to induce ex-
tensive protein misfolding, beyond the normal repair and/or degradation capabilities
of the body. In such cases, the natural systems are overwhelmed, and the excess of mis-
folded proteins eventually leads to disease. The factors associated with this process are
as follows:

• Environmental – Changes in pH, temperature, etc. (see Chapter 4). This factor
is mostly relevant to single-cell organisms, which cannot maintain constant en-
vironmental conditions.

• Genetic – Somemutations destabilize the native structures of proteins, or induce
aggregation in other ways. As in other genetic diseases, the mutations may be
congenital (as in the familial amyloidoses) or acquired.

*aA 𝛽-bulge is a region appearing in 𝛽-sheets (primarily anti-parallel), in which one strand includes two or
more residues opposite a single residue on the other strand [100,101] (Figure 5.1.4). This type of local structure
disturbs the typical backbone hydrogen-bonding pattern of the sheet. 𝛽-bulges appear on average twice per
protein [102].



414 ■ Proteins: Structure, Function & Motion

• Infectious – Protein aggregation may be the result of infection, as in the case of
CJD or mad cow disease.

Of the three factors associated with misfolding, only the latter two are relevant to mul-
ticellular organisms, and we will therefore focus on them.

IV.I. Mutation-induced misfolding

Since at least some of the amyloidoses have a genetic background, scientists have tried
to find sequence-related characteristics that might induce misfolding and aggregation.
Aromatic amino acids were first implicated in amyloidogenesis by Gazit [108], on the
basis of the following. First, aromatic amino acids have been known for a while to
participate in self-assembly processes of biological macromolecules [109,110], including
protein-protein interactions [111]. Second, they are common in amyloid-related pro-
teins, and tend to appear on the surfaces of aggregating proteins at higher frequency
than they appear on the surfaces of normal proteins. Third, the 𝜋-𝜋 interaction be-
tween aromatic residues is geometry-dependent, and therefore provides directionality
to the assembly process.

Of the two aromatic residues, Phe seems to be most responsible for aggregation,
as it is the most hydrophobic, is capable of 𝜋-𝜋 interactions, and tends to appear in
𝛽-sheets. In fact, Phe (and also Met, which is not aromatic) fits the average distance
between 𝛽-sheets in amyloid fibrils (10Å), whereas the indole side chain of Trp is too
large for this space. In an in vitro study, Dobson and coworkers tried to characterize
the effect of mutations on the tendency of proteins to aggregate, with an emphasis on
the proteins’ physicochemical properties [112]. This study demonstrated that the largest
pro-aggregation effects resulted frommutations leading to the following changes in the
protein:

1. Increasing the hydrophobicity of the protein

2. Promoting an 𝛼 → 𝛽 conformational change

3. Decreasing the electric charge on the protein surface

Similar conclusions were also reached by in vivo studies. Thus, in conclusion, it seems
that despite the fact that both environmental and physiological*a factors contribute to
a protein’s tendency to aggregate, aggregation is primarily determined by the protein’s
physicochemical properties.

*aFor example, in Parkinson’s disease the proteins aggregate and precipitate in only one location in the brain.
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IV.II. Infection-induced misfolding: prion diseases

Protein misfolding that results from infection has been found in a group of diseases
called ‘transmissible spongiform encephalopathies’ (TSEs)*a, which include CJD in hu-
mans, mad cow disease (BSE) in bovines, and scrapie in sheep [113]. Once it was realized
that TSEs are caused by infection, viruses were naturally suspected. However, when
the infectious agent turned out to be resistant to nucleases*b and ultra-violet radiation,
while at the same time sensitive to protein-neutralizing agents, scientists realized they
were dealing with an infectious protein. This was a true revelation, as all infectious
agents encountered up to that point had been based on nucleic acids (DNA or RNA).
The surprise grew even larger when it turned out that the infectious protein, called a
‘prion’*c (abbreviated as PrP), was identical in sequence to a normal, membrane-bound
glycoprotein. Further studies have demonstrated that the only difference between the
benign form of the protein (PrPC) and its harmful form (PrPSc) lies in their confor-
mation: the former includes mainly 𝛼-helices, whereas the latter is based primarily on
𝛽-sheets, which tend to form amyloid fibrils and to deposit as precipitate. According
to the accepted model, PrPSc acts as a template for normal PrPC molecules, thus pro-
moting their conversion from the 𝛼 conformation into the 𝛽 conformation, which ren-
ders them pathogenic. How exactly this is done is probably the most important and
intriguing question related to prions, yet it is not entirely clear despite extensive re-
search [115,116]. Another surprising fact discovered about prions is that they are resis-
tant to gastric acids, which allows them to be transmitted, unharmed, via ingestion of
contaminated tissue. Non-infectious forms of prion diseases are also known. In such
cases, mutations, which may be either hereditary or randomly acquired, convert the
prion protein from its harmless form into its harmful (amyloid) form.

Another cause for amyloidoses may be old age. The constant attrition associated
with aging involves, among many other things, the decreased function of mechanisms
that identify and repair misfolded proteins [117].

V. Amyloid mechanism of toxicity

The exact mechanism through which amyloid fibrils cause misfolding-related patholo-
gies is not entirely clear, and it may very well be that different diseases are character-
ized by different mechanisms. While scientists agree that the protein precipitates are
toxic to the cells, and different biochemical, cellular, and physiological effects of these
precipitates have been documented in recent years, it is still premature to draw final
conclusions. One intriguing possibility emerging from these studies is that the amy-
loid fibrils themselves may not be the toxic element, but rather the oligomeric state(s)
preceding them [70,115]. In this respect, it has been proposed that these oligomers may
hurt the cells by accumulating on the plasmamembrane, and increasing its permeation

*aThis is because the brain of an affected individual is filled with holes, like a sponge.The holes are the result
of neuronal cell death.

*bEnzymes that cleave nucleic acids.
*cPrion is short for ‘proteinaceous infectious particle’, a term coined by Stanley Prusiner [114].
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either non-specifically or via the formation of ion channels (see details in [118,119]). If this
is true, amyloid precipitates would be sharing their toxicity mechanisms with antibac-
terial toxins, i.e., proteins and peptides that are produced by many organisms and act
as bio-weapons against invading bacteria [120–122] (see Chapter 7).

VI. Are amyloid proteins all bad?

The catastrophic consequences of amyloidosis are undeniable, and a great deal of re-
search is carried out to find ways to prevent it. Still, proteins with increased propen-
sity for aggregation exist [123], which may imply that such proteins are associated with
an evolutionary advantage [124], similar to the one responsible for the endurance of
the sickle hemoglobin isoform in third-world countries. A particularly interesting hy-
pothesis was made by Eric Kandel*a, who investigated a neuronal member of the CPEB
family (cytoplasmic poly-adenylation element binding protein) [125]. CPEB regulates
mRNA translation in nerve cells, and has also been implicated in the regulation of
long-term memory [126], a process that is known to involve protein synthesis.

Kandel and coworkers found that the N-terminus of the CPEB isoform in Aplysia
confers prion-like behavior to CPEB, i.e., induces aggregation. And yet, despite being
aggregation-prone, CPEB is a functioning and necessary protein in neurons. Consid-
ering this, as well as CPEB’s role in the formation of long-term memory in neurons,
Kandel hypothesized that CPEB’s aggregation capability was related to its involvement
in long-termmemory formation.The idea behind this suggestionwas that amyloid-like
aggregation is a stable form of the protein, which makes such aggregation a long-term
process. Thus, when CPEB switches from its water-soluble state to its aggregated state,
it can serve as a long-termmarker directly, or via the accompanying change in its ability
to regulate mRNA translation.

If true, Kandel’s hypothesis has implications beyond the maintenance of memo-
ries in neurons; it means that protein aggregation might be a benevolent phenomenon,
selected by evolution because it achieves specific purposes. The pathological conse-
quences of protein misfolding might then be blamed upon the failure of cellular or
physiological regulatory mechanisms to prevent such an occurrence, rather than on
the aggregation propensity itself. Indeed, most misfolding diseases appear in the late
stages of life, when body regulation and repair mechanisms start to fail.

5.2.2.2 Assisted folding
Since protein unfolding and misfolding might endanger the cell and even the entire organ-
ism, it is imperative that such cases be dealt with immediately and efficiently. Indeed, cells
have built-in mechanisms designed to deal with the emergence of misfolded proteins [127],
the primary mechanism being molecular chaperones [128,129]. Chaperones are proteins; they
interact with unfolded ormisfolded proteins in away that helps the latter regain their proper
folds before they aggregate non-specifically. Chaperones also have other cellular roles, such

*aKandel, winner of the 2000 Nobel Prize in Physiology or Medicine, studies molecular mechanisms in the
nervous system.
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as facilitating the unfolding of proteins that are to be transported into a cellular compart-
ment. Although many chaperones are expressed constitutively, they are also referred to as
‘heat-shock proteins’, because their levels rise sharply when the cell is exposed to heat or
to other stress-related conditions, which increase the chance of protein denaturation [130]

(i.e., the heat-shock response [131]). These conditions include extreme pH levels or salt con-
centration, elevated atmospheric pressure, exposure to heavy metals or toxins, inflamma-
tion, osmotic changes, certain hormonal changes, and even old age. The latter is associated,
among other things, with chronic oxidative stress that leads to the gradual disintegration of
cellular and physiological systems.

Although there are different types of chaperones, they can be divided into three basic
groups according to their mechanisms of action:

1. Stabilizers
These bind either to free proteins that have undergonemisfolding or to the (unfolded)
nascent chains of new proteins, while they are being translated by ribosomes. The un-
folded or misfolded chains are recognized according to their solvent-exposed nonpo-
lar residues, which in folded proteins are buried inside the core.Thebinding of the sta-
bilizers to the polypeptide chains prevents the latter from interacting non-specifically
with other proteins via their exposed nonpolar groups, i.e., aggregating.
One well-known group of stabilizers includes the common, small (12 to 43 kDa) heat-
shock proteins (sHSPs) [130]. The binding of sHSPs to their target proteins does not re-
quire an input of energy, whichmakes them perfectly suited for stressful conditions*1.
The emergency action of sHSPs continues until energy reserves are restored, at which
point ATP-dependent chaperonins (a.k.a. HSP60s, see below) replace the sHSPs and
allow the target protein to refold. The sHSPs also act under normal conditions in
monitoring the general folding status of cellular proteins. Interestingly, 𝛼-crystallin,
the protein responsible for the transparence of our eyes, and which has always been
considered to be inert, is also a sHSP. As such, its expression is not limited to the eyes,
but also occurs in other tissues, primarily the heart, kidneys, and striated muscles.
Another protein family whose members function as stabilizers is Hsp70. These pro-
teins have more diverse roles in assisted folding, such as helping other proteins to
pass through intracellular membranes (endoplasmic reticulum (ER), mitochondria,
chloroplasts), as well as oligomerization. Another difference between Hsp70 proteins
and sHSPs is that the former depend on ATP-derived energy to detach from their tar-
get protein. Finally, Hsp70 chaperones also act as central organizers of the chaperone
network [63]. In this capacity, they distribute subsets of proteins to downstream chap-
erones, such as the chaperonins (see below) and the Hsp90 system, which will not be
discussed here.

2. Chaperonins
These are large protein complexes (~800 kDa) that function routinely in assisting the
refolding process of proteins [132]. Like stabilizers, chaperonins recognize unfolded
and misfolded proteins via their solvent-exposed nonpolar residues, and prevent
them from interacting with other molecules. However, they act downstream to stabi-
lizers [63].That is, they do not recognize ribosome-bound polypeptide chains. Further-
more, their mechanism of action requires the input of ATP-derived energy, and is far

*1Such conditions are usually accompanied by depletion of energy reserves.
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more complicated than the one employed by stabilizers. Briefly, the action of chaper-
onins involves induced unfolding of the misfolded protein and either its release to the
solution to refold, or encapsulation of the protein and promotion of folding through
comprehensive conformational changes that alter the polarity around the misfolded
protein. A more detailed description is given in Box 5.2.

3. Assisting enzymes
These include protein disulfide isomerase (PDI), which catalyzes the formation and
reorganization of disulfide bonds inside the ER lumen, and peptidyl prolyl cis-trans
isomerase (PPI), which catalyzes the cis-trans shift of the peptide bonds of proline
residues in the protein.
Membrane-bound and secreted proteins are also assisted by chaperones, which reside
inside the ER lumen [127]. This is because these proteins must unfold in order to be
inserted into the ER membrane or lumen. The chaperones unique to the ER*1 help
the inserted protein to refold, and prevent it from leaving the ER before the process
is completed. In cases in which the refolding process fails, ER stress induces the un-
folded protein response [127], which delivers the unfolded protein back to the cytosol,
and induces its degradation by either the ubiquitin-proteasome pathway [82,133,134] or
autophagy [135]. In some extreme cases the folding of ER proteins is altogether inhib-
ited. In such a case, the appropriate signal is sent, and the cell responds by undergoing
apoptosis.

BOX 5.2 CHAPERONINS

Chaperonins are ubiquitous*a, large protein complexes (~800 kDa) that function
routinely in assisting the refolding of unfolded or misfolded proteins [137–139]*b. A ma-
jor aspect of their function is their ability to encapsulate unfolded substrate proteins in
a cage-like structure. By doing so, they allow the misfolded protein to fold or refold,
unperturbed by other ‘sticky’ molecules. The entire process is active, i.e., it requires
ATP-derived energy. There are two groups of chaperonins. Group I comprises chap-
eronins that are found in the bacterial cytoplasm and in the eukaryotic mitochondria
and chloroplasts. Chaperonins in this group mediate protein folding activity in com-
plex with a second protein component, the co-chaperonin. Specifically, the chaper-
onin (GroEL in bacteria and Hsp60 or cpn60 in mitochondria and chloroplasts) forms
the cavity in which the misfolded protein is trapped. The structure may appear in two
forms, open and closed. Closure of the cage occurs in the presence ofATP (bound to the
chaperonin), by a smaller ‘lid’ co-chaperonin protein (GroES in bacteria andHsp10 and
cpn10 in mitochondria and chloroplast). Group II chaperonins occur in Archaea (ther-
mosomes) and in the eukaryotic cytosol (TRiC/CCT). They too have a cage-like struc-
ture and require ATP to function, but their structure is different from that of Group I
chaperonins. Specifically, their lid component is built-in, such that they do not require
an Hsp10-like partner.

*1For example, BiP, which belongs to the Hsp70 protein family.
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Most of what we know about chaperonins comes from studies carried out on the bacte-
rial GroEL-GroES complex [137,140]. The importance of this complex for protein folding
is reflected in the fact that deletion of either GroEL or GroES genes is lethal for bac-
teria. This observation is not surprising because, under normal conditions, out of the
~2,400 cytoplasmic proteins expressed in E. coli, 250 (~10%) are assisted by the com-
plex, and ~85 (~3.5%) completely depend on it to fold [141]. These are mainly proteins
that weigh between 20 kDa and 50 kDa, and are characterized by complex 𝛼𝛽 topolo-
gies, especially the TIM barrel fold [63,142]. The reason for this preference is that the
architecture of such proteins includes numerous long-range interactions, and they are
therefore likely to get trapped in local minima during folding [63,142,143].

The GroEL-GroES complex is formed by two homo-oligomeric proteins: GroEL is
a large 14-mer cylinder that is arranged in two heptameric rings, and GroES consists of
seven subunits that are arranged in a dome-like structure (Figure 5.2.1). The structure
of a GroEL subunit is divided into three regions:

1. Equatorial domain, which has ATPase activity.

2. Apical domain, which binds the substrate.

3. Intermediate domain, which links the equatorial and apical domains to each
other.

The complex can cycle between a few distinct states by undergoing the following
steps [137] (Figure 5.2.2):

1. Cooperative binding of up to seven ATP molecules to the equatorial region of
one of theGroEL rings (marked as cis in the image).This induces conformational
changes in the apical domains of the ring [144], which lead to the subsequent step
(see below). The other (trans) ring remains unbound to ATP due to negative
cooperativity in ATP binding between the two rings [144].

2. Binding of the lid protein (GroES) to the apical region of the cis ring.

3. Hydrolysis of the bound ATP molecules after ~15 seconds and release of P𝑖
molecules. This results in another conformational change in the cis ring and de-
creases the negative influence on the trans ring.

4. Binding of ATP molecules to the trans ring leads to release of ADP and GroES
from the cis ring (due to the negative cooperativity).

5. Occurrence of steps 2 through 4 in the trans ring.

Note that due to the negative cooperativity between the two rings, only one ring tends
to bind ATP and GroES at any given time, resulting in an asymmetric structure [144].
The positive cooperativity within each ring is also important; the binding of ATP to
one site in the ring promotes ATP binding to all apical domains, which is imperative
for GroES binding.

*aIn human (HeLa) cells they constitute 2% (wt/vol) of the total mass of intracellular proteins [136].
*bFor brevity, we will refer to such proteins as ‘misfolded’.
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FIGURE 5.2.1 The structure of the bacterial GroEL-GroES-ADP chaperonin complex.
The multi-subunit structure (PDB entry 1aon) is shown in a sphere representation, with each
chain colored differently. The various parts of the structure are marked.

FIGURE 5.2.2 Mainmolecular states of the GroEL-GroES chaperonin. See main text for
details. Taken from [137].

Based on the steps described in Figure 5.2.2, the following model has been suggested
to describe the assisted folding of misfolded proteins by the GroEL-GroES complex
(Figure 5.2.3):

1. Binding of a misfolded substrate protein to nonpolar residues lining the inner
walls of GroEL’s apical domains (Figure 5.2.4), followed by the binding of up
to seven ATP molecules to the cis ring of apo-GroEL. The residues attract mis-
folded proteins in a non-specific manner, as the latter have a greater fraction of
solvent-exposed nonpolar residues compared with folded proteins. Binding to
GroEL induces transient expansion and stretching motions in the substrate pro-
tein [145,146] (see more below).
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2. GroES binds to the top of GroEL’s apical domains, and this binding displaces the
substrate protein inside the cage, trapping it there, where the protein has only a
few seconds to unfold and then refold into its native structure*a (seemore below).

3. Following ATP binding to the trans ring, GroEL undergoes a conformational
change, which results in release of both GroES and the folded substrate protein
into solution. If the protein is still unfolded ormisfolded, it may rebind to GroEL
and go through the entire process all over again.

The encapsulation of the protein serves an important role: it prevents the exposure
of the protein to other unfolded proteins, which might adhere to it and form an
insoluble, dysfunctional aggregate. Indeed, the main problem with misfolded pro-
teins in the cytosol or in the lumen of organelles is not the fact that they are incapable
of refolding, but rather that they risk being scavenged by other molecules before they
have the chance to refold properly. It should be noted that the GroEL-GroES complex
has a size limit and can handle misfolded proteins of 60 kDa or less. It is unclear how
the folding of larger proteins is assisted, although a few suggestions have been made.
For example, these proteins may fold with the assistance of the Hsp70 system [148], or
undergo a repetitive process of binding and unbinding to GroEL (without entering the
cage), until they refold [149].

FIGURE 5.2.3 The asymmetrical model for chaperonin-assisted protein folding. See
main text for details. SP – substrate protein. Taken from [137].

*aThe time limit results from the rate of ATP hydrolysis by GroEL, which is about three times faster in the
presence of the bound substrate protein than in its absence [147].
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(a) (b)

FIGURE 5.2.4 Thenonpolar lining of GroEL’s inner walls.The structure used (PDB entry
1mnf) is that ofGroELbound toGroES (not shown), with each of the apical substrate-binding
subunits bound to a short unfolded peptide. (a) A top view of the peptides (red backbone
only), along with the GroEL residues closest to them (spheres). The residues are colored ac-
cording to the Kessel-Ben-Tal hydrophobicity scale [94], with the color index presented at the
bottom of the figure. (b) A blowup of the peptide-binding residues from three GroEL sub-
units, viewed from the center of the lumen. This view was obtained by a 90° rotation of (a).
The image demonstrates the nonpolar patch (yellow), which attracts misfolded proteins to
GroEL. Also, highly polar residues (blue) seem to be placed between subunits, probably to
prevent the bound protein from shifting from one to another.

As explained above, the binding of the misfolded substrate protein to the apical do-
mains of GroEL (Figure 5.2.3, step 1) involves interaction between nonpolar residues
in both. The interaction is important for attracting the protein to GroEL and holding
it there, but it actually prevents it from refolding, for two reasons:

1. The interaction stabilizes the misfolded structure of the protein.

2. The folding process is driven by the hydrophobic effect, which requires a polar
environment.

So how does the protein refold after all? As it turns out, the binding of ATP and GroES
to GroEL in the next step induces a significant conformational change in GroEL (Fig-
ure 5.2.5a), which involves the relocation of the nonpolar residues away from the caged
protein and renders the inner walls of the apical domain polar (Figure 5.2.5b). The
change of polarity not only releases the misfolded protein into the lumen of the
cage, but it also drives it to refold.
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(a) (b)

FIGURE 5.2.5 Conformational andpolarity changes inGroELuponnucleotide binding.
(a) The conformational change. The image shows a superimposition of the apo (nucleotide
unbound) form of GroEL (PDB entry 1mnf, colored in blue) and the ADP-bound form (PDB
entry 1aon, colored in yellow). In both cases a single subunit is shown, containing the api-
cal (top), intermediat (middle) and equatorial (bottom) domains. The green arrow shows
the hinge motion resulting from the conformational change. The substrate peptide, taken
from the nucleotide-unbound form) is shown as a red ribbon. (b)The corresponding polarity
change.The image shows a surface representation of the two forms of GroEL, colored accord-
ing to polarity as in Figure 5.2.3. In the peptide-bound form (left image) nonpolar residues of
the apical domain face the bound peptide. The hinge motion that follows nucleotide binding
moves the nonpolar residues upwards, leaving a larger and more polar cavity in the vicinity
of the substrate peptide (right image).

FIGURE 5.2.6 Schemeof apoGroEL acting as anunfolding facilitator.Apo-GroEL (blue)
mediates iterative cycles of binding to the upper cavity (yellow), unfolding, release, and out-
of-cage refolding, thereby converting high-affinity misfolded polypeptide substrates (left)
into partially unfolded intermediates (center) that fold spontaneously in solution into low-
affinity native products (right). The figure is taken from [150].
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The model proposed above for the mechanism of assisted folding is quite popular,
but it raises a few interesting questions:

1. How does the misfolded substrate protein unfold before refolding into its na-
tive structure? As we saw earlier, studies show that the binding of GroEL to the
substrate protein causes expansion or stretching motions in the latter. Indeed,
it seems that chaperonins actively help proteins to unfold before giving them
the chance to refold [145,146,151–154] (Figure 5.2.6). Furthermore, a recent NMR
relaxation study [153] shows that this activity is intrinsic (i.e., cofactor-free) and
relies on hydrophobic interactions between GroEL and nonpolar regions in the
substrate protein, which are exposed during the unfolding process.

2. Does the negative cooperativity between the opposite rings always prevent the
co-chaperonin (e.g., GroES) from binding to both rings at the same time? Some
studies suggest this is not necessarily true, and that a symmetric ‘football’-shaped
complex may be formed regardless of whether the misfolded substrate protein is
bound or not [155–157] (see Figure 5.2.7 for the mitochondrial Hsp60-Hsp10 com-
plex). In the absence of a substrate protein, the asymmetric form is considered
to be dominant. However, the studies cited above and others suggest that, in the
presence of the protein, the symmetric complex may be dominant, with both
rings of the chaperonin acting simultaneously. Such a model of assisted folding
is shown in Figure 5.2.8.Theprocess starts from the asymmetric formof the com-
plex, where only one of the rings binds ATPmolecules, the substrate protein, and
the co-chaperonin. The following steps then take place. (1) Binding of additional
ATP molecules, a second substrate protein, and the co-chaperonin to the oppo-
site ring, creating the symmetric form of the complex. The protein refolds inside
the opposite ring. (2)ATPhydrolysis andP𝑖 release from the first ring. (3) Release
of co-chaperonin and folded substrate protein from the first ring. (4) Binding of
a new misfolded substrate protein to the first ring. Steps 2 through 4 then take
place in the trans ring. It should be noted that this model is highly debated [137]

and further studies are required to confirm it. Also, it is inconsistent with the
negative cooperativity known to exist between the two rings.

3. Do chaperones accelerate the folding process? The above model suggests that
chaperones, despite being impressively complex structures, ‘merely’mediate pas-
sive protein folding [158]. While there is agreement that the tendency to fold into
the native structure is inherent to the proteins assisted by chaperones, some stud-
ies suggest that the latter accelerate the process up to ten times [151,159,160] (com-
pared to the spontaneous process in the absence of aggregation). This acceler-
ation is attributed mainly to the confinement of the misfolded protein, which
favors compact native-like states over inflated non-native states. In other words,
confining the unfolded chain to the limited space of the chaperonin cage reduces
the entropy penalty of folding significantly in comparison to the penalty in bulk
solution.
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FIGURE 5.2.7 The structure of the humanmitochondrial Hsp60-Hsp10-ADP complex,
demonstrating a football shape (PDB entry 4pj1 [161]). Hsp60 is colored in red, Hsp10 in
green, and ADP in blue (spheres).

FIGURE 5.2.8 A symmetricalmodel for chaperonin-assisted folding. In this model, both
rings are active in protein binding and refolding. See main text for details. Taken from [137].

5.3 FOLDED STATE DYNAMICS

Our discussions inChapters 2 and 4 emphasized the uniqueness of the protein’s native struc-
ture, as well as its functional importance. This emphasis might have created the impression
that a protein has a single functional conformation — yet, in fact, the conformation con-
sidered to correspond to a given protein’s native structure is only the time-averaged one.
Although the native structure contains considerably fewer degrees of freedom compared
to the unfolded chain, it still undergoes constant internal motions within a certain limit.
Moreover, the internal dynamics of proteins is important for their function, whether catal-
ysis, binding of small ligands, or formation of large macromolecular complexes [18,162–168].
For example, the internal dynamics helps to fine-tune the exact positioning of binding and
catalytic residues, and to create a pathway leading the substrate to the catalytic site.This issue
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is further discussed below. The internal dynamics of the folded state is intrinsic and spon-
taneous. However, it may be influenced by other factors, such as changing environmental
conditions, ligand binding, and post-translational modifications. This issue is discussed in
detail in the following sections.

5.3.1 Spontaneous dynamics
5.3.1.1 Proteins are conformational ensembles
We have seen how the consideration of proteins as static entities changed around the mid-
dle of the 20th century, with Koshland’s ‘induced fit’ theory [2]. The theory originally related
to the creation of better enzyme-substrate complementarity (and therefore specificity), fol-
lowing the initial binding of the substrate to the enzyme’s active site. However, many sci-
entists projected the theory onto proteins in general, making any conformational change a
ligand- or substrate-induced event. In 1940 Linus Pauling proposed that antibodies might
acquire different configurationswith identical energies [169].This implied that proteins could
undergo conformational changes in the absence of bound ligand or substrate. Unfortu-
nately, Pauling did not turn his idea into a detailed model, so it had to wait for acceptance
until 1965, when Monod and coworkers suggested the Monod-Wyman-Changeux (MWC)
model [170]. The model suggested that ligand-free proteins*1 might exist in two different
equilibrium conformations (the ‘pre-existing equilibrium’ theory). Over time, these ideas
have been combined and transformed into the current model [171], which assumes that
proteins are in equilibrium between many different conformations, referred to as ‘sub-
states’*2 [172–181] (Figure 5.5). Thus, each protein can be described as an ensemble of confor-
mations that are constantly sampled. The shift between the different substates is possible
because the energy barriers separating them are low (see next subsection).

5.3.1.2 Statistical-thermodynamic view of protein dynamics
The different substates constituting the protein’s ensemble share the same fold and usually
also the same secondary structure, but differ in their detailed atomic coordinates [182]. The
latter differences may reflect differences in the position of one atom, or in the positions of
multiple atoms — including groups of atoms corresponding to entire regions of the protein.
This is why the movements involved in the shift between one substate and another are of
different timescales. To illustrate, imagine themotions involving the side chain of the amino
acid isoleucine. In the few nanoseconds it takes this side chain to move as a whole, one of
its methyl groups may change its position a few thousand times (Table 5.1). This means that
the number of substates available to each protein is enormous, and can only be described
statistically [183]. The probability of the protein to acquire a certain substate (𝑃 ) depends in-
versely and exponentially on its free energy (Δ𝐺) [184], following Equation (4.3b) described
in Chapter 4. In other words, the protein is expected to spend most of the time occupying
those substates that have the least energy. Of these, the conformation we refer to as ‘na-
tive’, andwhich appears, e.g., in crystallographic structures, is considered to be themost

*1The ligand-free and ligand-bound forms of the protein are referred to as ‘apoprotein’ and ‘holoprotein’,
respectively.

*2Also known as ‘microstates’.
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FIGURE 5.5 Backbone dynamics of folded proteins. The conformational dynamics of chemo-
taxis Y protein is illustrated by superimposing 46 allowed conformations of the single protein, solved
by NMR (PDB entry 1cey). The structures are colored according to secondary structure (helices are
red, sheets are yellow, and loops are green).

stable one, i.e., have the lowest energy. The other conformations sampled by the protein
are also of low energy, just not as low as the latter.

If the distribution of substates is statistical in nature, does this mean that any substate
can be spontaneously acquired by the protein? To answer this we must first understand the
forces that allow proteins to change conformation. In the absence of any other force, the
‘engine’ driving the conformational sampling by the protein is the thermal energy drawn
from its environment. As explained in Chapter 1, the thermal energy exists in any temper-
ature above the absolute zero, and has a value of 𝑅𝑇 (0.6 kcal/mol at room temperature).
This energy is absorbed by the protein and converted into kinetic energy, in the form of
atomic motions and bond vibrations. The dynamics resulting directly from this energy is in
the picosecond range, but since the protein’s atoms are connected to each other, the small
movements are cooperative along the polypeptide chain [185,186].Thus, the limited, thermally
induced movements are translated into larger ones. This issue is further discussed in Sub-
section 5.3.1.4 below.

The fact that the spontaneous sampling of conformations is driven by the thermal en-
ergy implies that only conformations that are within +0.6 kcal/mol of the native confor-
mation can be sampled. Indeed, over 20 years ago, Elber and Karplus demonstrated, using
MD simulations, that the potential energy surface of myoglobin includes a large number
of local minima within the thermal accessibility of the global minimum (i.e., the native
structure) [179]. However, the assumption of 𝑅𝑇 being an absolute limit is inaccurate; al-
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though the conformations within the 𝑅𝑇 range are most likely to be sampled, others also
have a chance to be acquired, just a lower one. In other words, the protein spends most of
the time in the native state or in other conformations whose energy content is no more
than 0.6 kcal/mol higher than that of the native conformation [179,187]. However, given
enough time, other conformations with higher energy are expected to appear briefly. Obvi-
ously, conformations of very high energy have near-zero probability to be sampled during
the lifetime of the protein. For example, conformations with steric clashes, i.e., two atoms
occupying the same space, are not expected to appear at all.

5.3.1.3 Dynamics of disordered proteins
The type of dynamics described above characterizes well-defined regions within globular
proteins. Some proteins include intrinsically disordered regions, and in some cases the en-
tire protein is disordered (see Chapter 6). The dynamics of these proteins is different [188];
the atomic fluctuations are large and do not revolve around equilibrium values, as in the case
of folded regions and proteins. Rather, the fluctuations are non-cooperative, and therefore
random. For this reason, the disorder characterizing such proteins does not rule out the
formation of secondary elements. These are as likely to appear as disordered backbone con-
formations, but unlike their counterparts in globular proteins, the secondary elements in
disordered proteins tend to change or disappear constantly, due to the lack of stabilizing
tertiary interactions.

5.3.1.4 Biological significance of thermally induced conformational changes
Despite the fact that most of the conformations sampled by a given protein are within
the 𝑅𝑇 energy range, the shifting between them may still affect the protein significantly
at the functional level. The following paragraphs describe some of the recorded effects of
protein dynamics on function.

1. Changing active site properties
Near-native conformations that a particular protein samples routinely are expected to
be geometrically very similar to the native one. Nevertheless, they may differ in other
physical traits that have functional implications, especially when thesemanifest in the
binding or active site. For example, the electrostatic potential of the binding site may
change significantly even upon a relatively small conformational change (Figure 5.6).
This is due to the high sensitivity of the potential to the dielectric environment, which
in turn depends on the exact conformation of the protein. In such cases, the change
in the electrostatic properties of the binding site may be translated into a change
in the affinity of the protein to its substrate or ligand.

2. Facilitating substrate diffusion into a buried active site
Binding sites for ligands are often depicted as depressions on the protein’s surface,
whereas in reality they might be buried deep inside the core. For example, proteins
that bind nonpolar gases (O2, H2), such as hemoglobin and myoglobin, often have
such binding sites. In such cases, it is not always clear how the substrate might access
the binding site form the solvent. This question has been studied in hemoglobin and
myoglobin. The investigators found pre-existing voids inside these proteins, which
seemed to outline the path of the substrate into the catalytic site [190,191]. In addition,
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FIGURE 5.6 Electrostatic differences between two similar microstates. The figure shows the
electrostatic potential of two microstates of cytochrome c, generated using MD simulations. Al-
though highly similar in conformation, the potential of certain regions may differ significantly
(e.g., see circled region). The figure was taken from [189].

certain dynamic changes in the proteins have been implicated in facilitating the dif-
fusion to the site. The same aspects were also studied in the enzyme cpI hydrogenase,
which catalyzes the reduction of protons to H2, as well as the reverse process. In this
case, too, no visible path was initially observed between the buried active site and the
surface of the enzyme. The investigators used MD simulations in order to character-
ize the transient conformational changes that transpire, and which cannot be tracked
by observing the static structure [192]. The simulations suggested that within the pi-
cosecond (ps) to nanosecond (ns) timescale, spontaneous dynamic changes create
transient nonpolar voids inside the protein core. Similarly to the pre-existing voids
found in hemoglobin and myoglobin, the transient voids in cpI hydrogenase seem
to outline the path of H2 to the catalytic site, or from it to the surface. This type of
dynamics is sometimes referred to as ‘breathing’, due to its fast and repetitive nature.

3. Translating short thermal fluctuations into wide-amplitude conformational
changes
Observations of complex structures such as proteins suggest that, inmany cases, short
(ps to ns) fluctuations from all regions of the molecule act cooperatively so as to cre-
ate a long-range effect (on a much larger timescale), which affects protein function.
This resembles the so-called ‘butterfly effect’, i.e., a butterfly flapping its wings in one
part of the world may cause a hurricane elsewhere. Henzler-Wildman and colleagues
directly demonstrated the cooperation of atomic fluctuations in the enzyme adenylate
kinase [186]. The investigators combined NMR measurements and MD simulations in
order to cover a wide range of fluctuations. Previous studies had shown that the cat-
alytic rate of the enzyme is limited by the ‘slow’ dynamics of the μs to ms timescale,
which is attributed to the opening of the substrate-binding site (needed for product
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release). Henzler-Wildman and colleagues demonstrated that the μs to ms fluctua-
tions are in fact a direct result of cooperative thermal fluctuations on the ps to ns
timescale, occurring in key residues in that area. Thus, proteins are somehow able to
act as transducers that convert short, low-energy fluctuations into motions that
are large enough and have enough energy to overcome kinetic barriers.

4. Optimization of quantum tunneling events
Another interesting example of the effect short fluctuations and vibrations have on
enzyme-mediated catalysis comes from studies on the quantum tunneling of hydrogen
and hydrogen-like particles*1. The name ‘tunneling’ comes from the realization that
the hydrogen atom ‘tunnels’ through the energy barrier instead of crossing it using its
kinetic energy (Figure 5.7a).
Hydrogen tunnelingmay occur in cases where the hydrogen transfer process involves
an insurmountable energy barrier [193–199]*2. Although the hydrogen does not possess
sufficient kinetic energy to pass the barrier, it can sometimes ‘tunnel’ through it. This
is possible because of the quantum nature of very small particles (electrons, protons,
etc.), described by quantum mechanics. Such particles have a dual character. That is,
they behave both as particles and as waves. As waves, they can be described using a
function that provides the probabilities of finding them in different locations. Thus,
the entire organization of electrons around the nucleus of an atom can be described
by solving their wave function. Again, the solution does not provide the absolute lo-
cation of each electron, but instead the probabilities of finding it at various locations.
This forms the basis for the way we perceive atoms today, i.e., as nuclei surrounded
by ‘shells’; each shell is a collection of points in space where electrons have high prob-
ability to be found.
How does this relate to the tunneling reaction? Quantum mechanics shows that the
lighter the particle, the larger its characteristic wavelength is. Hydrogen-like parti-
cles are light, and therefore have large wavelengths (and electrons are lighter and have
even larger wavelengths). In the case of hydrogen transfer discussed above, the X−H
bond (X is the donor) does not have sufficient energy to get completely over the en-
ergy barrier of the transfer reaction; it can only ‘climb’ part of the way. However, at
some point along the way, it reaches a position where the hydrogen’s wavelength ex-
ceeds the barrier width, which allows it to transfer to the acceptor without having
reached the energy of the transition state [197] (Figure 5.7b). This illustrates one of the
main oversights of the classical treatment of catalysis (i.e., the transition-state theory),
which considers the reactants merely as particles that have only one possible location
in space. The quantum-mechanical (QM) treatment acknowledges that each reactant
has a most probable location, but also less probable ones, which may even be on the
other side of the reaction’s energy barrier.
TheQMmodel described above ismore accurate than the basic transition-state theory
model, but it still does not accurately describe the tunneling process. A more realis-
tic model must relate to the energies and wave functions (i.e., probabilities) of both

*1I.e., protons or hydride ions.
*2One such case is enzymatic catalysis.The importance of hydrogen tunneling to a common catalytic mech-

anism of enzymes called ‘acid-base catalysis’ is further discussed in Chapter 9.
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reactants and products of the tunneling reaction*1. This is because efficient hydrogen
tunneling requires the probability of finding the hydrogen particle at the reactant’s
energy well to overlap with the probability of finding it at the product’s energy well
(Figure 5.7c) [197]. The overlap depends on the width and degeneracy of the two en-
ergy wells*2. In the structural sense, this is translated into several quantities, such as
the donor-acceptor distance, their orientation, and the electrostatic properties of their
immediate environment.
In many enzymes, the evolutionarily-selected (native) structure already contains
donor-acceptor couples that are suitable for hydrogen tunneling [196,199]. This is of-
ten achieved by multiple noncovalent interactions between bulky enzyme residues
and the substrate, which keep the reacting atoms of both enzyme and substrate in
place. Nevertheless, theoretical considerations suggest that the presence of these cou-
ples is insufficient for the tunneling process to transpire, and that protein dynamics
must play a role as well. For example, dynamic fluctuations are required for the en-
zyme to avoid energy degeneracy of the reactants and products, an occurrence that
would obviously make the hydrogen particle tunnel back and forth with no net reac-
tion actually taking place. Indeed, computational studies suggest that the fast (fs–ps)
thermal vibrations in enzymes act to increase the rate of hydrogen tunneling by opti-
mizing the geometric-electrostatic factors contributing to the reactant-product prob-
ability overlap [200,201]. Here, too, the fast vibrations are coupled, and lead to much
slower conformational changes, which optimize the tunneling-contributing factors.
Furthermore, the importance of these vibrations may explain the negative impact of
certain mutations far from the active site on the tunneling process [200]. That is, muta-
tions whose roles have so far eluded scientists, due to their distant locations and their
non-additive effects on tunneling, have been found to act by disrupting the network
of coupled vibrations that optimize the tunneling process. This insight is expected
to have implications for protein engineering and drug design, which rely heavily on
site-directed mutagenesis [200].
In addition to hydrogen tunneling, other quantum effects have been implicated in
protein function [203,204]. For example, electron tunneling has been shown to facilitate
the transfer of electrons between protein redox centers that are separated by 15 to 30Å
(e.g., in cellular respiration) [205,206]. Another quantum effect, called coherence, has
been implicated in photosynthesis. As explained in Chapter 1, the first step of pho-
tosynthesis involves the highly efficient harvesting of light energy by antenna arrays
made of chlorophyll molecules and other pigments. This process involves the conver-
sion of electromagnetic (solar) energy into electronic excitation waves in the pigment
molecules. These waves are channeled to the photosynthetic reaction center, where
their energy facilitates electron delocalization and subsequent redox reactions. The
reason for the efficiency of light harvesting in photosynthetic systems is not entirely
clear, especially when the propagation of the excitation waves through the antenna
arrays has always been considered as random, and therefore wasteful. However, stud-
ies carried in 2007 and later suggest that these waves are in fact coherent [207–210],
and can therefore find the most efficient way to the photosynthetic reaction center by
exploring numerous paths simultaneously. These findings are far from being trivial;

*1Here, the reactant and product are the donor-hydrogen and acceptor-hydrogen bond states, respectively.
*2Degeneracy means that both energy wells have identical minima, like the ones shown in Figure 5.7c.
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quantum effects are usually observed in a vacuum under low temperature, and quan-
tum coherence should theoretically be destroyed by the ambient temperatures and
chaotic environment of biological organisms. Computer simulations suggest that not
only can the coherence endure the environment of the photosynthetic center, but in
fact the random noise in this environment actually helps the propagation of the exci-
tation waves [211]. Specifically, the noise helps waves to propagate by preventing them
from being trapped in sites along the photosynthetic chain. Quantum coherence has
also been suggested to facilitate the extremely fast and specific photoisomerization of
the retinal molecule in the protein rhodopsin, which is responsible for sight (see [204]

and references therein).

(a)

State (position, charge, etc.)

Potential

Local Minimum
(i.e., metastable)

Lowest
Energy
State

Object

Quantum
Mechanical

Path (tunnel)

Classical Path

(b)

Reaction coordinate

Energy

R TS P

(c)

RC

𝐸

R P

FIGURE 5.7 Quantum tunneling. (a) Quantum tunneling versus classical movement of a hydro-
gen atom between a hypothetical protein donor (X) and an acceptor (Y), depicted as the crossing
of an energy barrier. The figure is adapted from [202]. (b) Explanation of quantum tunneling based
on the wave properties of the reactant (i.e., the transferred hydrogen). The potential energy of a
hydrogen reaction is depicted along the reaction coordinate (R – reactants, TS – transition state, P –
products). The mean, most probable location of the hydrogen particle along the reaction coordinate
is specified by the red sphere, and its probability distribution is represented by the green curve. As
the plot shows, even when the hydrogen particle has only enough energy for ‘climbing’ halfway to
the top of the energy barrier, it has a finite probability to appear at the other side of the barrier and
complete the transfer. (c) Tunneling requires an overlap between the wave functions of the reactants
and those of the products. The tunneling efficiency increases with the extent of the overlap. The
figure was adapted from [197].
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5.3.1.5 Effects of solvents on protein dynamics
Water, as we learned earlier, is the universal solvent in biological systems and is essential for
the ability of biomolecules to staymobile and interact with each other without forming non-
specific aggregates. On the single-molecule level, it has been found that proteins may retain
some function even after partial dehydration, but they require at least one layer of water
molecules around them to remain mobile and active [212] (see more below). One of the most
important means by which the aqueous solvent keeps proteins active is by affecting their
inherent dynamics, and it does so in different ways [213].

The role of the solvent in conducting the thermal energy to the protein has already
been mentioned above. This role, however, does not depend on the behavior of specific sol-
vent molecules. An additional effect exists, one that depends on the dynamic fluctuations
of the individual water molecules. The fluctuations are particularly strong in bulk water,
but are also transmitted to water molecules that form the protein’s hydration shell. These
water molecules have fewer degrees of freedom, and are considered by many biophysicists
as part of the protein. When the atoms of these molecules are in physical contact with
those of the protein, the fluctuations of the former may affect those of the latter, pro-
vided that both water and protein atoms have similar frequencies [214]. This effect is not
justmechanical; due to the physical properties of watermolecules, theirmechanical fluctua-
tions are accompanied by fluctuations of their dipole moment, which manifests as constant
changes in the electric field surrounding them. Polar residues on the surface of the protein
are within the range of these changing electric fields, and this induces similar fluctuations in
them [215–217]. The resulting dynamics of the surface polar residues is referred to as ‘slaved’,
because it is induced by water fluctuations [216]. This phenomenon has been shown to be
complex in nature [183]: on the one hand, it weakens the inherent electrostatic interactions
between protein surface residues, whereas on the other hand it may facilitate biological pro-
cesses such as enzyme-mediated catalysis, which are carried out by the protein and depend
on its dynamics (see Chapter 9 for details). In this respect there are two additional issues
that are interesting to note. First, it seems that the induced fluctuations are not limited to
the protein surface, and can propagate into the core. Second, even large conformational
changes seem to be influenced by the water fluctuations. Specifically, although they cannot
drive such changes, water fluctuations seem to be able to limit their rate.

Interestingly, the effects describe above are mutual, and the dynamics of the hydration
shell is also affected by the protein. In fact, it has been found that the hydration shell dy-
namics is heterogeneous and is strongly influenced by the local geometry of the protein
surface [218]. That is, water molecules bound to a certain region of the protein surface ex-
perience completely different dynamics from those bound to other surface regions. Thus,
the hydration shell around the protein should probably be viewed as a collection of inde-
pendent water clusters, each with its own dynamics and surface affinity. Such an approach
is expected to be helpful in protein design studies, or when searching for pharmaceutical
drugs that target specific protein binding sites [219].
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5.3.2 External effects on protein dynamics
The previous sections demonstrated that folded proteins are conformational ensembles,
constantly shifting between different substates due to the thermal energy in their envi-
ronment. Although thermal energy is what drives conformational sampling, other factors
can influence the process, including ligand binding, post-translationalmodifications [220,221],
and environmental changes (pH, temperature, etc.; see Subsection 5.3.2.2 below). Under-
standing this influence is important, as it often has significant implications for the protein’s
activity (see below), stability, and solubility [222]. The extensive research carried out in this
field shows that the effects of all these factors are based on the same physical principle. That
is, they all bias the conformational equilibrium towards certain conformations by changing
the energy landscape of the protein [223,224]. The exact means by which this takes place varies
across the different factors. The following subsections elaborate mainly on the effect of lig-
and binding, which has been the focus of most of the research carried out in this field. Other
aspects of protein-ligand interactions are described in Chapter 8. The effects of phospho-
rylation and glycosylation on protein structure and dynamics are discussed in Chapter 2,
Section 2.6.

It should be pointed out that whereas the conformational changes induced by the above
factors are usually small-to-moderate (backbone r.m.s.d. ≤ ~2.5Å [225,226])*1*2, they may
sometimes be quite large. This is the case with metamorphic proteins, which are able to al-
ternate between (at least) two very different, yet interconvertible, conformations [228,229]. In
fact, the difference between the alternate conformations may be so large that they do not
even share the same fold, as is the case with lymphotactin [230] (Figure 5.8). As described
above, the pre-existing equilibrium between the different conformations is biased by ex-
ternal factors such as ligand binding, temperature, salt concentration, and even the redox
state of the environment [230,231]. For example, in lymphotactin, one conformation (Ltn10)
is predominant at 10 °C and salt concentration of 200mM, whereas the other conforma-
tion (Ltn40) is predominant at 40 °C and low salt concentrations; the latter is further stabi-
lized by dimerization of the protein. Because the two conformations are very different, the
transition between them is unlikely to happen via a unique intermediate structure. Instead,
it has been suggested that such interconversion requires global unfolding of the chain [232].
Another example of a protein that undergoes a large conformational change when influ-
enced by external factors is calmodulin, which we have already encountered in Chapter 2.
In this case, binding of Ca2+ ion and a target ligand to the protein induces a dramatic change,
from an open to a closed conformation [5,233].

5.3.2.1 Ligand-induced dynamics and allostery
5.3.2.1.1 Allostery

The general notion that ligand binding can affect protein structure is not new; it was pro-
posed by Wyman at the end of the 1940s for hemoglobin [234,235], and since then such an

*1Note, however, that the small backbone changes are usually accompanied by large side chain changes, and
that these changes may have significant implications for the binding and/or catalytic properties of the protein
(see following subsections).

*2A survey of the CoDNaS database of protein conformational diversity [227] shows that mutations have
a larger (average) effect on protein conformation compared with ligand binding, oligomeric state, and post-
translational modifications [226].
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Ltn10 Ltn40

FIGURE 5.8 NMR structures of the two stable conformations of human lymphotactin (Ltn).
Left: Ltn10 (PDB entry 1jt0). For clarity, the C-terminal tail (residues 71 through 93) is not shown.
Right: Ltn40 (PDB entry 2jp1). This conformation is predominant and exists as a dimer (here only
one monomer is shown).

effect has been demonstrated in other proteins as well [5,236,237]. Although the effect is struc-
tural in essence, it may have functional implications if the new chosen conformation has a
higher or lower activity than the original. Within cells, ligand binding usually serves some
specific purpose: enzymes bind their substrates, receptors bind their cognate hormones or
messengers, antibodies their antigens, etc. In enzyme-substrate binding, the substrate par-
ticipates in the chemical reaction. Conversely, in binding of a receptor to its cognate hor-
mone or messenger, the latter is not changed by the binding, but rather activates the recep-
tor’s biological function. In both enzymes and receptors, the inherent function of the protein
(catalysis, binding), which occurs at a certain location (e.g., the active site in enzymes), can
be modulated by binding of a ligand at a different location. This phenomenon is called ‘al-
lostery’*1, and the site to which themodulating ligand binds is called ‘allosteric site’.The term
allostery was originally used by Monod and Jacob [238] to describe non-competitive enzyme
inhibition, in which a molecule that differs from the substrate inhibits an enzyme by bind-
ing to an allosteric site [171]*2 (see Chapter 9). Today the term is used for all proteins whose
activity is modulated by allosteric molecules. As we will see later, the allosteric effect is me-
diated by conformational changes in the protein. Allostery is one of the most important
phenomena in the biological world, since it allows cells to accurately regulate central pro-
cesses, such as metabolism, division, and defense mechanisms. Specifically, allostery affects
enzyme-mediated catalysis, signal transduction, transport, and more. Indeed, Monod, who
discovered allostery, referred to it as ‘the second secret of life’ (with DNA structure being the
first) [241]. Although allostery is only one of the many manifestations of protein dynamics,

*1The term ‘allosteric’ means ‘other solid or object’, from the Greek ‘allos’ (ἂλλος – other) and ‘stereos’
(στερεὀς – solid or object).

*2While the term allostery was coined in 1961 by Monod and Jacob [238], the idea behind it was already
proposed in 1935 by Pauling [239], who suggested a mechanism for the positive cooperativity in ligand binding
observed in hemoglobin (see Box 5.3).This idea was later adopted by Koshland in his famous KNFmodel [240].
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its functional implications have led to it being the most studied aspect of dynamics. Studies
of allostery have yielded both qualitative and quantitative models, which are described in
Box 5.3, and which have contributed to our general understanding of protein dynamics.

Cells rely heavily on allostery to regulate their multi-step biochemical pathways [242]. In
most cases, only key enzymes in the pathway are regulated, that is, enzymes that commit
the cell to the specific process. In some cases, the allosteric ligand is a cellular messenger
produced by a certain signal transduction cascade, in response to a hormone or growth fac-
tor. This type of regulation, which is referred to as ‘heterotropic’, is particularly common in
multicellular organisms, where it facilitates the systemic modulation of metabolic processes
in certain cells, tissues, and organs. In other cases, the allosteric ligand is itself part of the
biochemical process it regulates, i.e., it is the substrate (homotropic regulation), product, or
intermediate. This is a more local type of regulation, which allows biochemical pathways
to modulate their own rates automatically. For example, in product inhibition, the product
of a biosynthetic pathway acts as an allosteric inhibitor, which shuts down its own produc-
tion, via negative feedback, when its levels become sufficient for cellular needs.The opposite
type of regulation, i.e., substrate activation, enhances the efficiency of proteins by turning
substrate binding into a cooperative process. In any case, substrate- or product-mediated
regulation demonstrates that, contrary to what was originally postulated, allostery is not
limited to ligands that do not participate in the reactions. It should also be mentioned that
although allostery usually refers to noncovalent ligand binding, it can also include the co-
valent addition of chemical groups, such as phosphorylation [166]. This is because some of
the covalent modifications are reversible inside cells due to the action of enzymes, such as
phosphatases.

As mentioned above, allostery works by coupling two different sites in the protein via
conformational changes (see, e.g., [243–246]). Such changes need not be large. For example, in
the aspartate receptor, a 1-Å conformational change in the regulation site leads to a signifi-
cant increase of activity at a site 100Å away! [247]. In order to understand how this is possible,
one must first understand the physical basis for the effect of ligand binding on the protein.
Note that this effect, which leads to conformational changes in the protein, exists in any
type of ligand binding, not just an allosteric ligand. Indeed, in both enzymes and recep-
tors, the binding of the primary ligand (substrate in enzymes, hormone or messenger
in receptors) may also induce conformational changes in the protein.This phenomenon
is especially prominent in receptors, in which the conformational changes induced by the
binding of the primary ligand to its target site (termed ‘orthosteric site’) activate the protein.
Thus, whereas the following discussion on the physical effect of ligand binding is general,
its goal is to provide a better understanding of allostery. The effects induced by the binding
of the primary ligand are discussed in Chapter 7.

5.3.2.1.2 Physical effect of ligand binding

Protein folding, like all spontaneous processes in nature, involves a decrease in free energy.
This energy has different components; some are internal, whereas others result from the
environmental conditions, such as pH, temperature, pressure, etc. The native conformation
of the protein is therefore the one that under physiological conditions has the lowest free
energy. When the protein binds a certain ligand, a new physicochemical entity is intro-
duced into the native conformation, which changes the free energy. This change is a direct
consequence of the physicochemical interactions between the ligand and the protein (as
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well as the effects of ligand binding on the environment). The change in free energy may be
either negative or positive. The former means further stabilization of the native conforma-
tion, thus making it more highly populated. Conversely, a positive change in the free energy
upon ligand binding means destabilization of the native conformation, making it less pop-
ulated. If the free energy increase of the native conformation is large enough, one of the
near-native conformations of the isolated protein may dominate the population upon lig-
and addition. In such cases, the binding of the ligand results in a new native conformation.
The above description implies that, following ligand binding, a conformational change takes
place that is consistent with the pre-existing equilibrium known to characterize proteins. In
other words, conformational shifts happen spontaneously, whether or not the protein binds
its ligand. Accordingly, the ligand is believed to act by biasing the pre-existing equilib-
rium, i.e., preferentially binding the conformation that has the least energy when bound
to it [6,164,181,223,224,248,249] (Figure 5.9a)*1. This notion emerges from the conformational selec-
tion model [181,250,251], which is described below and in Box 5.3.

The biasing effect of the ligand can be demonstrated by using the simplemodel shown in
Figure 5.9b [252]. The model refers to two different conformations of the protein (T and R).
Both are capable of ligand binding, but with different affinities.The R conformation is better
suited for the ligand than the T conformation; it binds the ligand more strongly. The dif-
ferences in affinities towards the ligand manifest in the different equilibrium constants of
the binding process. Since Δ𝐺 is a state function, the shift from the ligand-free T state (T0)
to the ligand-bound R state (R1) can conveniently be described in two ways; the first corre-
sponds to the orange path in Figure 5.9b, whereas the second corresponds to the magenta
path:

Δ𝐺(T0→R1) = Δ𝐺T + Δ𝐺1 = Δ𝐺0 + Δ𝐺R (5.1)

In terms of equilibrium constants, the above can be described as:

Δ𝐺(T0→R1) = −𝑅𝑇 (ln(𝐾T) + ln(𝐾1)) = −𝑅𝑇 (ln(𝐾0) + ln(𝐾R)), (5.2)

which means that:
𝐾T
𝐾R

= 𝐾0
𝐾1

(5.3)

Put simply, if the ligand-binding affinity of one conformation is higher than that of the
other by a given factor, then the equilibrium constant for the R → T transition in the
ligand-free and ligand-bound states must be related by the same factor.This means that
ligand binding changes theR → T transition, which is exactly what happens in allostery.
Of course, in reality the protein exists in multiple conformations, but the bottom line is the
same as explained here.

The notion of pre-existing conformational equilibrium underlying allostery is easy to
imagine when the conformations are overall similar. It is, however, less imaginable in cases
where the protein has two or more conformations that, despite having similar energy, pos-
sess very different architectures. How can such a protein interconvert spontaneously and
quickly between the different conformations? We saw earlier that in extreme cases, such as
that of the metamorphic protein lymphotactin, the interconversion requires the protein to

*1Although this view is considered to be relatively new, a similar notion was already suggested in 1950
by Karush, for serum albumin [3]. Specifically, Karush suggested that binding sites in serum albumin exist in
different equilibrium conformations of nearly equal energy, and the ability of the protein to shift between these
conformations allows it to bind different ligands.
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FIGURE 5.9 Schematic illustration of the mechanism of allosteric ligands. (Opposite) (a) The
general mechanism of allosteric ligands.The ligand binds to the conformation that is best suited to it
stereochemically, and biases the natural conformational equilibrium of the protein towards this con-
formation. (b) A thermodynamic cycle (following [252]) describing the path from the free low-affinity
conformation (T0) to the ligand-bound, high-affinity conformation (R1) (orange path). R and T are
the low-affinity and high-affinity conformations, respectively. L is the ligand. 0 and 1 denote the
ligand-free and ligand-bound states, respectively. The path may proceed via the ligand-bound low-
affinity conformation (T1) (orange path) or the free high-affinity conformation (R1) (magenta path).
The equilibrium constants (𝐾) and related free energy changes (Δ𝐺) associated with each step of
the cycle are noted in different colors. (c) The effects of positive and negative allosteric ligands. Both
types of ligands act as in (a), but they bind to different conformations. The first is inactive due to a
substrate-incompatible binding site, and the second is active due to a substrate-compatible binding
site. (d) Specific mechanisms of allosteric activators and inhibitors, affecting active site accessibility,
active site shape, and oligomerization capability. Adapted from [253].

partially unfold and then re-fold into the new conformation. This is, however, not neces-
sarily true for other metamorphic proteins. For example, it has been suggested that such
interconversions can be made possible by the following factors:

1. Subunit symmetry [254] – Different conformations of an oligomeric protein can be
achieved by alternative packing of the same subunits in a number of symmetry-
equivalent ways having similar energies.

2. Local frustrations [255] – As explained above, native structures of proteins are stable
because they avoid energy conflicts (frustrations), resulting, for example, from unfa-
vorable atomic interactions. However, at certain key points in the protein chain, local
frustrations may act as hinges that promote large conformational changes.

Although conformational selection is believed to be the model that best describes the effect
of ligands on protein structure and function [256], conformational changes following ligand
binding (e.g., induced fit) are also known to happen in some cases (e.g., [257]). This phe-
nomenon demonstrates once again that reality is much more complex than the models we
use to describe it. A more detailed discussion of the different theories concerning the phys-
ical basis of ligand binding is given in Chapter 8. A focus on models of allostery is given in
Box 5.3. Finally, another effect of ligand binding is rigidification of the binding site region,
which makes additional conformational changes even less probable.

BOX 5.3 MODELS OF ALLOSTERY

Allostery, a phenomenon known for decades, plays a key role in the function of nu-
merous, perhaps even most proteins found in nature. One of the main questions oc-
cupying biochemists has always been whether a single model can describe both qual-
itatively and quantitatively all aspects of allostery, such as cooperativity, homotropy
versus heterotropy, activation versus inhibition, etc. The first researchers to propose
a detailed model for allostery (in enzymes) were Jacques Monod and coworkers [170]

(Figure 5.3.1). Their suggestion, referred to as the Monod-Wyman-Changeux (MWC)
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model, addressed two main aspects of allostery in enzymes: substrate-binding (posi-
tive) cooperativity and product inhibition (see main text for definitions). The MWC
model posited the following:

1. An allosteric enzyme includes more than one polypeptide chain (called sub-
units), arranged symmetrically. Although a generalization [258], this assumption
has been confirmed in many allosteric enzymes, as well as in membrane-bound
and nuclear receptors [259].

2. An allosteric enzyme exists in two naturally occurring conformations. The
first, termed ‘R’ (‘relaxed’) has high affinity for the ligand, whereas the other,
termed ‘T’ (‘tense’) has low affinity to it. The T/R assumption is important not
only for allostery but also for understanding protein dynamics in general, since
it implies that proteins are capable of shifting spontaneously between different
conformations. As mentioned in the main text, this is also the current under-
standing of proteins [260].

3. The inner symmetry of the subunits’ organization in the enzyme must be
maintained, evenwhen the enzyme shifts between theRandTconformations.
This implies that a conformational change in one subunit must also occur in the
other, so as to maintain the symmetry. That is, any conformational change, even
in a small region of the protein, must induce a total change in the quaternary
structure of the entire protein. In reality, this posit does not hold for all proteins
undergoing conformational changes, but it is true in many enzymes displaying
substrate-binding cooperativity.

FIGURE 5.3.1 Jacques Monod (1910–1976), Nobel Prize laureate in Physiology and
Medicine, 1965. The Nobel Foundation [261].

Monod and coworkers addressed positive cooperativity, in which initial substrate bind-
ing to the enzyme increases the affinity of the latter to substrate molecules that it sub-
sequently encounters. They concluded that in such cases the substrate acts as a positive
allosteric regulator, i.e., an activator. That is, the substrate increases the affinity of the
enzyme by shifting its R⟷T equilibrium towards the R conformation.
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Since R is also the active conformation, substrate binding is expected to render the
protein more active. Again, the conformational change starts in one subunit, but since
the MWC model stipulates that symmetry must remain, the same change must also
take place simultaneously in the other subunit(s)*a, even though they do not bind the
substrate. Thus, substrate binding results in all subunits shifting from the low-affinity
T conformation to the high-affinity R conformation. The net effect of ligand binding
to one subunit is therefore the increased affinity of all the other subunits to it. This
is the essence of positive cooperativity. This is also where the MWC model differs from
another popular model of the time, the KNF model of Koshland and coworkers [240].
The KNF model also assumes that the allosteric protein is a homo-oligomer, which can
be in either an R or a T state. However, this model does not require symmetry to be
maintained during the conformational change, but rather describes cooperativity as a
sequential process*b. That is, substrate binding to one subunit involves an induced-fit
type of conformational change from the T to the R state. This change, in turn, induces
slight conformational changes in the adjacent subunits and increases their affinity to
the substrate, with no T→R change. Although the two models coexisted at first, the
MWCmodel prevailed when later studies carried out on several proteins demonstrated
a change in the quaternary structure of the investigated proteins following substrate
binding.

One of the best benchmarks for testing the MWC model and studying allostery
mechanisms in general is vertebrate hemoglobin. This is mainly because hemoglobin
has a quaternary structure and exhibits cooperativity in binding its substrate, oxygen
(O2). Studies extending over 40 years on hemoglobin have confirmed most of the stip-
ulations of the MWC model, at least with respect to cooperativity in this protein. New
findings published in recent years have shed new light on the model, compelling sci-
entists to extend it.

I. Allostery in hemoglobin

Hemoglobin is one of the most extensively studied proteins in the history of biology
and chemistry. Studies on this protein were published a century ago, whereas research
on allostery appeared only about 50 years later. For this reason, as well as for the rea-
sons mentioned above, hemoglobin is considered to be a good model for allosteric
processes. Hemoglobin, which is the primary protein of red blood cells, is responsible
in mammals, birds and reptiles for the highly regulated transport of molecular oxygen
(dioxygen; O2) from the lungs to peripheral tissues, as well as for the reverse transport
of carbon dioxide (CO2), a metabolic waste product, back to the lungs. This process
involves binding oxygen in the arteries of the lungs, exchanging it for carbon dioxide
in the vicinity of peripheral cells, and returning the latter to the lungs via venous blood,
where it can be unloaded and exhaled.This is the reason why the color of arterial blood
is different from that of venous blood; the bright red color of the former results from

*aThis is why the model is also referred to as the ‘concerted model’ of allostery.
*bAccordingly, this model is referred to as the ‘sequential model’ of allostery.
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its high oxygen content, whereas the cyan color of the latter results from its low oxygen
content. In other words, arterial blood is oxidized, whereas venous blood is reduced.

Thedescription above reflects the ambivalent nature of hemoglobin, i.e., its capacity
to both bind and release the same substance (O2 or CO2), depending on its location in
the body. This capacity implies that the structure of hemoglobin is sufficiently complex
to support this functional sophistication.The assumption of a complex structure seems
even more justified considering that oxygen binding to hemoglobin exhibits coopera-
tivity. That is, the affinity of hemoglobin to oxygen increases with the concentration
of the latter*a. Such cooperativity can be clearly seen in hemoglobin’s binding curve
(Figure 5.3.2); instead of the hyperbolic curve expected in normal binding, the protein
exhibits a sigmoid curve, which is a sign of cooperativity.
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FIGURE 5.3.2 Hemoglobin-oxygen binding curve. The curve describes the dependence
of the binding (represented by the percent saturation) on the oxygen’s concentration (repre-
sented by its partial pressure). In the lungs, high oxygen concentration leads to strong bind-
ing, whereas in peripheral tissues the binding is weak due to low oxygen concentrations. Fur-
thermore, the sigmoid shape of the curve indicates positive cooperativity in oxygen binding.
The image is adapted from [262].

I.I. Structure of hemoglobin

In our previous encounters with hemoglobin in these pages, we witnessed its quater-
nary structure (Figure 2.34). This includes four 𝛼-helical subunits (𝛼1, 𝛽1, 𝛼2, 𝛽2) of
similar structures but dissimilar sequences, each containing an oxygen-binding heme
group (Figure 5.3.3a). The subunits are arranged so the most significant noncovalent

*aIn gases, the chemical concentration is usually expressed as partial pressure.
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interactions are between different types (𝛼𝛽), which makes hemoglobin a ‘dimer of
dimers’: 𝛼1𝛽1, and 𝛼2𝛽2.

The heme is a planar porphyrin group, which consistes of four interconnected pyr-
role rings*a, with an iron cation (Fe2+) in the middle (Figure 5.3.3b). The latter is coor-
dinated to the four nitrogen atoms of the surrounding rings in the heme plane, which
leaves Fe2+ two more potential bonds, one above and one below the plane of the heme
group. The first of these bonds is formed between Fe2+ and a histidine residue on one
side of the heme (Figure 5.3.3c).This residue is referred to as ‘proximal’, and it is part of
the subunit’s F helix*b. The second potential bond is usually formed between Fe2+ and
O2. The ferrous form of the iron cation (Fe2+) sometimes becomes oxidized to the ferric
form (Fe3+). Fe3+ is unable to bind O2, and any hemoglobin molecule undergoing such
oxidation (called ‘methemoglobin’), is therefore useless as an oxygen carrier*c. A small
percentage of hemoglobin in our body exists as methemoglobin. The percentage does
not normally increase, thanks to enzymatic reduction of the molecule back to its active
state. However, certain factors, which are either genetic (e.g., glucose-6-phosphate de-
hydrogenase (G6PD) deficiency) or environmental (e.g., pharmaceutical drugs such as
nitrates and sulfonamides), might expose the body to oxidative stress and increase the
fraction of methemoglobin in the blood. This condition, called methemoglobinemia, is
potentially hazardous, as it causes tissue hypoxia [264].

On the other side of the heme group, beyond the oxygen, lies another histidine
residue referred to as ‘distal’, which is part of the E helix of the protein. This residue
stabilizes the heme-bound oxygen by hydrogen bonding [265]. Moreover, the distal his-
tidine is important for reducing the risk of carbon monoxide (CO) poisoning. This
compound is formed by incomplete oxidation of hydrocarbons, as well as by routine
physiological processes in our body, such as the degradation of heme groups. CO is
highly toxic due to its high affinity to the Fe2+ cation of the heme. As a matter of fact,
the affinity of CO to Fe2+ in isolated heme is about 2 × 104 times higher than the affinity
of oxygen, which means that CO could essentially block all free hemoglobin molecules
in our body and prevent oxygen supply to the tissues. However, the affinity of CO to
the heme group drops 100-fold when the latter is bound to hemoglobin. Again, this is
because of the distal histidine, although the exact mechanism responsible for the phe-
nomenon is not entirely clear. Originally, it was suggested that the histidine residue,
via steric hindrance, compels any ligand bound to the heme to tilt, which in the case of

*aPorphyrins are very common in biochemistry, participating in photosynthesis, cellular respiration,
methane biosynthesis, redox reactions involving nitrite and sulfite, and the detoxification of hazardous chem-
icals [263]. The porphyrin group always contains a transition metal cation in the middle. For example, iron-
containing porphyrins (hemes) participate in oxygen binding and electron transport; manganese-containing
porphyrin (chlorophyll) participates in photosynthesis; and cobalt-containing porophyrin (cobalamine, de-
rived from vitamin B12, see Chapter 9) participates in nucleotide biosynthesis. The prevalence of porphyrins
in such a large variety of processes is attributed to the transition metal and the conjugated aromatic rings,
which render the molecule photo-reactive (important for photosynthesis), and provide it with multiple redox
levels (important for electron-transfer reactions).

*bThis is the only covalent bond between the heme group and the protein.
*cIn partially oxidized hemoglobin (one to three heme groups are in the ferric form), the heme groups that

are in the ferrous form bind oxygen with increased affinity. Thus, the release of oxygen to the target tissues by
such hemoglobin molecules is reduced. This, in addition to the inability of ferric heme groups to bind oxygen,
results in tissue hypoxia [264].
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CO significantly lowers its affinity to the heme. However, later studies raised doubts as
to the capability of steric hindrance alone to lower the affinity of CO to that extent [266].
Today, it is believed that the effect of the distal histidine results from several factors,
including electrostatic stabilization of the bound oxygen. In any case, the action of the
distal histidine protects us from the endogenous levels of CO, and limits poisoning to
rare cases of exposure to external sources of the gas. Indeed, CO levels over 0.1% (of
air) are hazardous.

(a)

(b)

Pyrrole ring
Oxygen (c)

Proximal His

Distal His

FIGURE 5.3.3 Hemoglobin structure. (a) The four subunits are marked with different col-
ors, and the heme groups are shown in bond-stick models (PDB entry 1hho). (b) Structure of
the heme group. Atoms are colored according to type, with the Fe2+ ion colored in gray. The
location of the bound oxygen molecule is marked. (c) Proximal and distal histidine residues
in hemoglobin.
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In addition to the important role described above, the distal histidine fulfills another
role, that of creating passage for the oxygen from the solvent to the heme groups [190].
The binding of oxygen to the heme groups has always been a mystery, as the latter are
buried inside the protein, and the experimentally determined structures of hemoglobin
do not show any passage leading from the solvent to the heme and back. By combining
different methods, researchers have found that such a passage is formed by permanent
voids within the core of the protein, and that the diffusion of oxygen between the voids
is facilitated by conformational changes that originate in the distal histidine [190,191].

I.II. Cooperativity and allostery in hemoglobin

Hemoglobin has been long known to exist in two functional states.The first was termed
‘deoxy-hemoglobin’, as it has low affinity towards oxygen, and is therefore unbound to it
most of the time. The second was termed ‘oxy-hemoglobin’, because its oxygen affinity
is 150 to 300 times higher than that of deoxy-hemoglobin. Max Perutz (Figure 5.3.4),
who determined the structure of hemoglobin by using X-ray diffraction [267], found
that the oxy and deoxy states of hemoglobin have different quaternary structures (in
accordance with Monod’s MWC model [170]), and that the deoxy conformation is stabi-
lized by salt bridges between subunits 𝛼1𝛼2, 𝛼1𝛽2, and 𝛼2𝛽1. These salt bridges break
when the conformation changes from deoxy to oxy (e.g., see Figure 5.3.5). Oxygen
binding by hemoglobin was known at that time to depend cooperatively on the par-
tial pressure of oxygen. Perutz realized that the cooperativity is induced by oxygen it-
self, which in addition to being the substrate also acts as an allosteric activator that
shifts the protein from the deoxy state to the oxy state [268]*a. Drawing from the simi-
larity between the MWC model, which dictates the principles of allostery in enzymes,
and Perutz’s own observations on hemoglobin (a non-enzyme protein), Perutz formu-
lated his ‘stereochemical’ model for describing both allostery and cooperativity in this
protein. He considered the oxy and deoxy states to be the hemoglobin equivalents of
Monod’s R andT enzyme states (respectively), i.e., to differ in quaternary structure [271].
This idea, combined with the assumption that oxygen serves as an allosteric activator,
explained the duality of hemoglobin: In the lungs, where the partial pressure of oxy-
gen is high (100mmHg [272]) (Figure 5.3.2), initial oxygen binding induces a change in
hemoglobin quaternary structure from the T conformation (deoxy-hemoglobin) to the
R conformation (oxy-hemoglobin). Since the R conformation has higher oxygen affin-
ity, the binding of the other three O2 molecules to hemoglobin is cooperative. When
the hemoglobin-containing blood cells move towards the peripheral tissues, the partial
pressure of oxygen drops to 40mmHg, and the hemoglobin starts to shift back to the
T state while releasing oxygen for the use of the cells.

*aThe tendency of the hemoglobin tetramer to change into the oxy state, following the binding of four
oxygen molecules, increases by 109 times compared to its tendency to do so in the absence of bound oxygen
molecules [269,270].
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FIGURE 5.3.4 Max Ferdinand Perutz (1914–2002), Nobel Prize laureate in Chemistry,
1962. The Nobel Foundation [273].

FIGURE 5.3.5 A salt bridge that stabilizes the T state of hemoglobin [268].

Perutz’s model successfully rationalized both the duality and the cooperativity of
hemoglobin. Yet, it was unclear how exactly oxygen induces the conformational change
between the states. Studies carried out since then have shown that the binding of oxy-
gen to the heme groups in hemoglobin involves structural changes at different levels.
At the most basic level, the binding changes the position of the Fe2+ cation with respect
to the heme ring. In the absence of oxygen, Fe2+ slightly protrudes from the ring plane
towards the proximal histidine (Figure 5.3.6a). This is because the oxygen-free Fe2+ is
in a high-spin state, with a radius too large to fit within the plane of the heme group [13].
However, when O2 binds to Fe2+, the ion is converted into a distorted-octahedral, low-
spin state, whose radius is smaller than that of the oxygen-free cation, and can there-
fore slide into the middle of the ring plane. Fe2+ is also bound to the proximal histidine
residue, and when it slides into the ring plane it pulls the histidine slightly (0.4 Å [13]) in
that direction (Figure 5.3.6a). Since the histidine is part of the F helix in hemoglobin,
its motion causes the entire helix to move as well (Figure 5.3.6b). Thus, the dynamics,
which began with oxygen binding, spreads to the other parts of the subunit, making
it shift from the T conformation to the R conformation within less than 1 μs [274]. The
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conformational change does not stop at the single subunit level; the subunit’s inter-
actions with the other subunits allow it to affect their conformations as well, making
the entire protein shift to the R state [275–277] (Figure 5.3.6c). The global movement that
transpires in hemoglobin following this shift is significant, manifesting in a 15° tilt be-
tween the 𝛼1𝛽1 dimer and the 𝛼2𝛽2 dimer. The propagation and amplification of the
0.4 Å movement of the Fe cation into a large-scale conformational change is one of
the most interesting and least understood phenomena in proteins. Obviously, it results
from the high flexibility of protein structure, and is probably related to the specific
structure of hemoglobin, which can be described as a system of interconnected springs
(i.e., the helices). However, a true biophysical characterization of the force or energy
transmission yielding this amplification has yet to be carried out.

Any model describing the behavior of hemoglobin is expected also to address the
well-known Bohr effect [278–280], which is named after the Danish physician Christian
Bohr. This effect refers to the lower affinity of hemoglobin to O2 in a low-pH environ-
ment*a. As mentioned earlier, the T conformation contains certain salt bridges that are
missing in the R conformation (Figure 5.3.5). Some of these bridges exist in the in-
terfaces between subunits, whereas others occur within chains, and they may involve
backbone or side chain atoms. Some of these salt bridges are formed between posi-
tively charged histidine side chains and negatively charged glutamate or aspartate side
chains. Whereas the Glu or Asp side chains are almost always charged under physio-
logical pH, those of His are only charged part of the time, because their pKa is close to
the neutral pH. In the lungs, the pH is 7.6, which renders most of the His side chains
deprotonated, i.e., uncharged. However, in peripheral tissues the pH drops to 7.2 due
to high CO2 levels*b, which renders most of the His side chains protonated, i.e., posi-
tively charged.Thus, theHis-Glu orAsp salt bridges that stabilize the T conformation of
hemoglobin tend to form in peripheral blood rather than in the lungs. In other words,
the R→T conformational shift initiated by the drop in oxygen concentration following
the transfer of hemoglobin from the lungs to peripheral tissues is aided by the simulta-
neous drop in pH. One of the prominent salt bridges, which studies show to have the
largest contribution to the Bohr effect, is formed between the side chains of His-146
and Asp-94 [275,281] (Figure 5.3.7). In addition to this effect, the ability of hemoglobin
to bind protons in peripheral blood also makes it a good buffer, which prevents sharp
changes in blood pH. The stabilization of the T conformation in peripheral tissues is
also aided by two other factors. The first is the covalent (yet reversible) binding of CO2
to N-terminal amino groups, which forms carbamates. Like the His side chains, these
too participate in salt bridges that are unique to the T state [13]. The second factor is
phosphorylated molecules that bind to the central cavity of the T state via electrostatic
interactions and hydrogen bonds to His and Arg side chains in the 𝛽 subunits. The
phosphorylated molecules include 2,3 bis-phosphoglycerate (2,3 BPG) in mammals
and inositol hexaphosphate (IHP) in birds and reptiles [13].

*aIn fact, Bohr did not mention pH at all. He originally observed that when blood CO2 levels increase, the
affinity of hemoglobin to oxygen decreases. The two, however, are linked; high CO2 levels in blood decrease
its pH, since the CO2 turns into carbonic acid (H2CO3).

*bCO2 is a metabolic byproduct of cells.
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Since the publication of Perutz’s model in 1970, other studies on cooperativity and
allostery in hemoglobin have been conducted, using advanced spectroscopic meth-
ods. These studies contributed important data on those mechanisms (especially ki-
netic data on the conformational changes), and even succeeded in quantifying some
of them. Some studies tried to refute Perutz’s model, but the evidence in most cases
was inconclusive. One of the claims made by the latter studies was that cooperativ-
ity in hemoglobin is too complicated to be explained by quaternary changes alone.
This claim was supported by experiments showing that, in the presence of certain al-
losteric inhibitors, the oxygen affinity of theT state changeswithout any changes in qua-
ternary structure [282]. Moreover, it was demonstrated that a single quaternary struc-
ture can harbor different tertiary conformations [283]. Following these revelations the
MWC model was extended to include tertiary changes as well [259], although quater-
nary changes remained a requirement. Thus, the ‘new and improved’ model may be
viewed as combination of the MWC model with some of the ideas incorporated into
the KNF model.

Finally, onemaywonder why hemoglobin appears as a hetero-tetramer and not as a
homo-tetramer. Surely, it would bemuch easier to synthesize and use a homo-tetramer.
Insights into this issue have been provided by research on a hemoglobin-related disease
called 𝛼-thalassemia*a. In healthy people, the four hemoglobin chains are produced in
matching quantities, which promotes the formation of a hetero-tetramer [285]. How-
ever, in people who have 𝛼-thalassemia, increasing loss of hemoglobin 𝛼 genes dur-
ing different stages of the disease leads to shortage in the production of 𝛼-chains. This
gives rise to two distinct homo-tetrameric forms of hemoglobin: HbH, which consists
of four 𝛾 chains (𝛾4)*b, and homeglobin Bart’s, which consists of four 𝛽 chains (𝛽4). Stud-
ies have shown that HbH binds oxygen with greater affinity than does wild-type, 𝛼2𝛽2
hemoglobin (HbA) [286], but fails to display the Bohr effect or cooperativity [287]. The
same has been found for Hb Bart’s [288].

The reason for these differences between HbH, Hb Bart’s and HbA became clear
when the structures of the two homo-tetrameric hemoglobinswere solved [288–290]; both
were found to exist constantly in the R state, such that they can bind oxygen efficiently,
but are precluded from undergoing the R→T conformational change. Thus, it seems
likely that the hetero- form of hemoglobin was selected during evolution due to its
unique ability to respond to changing environmental conditions by changing confor-
mation, an ability that allowed hemoglobin to extend its physiological function from
simple oxygen and CO2 binding, to oxygen and CO2 transport. As explained above,
such a role requires the protein to load its ligand at one location in the body and unload
it in a different location, which can only be achieved if the protein can shift between
two different states, each having a different affinity to the ligand.

*aThalassemias are a group of inherited disorders characterized by absence ormarkedly decreased accumu-
lation of one of the globin subunits of hemoglobin [284]. The prefix (𝛼 or 𝛽) denotes the identity of the chain
which is absent or insufficiently produced.

*bThe 𝛾 chain normally appears in fetal hemoglobin. After birth it is replaced by the 𝛽 chain.
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FIGURE 5.3.6 Hemoglobin dynamics. The figure shows the effects of oxygen binding to
hemoglobin on various regions of the molecule. The induced motions are demonstrated by
superimposition of the oxy (red) and deoxy (blue) states. The dashed green arrows mark
the directions of the motions. (a) Motion of the iron atom (green) from below the heme
plane into the middle of the heme plane, and of the proximal histidine in the same direction.
(b)Themotion of the F helix. (c)Motions at the level of the entiremolecule. Here themotions
are complex, so we present the two structures and refer the reader to the global change in
conformation. For example, note the change in the size of the central cavity between the two
structures.
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FIGURE 5.3.7 The salt bridge between His-146 and Asp-94, which makes the largest
contribution to the Bohr effect [281].The salt bridge is present in the deoxy state (PDB entry
2dn2, colored in blue) and absent in the oxy state (PDB entry 2dn3, colored in red).

II. Conclusions

The MWC (concerted) model constitutes the basis for our current understanding of
allostery. Yet, more recent findings point to some problems with its stipulations [171]:

1. Quaternary structure: themodel conditions allostery on a change in quaternary
structure. Althoughmany proteins include this level of structure, especially those
involved in signal transduction [259] (e.g., GPCRs [291] and protein kinases [292]),
allostery has also been observed in proteins that include only one polypeptide
chain [166,258,293,294]. In fact, even when the protein does contain a quaternary
structure it may exhibit allostery that is accompanied by tertiary changes alone,
as in the case of shellfish hemoglobin (HbI) [295,296] and in the bacterial chaper-
onin GroEL [297,298]*a.

2. Symmetry: the quaternary structure of oligomeric proteins is not always sym-
metrical as the MWC model dictates. For example, many enzymes have catalytic
and regulatory subunits characterized by different shapes.

3. Negative cooperativity: this phenomenon is not covered by the MWC model.
Describing it requires the incorporation of other models.

4. Atomistic and mechanistic details: the MWC (and KNF) model does not pro-
vide a detailed description of the principles of allostery. Such a description is
provided by the current conformational selection model of allostery [181,250,251]*b.

*aAs a result, Eaton and coworkers extended the MWC model to the tertiary two-state (TTS) model, which
accounts for tertiary changes as well [277].

*bSee also [6,164,180,248,249,299,300].
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Like the MWC model, the conformational selection model also assumes a dy-
namic equilibrium between different conformations in the protein (referred to
as ‘pre-equilibrium’) [3], where one of the conformations is stabilized by the al-
losteric regulator. However, the conformational selection model assumes mul-
tiple conformations instead of just two. Positive regulators (i.e., activators) sta-
bilize the active conformation(s), whereas negative regulators (i.e., inhibitors)
stabilize the inactive conformation(s). This is an extension of the MWC model,
which provides a description of both homotropic and heterotropic types of regu-
lation, instead of just the first. Since the allosteric regulator merely changes the
statistical distribution of the different available conformations of the folded state,
it has been proposed that any protein has the potential to be allosteric [248]. This
proposal is supported by studies in which non-allosteric proteins were rendered
allosteric by simple point mutations or chemical modifications, or just by using
certain ligands [301–304].

III. Partial agonists

So far, we have encountered two types of allosteric ligands — activators and in-
hibitors — each stabilizing different conformations with different functionalities.
This general description applies to different protein-ligand systems, such as protein-
substrate, receptor-hormone, channel or transporter-solute, etc. One of the most ex-
tensively studied protein-ligand systems involves membrane-bound receptors, acting
as ion channels. In such systems, activators and inhibitors are referred to as ‘agonists’
and ‘antagonists’, respectively, and they are assumed to act as described above, i.e., by
shifting the protein’s conformational equilibrium. However, in these systems there is
also a third type of allosteric regulator, referred to as a ‘partial agonist’. As the name
implies, this type of ligand binds to the receptor and partially activates it. Studies of
the acetylcholine-activated channel have demonstrated that this protein shifts among
several closed conformations of the channel [305,306]. This observation prompted the
following model for partial agonism. At least one of the closed conformations acts as
an ‘activated-closed’ conformation. Both partial and ‘full’ agonists bind with the same
(high) affinity to the open conformation of the channel.They differ only in their affinity
to the activated-closed conformation; the affinity is high in partial agonist binding, and
very low in full agonist binding. In other words, the partial agonist can bind to (and sta-
bilize) both open and activated-closed conformations, with a preference for the latter,
whereas the full agonist binds only to the open conformation. This explains why the
partial agonist can induce the opening of the channel part of the time. It also explains
how partial agonists differ from antagonists, which bind only to the closed conforma-
tion, and therefore never induce channel opening. This model has been supported by
a study conducted on acetylcholine and glycine channels, both of which belong to the
nicotinic channel superfamily [307].
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5.3.2.1.3 Functional effects of ligand binding

In our earlier discussion of spontaneous protein dynamics, we saw how conformational
changes may affect protein function by changing the physicochemical characteristics of the
binding or active site, to which the protein’s primary ligands bind. The same is true for
conformational changes that are induced by allosteric ligands. In fact, these may alter pro-
tein function more effectively than spontaneous changes, as they are less affected by the
𝑅𝑇 (thermal) limit, and are therefore more pronounced (i.e., have a larger amplitude). Dif-
ferent allosteric ligands induce different types of changes. Positive regulators stabilize active
conformations of the protein, whose primary binding sites are geometrically and physico-
chemically compatible with the protein’s substrate or activating ligand, whereas negative
regulators stabilize conformations that are not, and which are inactive (Figure 5.9c). The
primary binding sites formed by the active conformation are expected to differ from those
of the inactive conformations in terms of the locations of binding or catalytic residues, and
sometimes in their overall electrostatic properties. A survey carried out by Thornton and
coworkers [253] used known structures of apo- and holoenzymes to identify the structural
and functional outcomes of allosteric changes. The survey demonstrates three major out-
comes (Figure 5.9d, examples are given in the paper):

1. Active site opening/closing (Figure 5.9d I/IV) – This category includes all types of
structural changes that influence the availability of the enzyme’s binding site to the
substrate. The structural changes may differ significantly in range; dramatic cases in-
volve high-amplitude motions of rigid elements around hinges, e.g., in the boundary
of two domains, whereas more subtle changes may involve, e.g., rotation of a single
side chain.

2. Active site formation or distortion (Figure 5.9d II/V) – This includes minor modifi-
cations that are still significant enough to change the binding affinity of the substrate.

3. Enhancement or inhibition of oligomerization (Figure 5.9d III/VI) – This includes
cases in which binding of the ligand either facilitates or interferes with the formation
of a biologically active oligomer.

Other studies have also shown that the apo and holo forms of some allosteric proteins differ
in the presence of specific water molecules that bridge residue-residue or residue-substrate
interactions. Again, the differences need not necessarily be large, as the sensitivity of binding
and catalysis to the exact positioning of binding and catalytic residues (respectively) is high.

The long-range effects in allosteric regulation and the sufficiency of limited motions
for creating a significant conformational change are both nicely demonstrated in the regu-
lation of the enzyme dihydrofolate reductase (DHFR) [7]. DHFR catalyzes the reduction of
dihydrofolate (DHF) to tetrahydrofolate (THF) using the reducing agent NADPH.TheTHF
product is required for biological methylation reactions, such as those that occur during the
biosynthesis of the nucleotide thymine. For this reason,DHFR activity is particularly impor-
tant in dividing cells (which constantly replicate DNA), and inhibition of DHFR by drugs
such as methotrexate is a successful anti-cancer therapy. Studies combining NMR, single-
point mutations, and MD simulations demonstrate that the binding of DHF and NADPH
to DHFR induces conformational changes in different regions of the enzyme. Surprisingly,
it was found that the largest conformational change occurs in a loop called Met-20, which



Protein Dynamics ■ 453

FIGURE 5.10 Internal motions in the enzyme DHFR from E. coli (PDB entry 7dfr). The fig-
ure shows the catalytic site region of DHFR. For clarity, only some of the secondary structures
and residues are shown. DHFR catalysis involves hydride (H– ) transfer from NADPH (magenta)
to DHF (cyan). DHF binding leads to closure of the Met-20 loop (orange) around it and to acceler-
ation of catalysis. Interestingly, NMR studies show that this motion involves creation of a hydrogen
bond between Gly-115 of the Met-20 loop and Asp-122 of the 𝛽F-𝛽G loop (yellow), a region that
does not include catalytic residues.

does not contain any catalytic residues (Figure 5.10). The new conformation is stabilized
by a hydrogen bond between Gly-15 and Asp-122, which is about 8Å from the active site
of the enzyme. The conformational change in the Met-20 loop and in an adjacent loop is
‘transmitted’ to the active site by small (0.5 Å), concerted motions of residues in this re-
gion, and eventually leads to the formation of an active site that has high affinity for the
substrate’s transition state [7]. As explained in Chapters 1 and 9, transition-state stabiliza-
tion is the principal strategy that enzymes use to catalyze reactions. The importance of the
non-catalytic residues on the distant loops of DHFR is reflected in their high evolution-
ary conservation. Additional examples of long-range dynamics in other enzymes can be
found in [7].

5.3.2.1.4 Allostery without conformational change [171,308]

The original definition of allostery relates to ligand-induced change of activity in proteins.
As explained earlier, such change was originally attributed to conformational changes,
sometimes considerably large ones, which were observed in the studied proteins (e.g., in
metamorphic proteins [228,229]). More recent studies, however, have revealed that some pro-
teins undergo changes in activity with no accompanying conformational changes, or with
small ones. Proteins in which this curious phenomenon has been detected include calbindin
D9k [260], eglin C [309], catabolite activator protein [310], methionine repressor [309], and the
PDZ domain [224]. In these proteins and in others displaying this phenomenon, NMR mea-
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surements*1 demonstrated changes in bond vibrations as a result of ligand binding. In cases
where calorimetricmeasurements were also conducted, entropy changes were observed, de-
spite the absence of conformational changes. Together, these results seem to be in line with
the suggestions made by Cooper and Dryden over 20 years ago, regarding allostery involv-
ing dynamic, yet non-conformational changes in proteins [311]. According to this model, lig-
and binding may either increase or decrease the entropy of the protein by changing the
frequency and/or amplitude of its thermal fluctuations*2. Specifically, such changes to a
protein’s thermal fluctuations result in a new array of vibrations, ranging from highly corre-
lated low-frequency harmonic fluctuations to local anharmonic ones of individual atoms or
chemical groups. Although the exact underlying mechanism is not entirely clear, these new
vibrations can yield two possible outcomes: rigidification of the polypeptide chain (i.e., re-
duction of its entropy), or enhanced flexibility of the chain (i.e., an increase in its entropy).

How do the allosteric-induced changes in entropy that are described above affect ligand
binding? The binding of the protein’s primary ligand (substrate, hormone, or messenger) to
its cognate binding site leads to a decrease in the entropy of the protein, which (unsuccess-
fully) opposes the binding*3. However, in cases in which the entropy of the free protein has
already been partially decreased by binding to the allosteric ligand, the second binding (to
the primary ligand) has little added effect, which makes the second binding more plausible
and increases the activity of the protein. In such cases, the allosteric ligand acts as an acti-
vator. In other cases, the allosteric ligand may act as an inhibitor, by increasing the entropy
of the free protein, thus making the binding to the natural ligand entropically more costly.

The new model changes the previous definition of allostery; it postulates that ligand
binding still brings about a change in protein activity, but not necessarily via conforma-
tional changes, which are enthalpic in essence*4. Themodel suggests three cases of allosteric
regulation:

1. Regulation involving only entropy changes (i.e., only vibrational changes)

2. Regulation involving only enthalpy changes (i.e., only conformational changes)

3. Regulation involving both entropy and enthalpy changes (i.e., both vibrational and
conformational changes)

In other words, binding of a positive regulator to an allosteric site in a protein may increase
the activity at the protein’s primary site by any one of the following ways, or by both:

1. Decreasing the entropy cost of binding the primary ligand (i.e., rigidification of the
primary site)

2. Increasing the enthalpy gain of the binding (i.e., changing the conformation of pri-
mary site)

A negative regulator does the opposite.
*1NMR is particularly suitable for this type of measurement, since it covers a wide range of motions, from

ps to ms (see Section 5.4 below).
*2That is, covalent bond vibrations. In contrast to atomic translations, which characterize conformational

changes, vibrations behave like harmonic oscillators, i.e., they vibrate around the same conformation in a
spring-like manner.

*3This is because a reduction in entropy is in essence an unfavorable process (second law of thermodynam-
ics; see Chapter 4).

*4This is because they change noncovalent interactions in the protein, and create new ones between protein
and primary ligand.
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Although the entropic model constitutes a refreshing innovation of an old theory, it has
yet to gain wide acceptance in the scientific community. For example, Cui and Karplus have
argued that vibrational changes alone cannot explain the significant change of free energy
that allostery involves [171]. This is because the vibrations, which are calculated on the ba-
sis of measurements of low-frequency normal modes*1, are collective, which makes them
insensitive to the level of detail of the method used for their calculation [315]. In addition,
Nussinov and Tsai [316] have contended that conformational changes may have been present
in the aforementioned studies, even if they were not observed. Failure to observe such con-
formational changes could have happened for various reasons, including the following:

• Crystallization conditions and crystal effects

• One of the conformational states was disordered

• The structural comparisons disregarded the quaternary protein structure

• Synergy effects among allosteric effectors were overlooked

5.3.2.1.5 Applications

Thediscussion above demonstrates why an understanding of the workings of cells requires a
deep understanding of allostery. However, an understanding of allostery is also required for
other, more applicative fields [253]. One such field is drug design. As discussed in Chapter 8,
the design of new drugs, which are in most cases small organic molecules, is based mainly
on the physicochemical adaptation of the drug molecule to the active site of the target pro-
tein. In allosteric enzymes and other proteins, the binding site for the allosteric regulator
is an additional potential target for the design process. Nevertheless, allosteric sites are sel-
dom involved in the design process, because it is much more difficult to predict how ligand
binding to such a site affects protein activity. As potential targets, allosteric sites should be
even more attractive than the active sites, since they are under less evolutionary pressure,
and are therefore more species-specific [317,318]. One case in which drugs were designed to
target an allosteric site is that of p38 MAP kinase [294].

Another applicative field that could benefit from the consideration of allosteric mech-
anisms is protein design, that is, the rational design of either completely new proteins or
improved versions of existing proteins. Protein design is carried out for specific goals, such
as improving protein stability and/or activity, changing substrate and/or reaction specificity,
and developing new chemical reactions. Again, designing an allosteric site is far more chal-
lenging than modifying an active site, because of the difficulty of predicting long-range ef-
fects. One case in which this has been done successfully is the engineering of a new allosteric
site in tyrosine phosphatase (PTP) [319] (see details in [253]).

*1Normal modes (NM) are measurable vectors representing concerted atomic vibrations in molecules [312].
By describing the interatomic bonds in proteins as harmonic oscillating springs, one can calculate the fre-
quency of a periodic motion associated with each NM [313] (see Section 5.4 below). Since NM can explain all
the collective motions within the protein [314], analysis of NM provides a way to find correlations between
different parts of the protein.
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5.3.2.2 Dynamics induced by environmental changes
As explained in Subsection 5.3.2.1.2 above, the native conformation of the protein is that of
lowest energy under the specific environmental conditions of the protein (pH, temperature,
pressure, and salts concentrations). Thus, changes in these conditions may favor a different
conformation over the native one. In other words, changing the environmental conditions
of a protein may induce conformational changes, with accompanying changes in func-
tion.The changes may be extreme, as in thermal denaturation, caused by a heating-induced
increase in protein dynamics up to the point of hydrogen-bond disruption and structural
unfolding (see Chapter 4). Milder environmental changes may induce moderate conforma-
tional or dynamic changes that do not endanger the structure and/or function of the pro-
tein, and these are sometimes used for regulatory purposes. The role of mild environmental
changes is nicely demonstrated in the case of hemoglobin; a slight drop in pH changes the
function of hemoglobin, in accordance with its physiological role (see Box 5.3). The pH
drop changes the ionization of certain histidine residues, and this leads to the formation or
breaking of noncovalent interactions. Since such interactions either stabilize or destabilize
protein structure, changing them may lead to conformational changes.

5.3.2.3 Enzyme-mediated protein dynamics
The two types of external factors mentioned in the previous sections, i.e., ligand binding
and environmental changes, influence the energetic aspect of protein dynamics. There is at
least one dynamic change in the polypeptide chain that requires kinetic assistance, i.e., the
help of an enzyme. This is the cis-trans isomerization of the peptide bond, located between
a proline residue and the residue preceding it [320]. As explained in Chapter 2, this process
occurs in proline alone, because in other amino acids the trans configuration is overwhelm-
ingly more stable than the cis. In the case of proline, the energy barrier between the two
configurations is much lower, so despite the low rate of the isomerization process [321], it is
still observed in proteins. The enzymes catalyzing the process are called peptidyl prolyl cis-
trans isomerases (PPIases). Their action has been investigated mainly in the context of pro-
tein folding, but some studies focused on the folded state as well. In most cases the process
seems to involve proline residues on outwardly facing loops, and it affects the conformation
of the loop. Although the conformational change is usually local, there are documented
cases of long-range changes. In such cases, the proline isomerization change seems to act as
a molecular switch, which turns the biological function of the protein on or off.

Such is the case with the SH2 regulatory domain of interleukin-2 tyrosine kinase (Itk),
functioning in the activation of T-lymphocytes during the immune response. Within this
domain, the peptide bond betweenAsn-286 and Pro-287 undergoes cis-trans isomerization,
which leads to conformational changes that extend far beyond the specific loop inwhich this
peptide bond resides (Figure 5.11). These changes redesign the surface of the SH2 domain,
and as a result change its ligand preference; in the trans configuration the domain binds
to phosphotyrosine residues on peptides, whereas in the cis configuration it binds the SH3
domain of an adjacent Itk protein [322]. Again, similar cases have been documented in other
proteins as well, and it seems that, compared with the trans configuration, the cis config-
uration provides the proline-containing segment with greater capacity to create contacts
with other parts of the protein. It is possible that these contacts stabilize the cis configura-
tion, thus making it easier for the protein to overcome the energy barrier separating the two
configurations.
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(a) (b)

FIGURE 5.11 Conformational changes in the SH2 domain of interleukin-2 tyrosine ki-
nase (Itk), following isomerization of Pro-287 from trans to cis. (a) The two conformations (PDB
entries 1luk and 1lun) are colored differently and superimposed. The changes occur in different re-
gions of the domain, but aremost pronounced in theCD loop, which contains the Pro-287. (b) Long-
range effects of the isomerization. The effects are illustrated via three residues along the phosphoty-
rosine binding site in the SH2 domain: Thr-279, Arg-104, and Tyr-292. Although the latter two are
distant from Pro-287, they too display structural differences between the cis and trans conforma-
tions.

Another case in which an enzyme-assisted reaction affects protein dynamics is the forma-
tion of disulfide bonds. First, such bonds rigidify the polypeptide chain, thus reducing its
inherent dynamics. Moreover, the formation of such bonds at one region of the protein
may trigger a conformational change affecting another region, similarly to the workings of
allosteric ligands [253,323]. For example, in botulinum neurotoxin type A, two chains are held
together by a single disulfide bond, such that the active site in the catalytic chain is blocked
by the other chain. When the toxin invades the cell, either the reducing environment in the
cytoplasm or the acidity of the endosome reduces the S−S bond, thus removing the block-
age and activating the catalytic chain [324]. Other examples of disulfide-involving protein
dynamics can be found in [253]. Interestingly, analysis of ‘allosteric’ disulfide bonds in dif-
ferent proteins shows that these bonds all have conformations of high potential energy [325].
In other words, such disulfides are less stable than others, and are therefore much easier to
cleave.

5.4 METHODS FOR STUDYING PROTEIN DYNAMICS

In Chapter 3 we saw how certain biophysical methods for structure determination can also
be used for studying the dynamic behavior of proteins; these methods include NMR, EPR,
incoherent neutron scattering, and certain applications of electron microscopy. Generally
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speaking, the study of protein dynamics is somewhat problematic, as many of the substates
sampled by proteins are short-lived. It is therefore very difficult to characterize these sub-
states at high resolution, as such characterization is usually carried out by X-ray crystal-
lography, which requires static and homogeneous structures [6]. It could be argued that the
dynamics of such structures is embodiedwithin the B-factors specified alongwith the struc-
ture coordinates, but, as explained in Chapter 3, these could also represent static disorder in
the crystal [326]. Another method that is based on diffraction of particles but that does pro-
vide dynamics-related data is neutron diffraction. This method uses collisions of different
elasticity to determine atomic motions in molecules, from fast vibrations to diffusion. Some
of the other tools in use are described in the following subsections.

5.4.1 Tools for studying slow (ms–sec) to intermediate (ns–μs) motions
One solution to the problem of multiple substates comes in the form of biochemical meth-
ods and approaches (e.g., [327]) that allow biophysicists to ‘trap’ individual substates and
characterize them. Another common method used for studying motions in the ms to sec
range is hydrogen 1H-2Hexchange [178,328]. In thismethod, the protein is placed in an aqueous
solution of ‘heavy’ hydrogen isotopes (deuterium, 2H), and the exchange of the light hydro-
gen isotopes (protium, 1H) in backbone amide groups with the heavy isotopes in solution
is observed. The exchange is possible only for those hydrogen atoms that are exposed to the
solvent and that are not involved in chemical bonds. Thus, conformational changes in the
protein that involve the exposure or burial of hydrogen atoms, or the creation or breaking
of hydrogen bonds, are expected to affect the exchange, and therefore provide information
about the changes. The location of the heavy hydrogen isotopes has been measured in the
past by NMR alone. Today, such measurements can also be made using mass spectrometry,
which detects the change in weight following the exchange, although on a slower timescale
that mainly corresponds to folding or unfolding and ligand binding.

The most common method for following long-range dynamics with high resolution,
under physiological conditions, and without the need for metabolites to trap substates, is
NMR [329–331]. The principles of NMR as a means of structure determination are explained
in Chapter 3. In studies of protein dynamics, thismethod entails exciting the nuclei of atoms
in the sample and extracting relevant data during their relaxation*1. In the case of very rapid
motions the informative capacity of solution NMR is limited, but the range can be stretched
from ps to s by using solid-state NMR, in which a dry powder of the protein is used [6]. It is
possible to render the measurement location-specific by tagging certain regions in the pro-
tein with detectable isotopes of hydrogen (1H, 2H), carbon (13C), or nitrogen (15N). More-
over, the measurements are able to provide not only the conformations involved in the dy-
namic process, but also the probabilities of their sampling, and the corresponding rates of
the shifts between them. Finally, thanks to the extensive substate-sampling capacity of NMR
measurements, it is possible to determine a protein’s entropy changes that characterize cer-
tain biologically relevant processes, such as ligand binding [333].

It should be noted that most of the NMR techniques developed thus far employ diluted
protein preparations. The environment of the proteins in such preparations is very different
from the environment in living cells, where the macromolecular concentration is roughly

*1NMR techniques for characterization of internal protein dynamics include heteronuclear Overhauser ef-
fect spectroscopy (HOESY), relaxation dispersion, paramagnetic relaxation enhancement (PRE), and residual
dipolar coupling (RDC) [332].
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300 to 400 g/L. This difference is likely to influence both the structure and the dynamics of
the proteins. To overcome this problem, new NMR techniques have been developed, which
measure protein dynamics either inside cells (in-cell NMR) or in cell lysates [332]. Since NMR
requires mM concentrations of the investigated protein, and the cellular concentration of
most cellular proteins is sub-μM (and ~100 μM at the most), the measurements usually
involve protein overexpression and isotopic enrichment/labeling.

When NMR is carried out in solution or inside a cell, where a large number of pro-
tein molecules exist, the measurements are limited to synchronized motions. In order to
measure non-synchronized motions, the biophysicist is compelled to use a single protein
molecule. This means that a method must be used in which the individual protein is tagged.
Such methods are often based on fluorescent tagging of the protein [334]. That is, the protein
is attached to a tag that emits fluorescent radiation upon excitation (i.e., fluorophore), and
this emission is measured*1. The emission is affected by the immediate environment of the
fluorophore. Thus, conformational changes around the fluorophore are expected to change
the emission pattern, and provide data on protein dynamics in that region.Thehigh sensitiv-
ity of fluorescent methods allows scientists not only to detect single protein molecules, but
also to follow their dynamics within the wide range of 10−15 to 1 sec [6]. One of the most ef-
ficient variations of this approach, called fluorescence resonance energy transfer (FRET) [335],
uses two fluorophores, and measures the transfer of radiation energy between them*2. In
this application of the method, fluorescence is measured for a period of time sufficient to
provide data regarding the dynamics in that region (e.g., see [336]). It should be mentioned,
though, that this information is limited*3, which is why biophysicists often integrate it with
high-resolution data of the protein.

In addition to the lab methods mentioned above (and others), computational meth-
ods are also used to learn about protein dynamics, with MD simulations being the primary
tool [337–339]. The principles of such computational methods have been described in Chap-
ter 3 in relation to structure prediction. As explained,MD simulations are (currently) ineffi-
cient in describing the entire folding of the typical protein, mainly because the calculations
are too heavy to describe processes that are longer than the μs scale*4. However, this ap-
proach can be used for describing folding intermediates [340,342] or dynamic processes occur-
ring in the folded state (e.g., ligand-induced fit of an active site or allosterically-induced con-
formational changes). The computational approach has a few important advantages. First,
it is faster and cheaper compared with laboratory methods. Second, methods such as MD
provide atomically detailed descriptions of the simulated systems. Third, all the intermedi-
ary states are available to the biophysicist, provided they are within the timescale covered
by the simulation. Finally, in addition to the atomic locations and movements, the calcu-
lations also provide the corresponding energies. Although the absolute energy values are
considered inaccurate, the relative values are usually good enough for drawing general con-
clusions. The data extracted from MD simulations are particularly useful when combined

*1Fluorescence techniques are used because of their higher sensitivity compared to NMR.
*2See Chapter 3, Subsection 3.3.3.1 in for a brief description of the method.
*3FRET has a lower spatial resolution than, e.g., NMR. In addition, the fluorescent tagmay sometimes affect

the inherent dynamics of the protein.
*4Note, however, that recent progress in supercomputing (e.g., the Antonmachine) and in distributed com-

puting (e.g., Folding@Home) has enabled researchers to simulate milliseconds-long folding processes of small
proteins, and to extract thermodynamic and kinetic quantities [340,341] (see Chapter 3 for further details).
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with data from other methods. Indeed, MD simulations can bridge the gaps between the
structural data provided by X-ray crystallography and the kinetic data provided by NMR.

As mentioned above, cooperative thermal fluctuations in proteins are believed to result
in large equilibrium motions that have functional significance. Examples of such an equi-
librium motion include the motion of a loop, which uncovers a ligand binding site in a
receptor or an enzyme, and the relative motions of subunits in a membrane-bound trans-
porter, which create a path for the transported ion or molecule. Often, such motions me-
diate allosteric regulation of the protein per cellular needs. As in the case of folding, these
large motions are usually too slow to be fully covered by MD simulations. In such cases,
a different method called ‘normal mode analysis’ (NMA) [182,343] is often used to capture
the collective modes of motion that underlie the equilibrium dynamics of macromolecules.
In this method, proteins are usually described using elastic network models (ENM) [344], in
which each protein is represented by a network of nodes connected by harmonic oscillators
(i.e., springs). The springs represent the protein’s interacting virtual bonds, and the nodes
are the atoms connected by these bonds. Since large motions in proteins tend to be insensi-
tive to atomic details, the atoms need not necessarily be described explicitly. For example,
in the popular Gaussian network model (GNM) [345,346] (the simplest form of ENM), each
node is occupied by a single mass, which accounts for an entire residue. By accounting for
the collectivemotions of the springs, NMA is able to calculate the resulting lower-frequency
motions (normal modes), which, as mentioned above, are usually of biological interest. In
each of thesemodes, all parts of the proteinmove with the same frequency.The use of GNM
and other coarse-grained models (e.g., the anisotropic network model, or ANM) allow nor-
mal mode analysis to be implemented on large protein systems, such as the ribosome [347,348]

or the viral capsid [349,350]. There are several freely accessible web servers for running NMA
calculations, including the following:

• ANM 2.0: http://anm.csb.pitt.edu/cgi-bin/anm2/anm2.cgi

• WEBnm@: http://apps.cbu.uib.no/webnma/home

• FlexServ: http://mmb.pcb.ub.es/FlexServ/input.php

• HingeProt: http://www.prc.boun.edu.tr/appserv/prc/hingeprot/

• DynaFace: http://safir.prc.boun.edu.tr/dynaface/

5.4.1.1 Tools for studying rapid motions (fs–ps)
Some of the tools mentioned in the previous section are also capable of tracking rapid
protein motions. Still, covering vibrations in the fs to ps range (e.g., when studying cat-
alytic processes) requires other methods. One of the methods developed specifically for
this purpose is based on ultra-fast laser pulses that initiate catalytic processes in photoacti-
vated enzymes [8]. Zewail’s group from the California Institute of Technology extended this
idea to a research method called ‘4D ultra-fast electron diffraction, crystallography, and mi-
croscopy’ [351]. In this approach, electrons are shot very fast and in a timed manner at the
protein, and the time-dependent change in their scattering is detected by a charge-coupled
device (CCD) sensor. The measurements can be carried out in an aqueous sample using
diffraction or microscopy, or in a protein crystal, using crystallography. Since electrons are

http://safir.prc.boun.edu.tr/dynaface/
http://www.prc.boun.edu.tr/appserv/prc/hingeprot/
http://mmb.pcb.ub.es/FlexServ/input.php
http://apps.cbu.uib.no/webnma/home
http://anm.csb.pitt.edu/cgi-bin/anm2/anm2.cgi


Protein Dynamics ■ 461

used, no tagging is needed, and the data collected relate to the entire protein. The method
is sufficiently fast to study catalytic events in enzymes, in addition to the slower conforma-
tional changes. Another biophysical method used for studying fast dynamics in proteins is
incoherent neutron scattering, which we encountered in Chapter 3. The greatest advantage
of this method is probably that it can apply to both protein and solvent dynamics. However,
it requires equipment that is not readily accessible, and the sample often has to be tagged
with a heavy isotope to boost the signal.

Computational methods have also evolved to deal with the very short timescales of
atomic vibrations. MD simulations are capable of describing molecular events up to the ps
timescale, such as proton transfer of electron tunneling. Dynamic events on the fs timescale
involve rearrangements of electrons, such as in the formation and breaking of covalent
bonds [8], which can only be described by quantum-mechanical (QM) calculations [339,352].
As mentioned in Chapter 3, QM calculations require immense computer resources, and
therefore cannot be applied to macromolecules. However, in recent years methods have
been developed for the integration of QM calculations with molecular mechanical and dy-
namic (MM/MD) calculations in a manner that increases the accuracy of the latter [353,354].
In this approach, most parts of the protein are described by MM models, whereas those
parts in which ultra-fast events occur (electron transfer, formation of reaction intermedi-
ates, electronic excitation, etc.) are described by the QM model. The main challenge in this
approach is usually the coupling of the two different protein regions, and the description of
the boundary regions between them.

5.5 SUMMARY

• Proteins are dynamic entities; they exhibit numerous different motions that vary in
timescale, amplitude, and energy.

• Protein dynamics is important for function.

• Proteinsmay fold in different ways and at different rates, but they all do sowhileminimiz-
ing both their energy and entropy. The folding process involves numerous intermediary
conformations of high energy, which act as kinetic barriers that have to be overcome to
complete the process.

• Inside cells, folding of large proteins is often assisted by molecular chaperones.

• The folded state itself is dynamic and consists of an ensemble of conformations that are
constantly sampled by the protein. The native conformation is the one of least energy.
The other conformations are sampled using thermal energy (𝑅𝑇 ), drawn from the en-
vironment and converted into kinetic energy. As a result, these conformations all have
similar energies that, at room temperature, are at most 0.6 kcal/mol (𝑅𝑇 ) higher than the
native conformation.

• The natural conformational equilibrium of the folded protein can be affected by various
factors, including ligand binding, post-translational modification, and change in envi-
ronmental conditions (e.g., pH). In each case, the influencing factor affects the confor-
mational equilibrium in the protein. For example, a ligand binds preferentially to the
conformation that has the least energy when bound to it. When this conformation is
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not the native one, the net effect of the binding is a conformational change. This may in
turn lead to functional changes, e.g., when the conformation chosen by the ligand has
an increased or decreased affinity to the natural substrate or ligand of the protein. This
phenomenon, called allostery, is one of the most important regulatory tools used by cells
to modulate the rate of their metabolic processes. Another strategy is to phosphorylate
protein residues; this strategy is based on a similar premise, stabilizing a conformation
that is different from the native one.

• Different methods, both experimental and computational, have been developed to de-
scribe the dynamic events in proteins. Experimental approaches include biochemical
methods used to trap reaction intermediates, as well as NMR, incoherent neutron scatter-
ing, and biophysical methods relying on fast lasers or highly sensitive fluorescence tags.
Computational methods mainly include normal mode analysis and MD simulations,
which are usually combined with structural and kinetic data obtained experimentally.
Ultra-fast events require quantum-mechanical calculations, which, due to their complex-
ity, are integrated with other, more computationally economic models.

EXERCISES

5.1 Describe protein folding in terms of conformation, free energy, entropy, and kinetic
barriers.

5.2 Explain the main differences between the framework, hydrophobic collapse, and
nucleation–condensation models of protein folding.

5.3 Is the native structure the most stable form of a protein? Explain your answer.

5.4 Describe the process of amyloid fibril formation.

A. List the main types of molecular chaperones.

B. What are the unique features of chaperonins such as the GroEL–GroES complex?

5.5 Explain how small structural changes in the folded conformation of a protein can lead
to dramatic changes in its activity.

5.6 List the three main factors that may affect the folded-state dynamics of proteins.

5.7 A. Explain how ligand binding can allosterically affect protein activity. Base your an-
swer on the MWC, KNF, and conformational selection models.

B. Do themodels explain the function of both protein activators and inhibitors?How?

5.8 A. How does Max Perutz’s ‘stereochemical’ model explain the well-known phe-
nomenon of positive cooperativity in hemoglobin action?

B. Briefly explain the main structural features underlying this phenomenon.

C. Does the model also explain the well-known Bohr effect of hemoglobin?
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CH A P T E R 6

Intrinsically Unstructured Proteins

6.1 INTRODUCTION

According to the central paradigm of structural biology, the structure of a protein directly
determines its function. This paradigm — supported by the well-accepted models of Paul-
ing and Fischer [1,2], as well as by the first experimentally-determined structures [3,4] (and
by most of those following them) and by Anfinsen’s denaturation experiments [5] — is par-
ticularly prominent in enzymes. Specifically, the three-dimensional globular structures of
enzymes facilitate the organization of binding and active sites that fit physically and chemi-
cally to the enzymes’ natural substrates, and enable catalytic residues to be precisely aligned
such that highly efficient catalysis can take place. However, studies in the 1990s began to
identify disordered regions in proteins (e.g., Figure 6.1), thereby calling the direct structure–
function relationship into question [6]. The size of these so-called ‘intrinsically disordered re-
gions’ (IDRs) was found to vary considerably across proteins, ranging from short segments
of the polypeptide chain to the entire protein [7–9]. Proteins that are entirely disordered are
referred to in the literature as ‘intrinsically unstructured proteins’ (IUPs), ‘intrinsically disor-
dered proteins’ (IDPs) or ‘natively unfolded proteins’ (NUPs). Herein, we will refer to these
proteins as IUPs. Interestingly, ~14% of the domains in the Pfam database, which are de-
fined by sequence alone, have been predicted to have more than 50% of their residues in
disordered state [10]. Examples of such domains include the KID domain of Cdk inhibitors
and the Wiskott–Aldrich syndrome protein (WASP)-homology domain 2 (WH2) of actin-
binding proteins [10]. Moreover, disordered regions have been found in proteins with differ-
ent functions, such asDNApacking and repair, ion transport, nuclear trafficking of proteins,
and regulation of key cellular processes (the cell cycle, transcription, and splicing), as well as
in proteins involved in common pathologies, such as cancer [11] and cardiovascular diseases
(see review in [12]).

It is difficult to establish the full extent to which IUPs and IDRs are involved in cellular
functions, because the main methods in use for determining protein structure (mainly X-
ray crystallography) almost exclusively identify ordered structures. In contrast, disordered
regions within proteins exist as ensembles of conformations that interconvert rapidly [13,14]

due to the flat energy landscape of the protein [15], and are therefore largely unresolved in X-
ray structures. Thus, the main database of protein structures (PDB) under-represents both
IUPs and protein IDRs. Fortunately, other lab methods such as NMR, EPR, CD and fluo-
rescence spectroscopies, high-speed atomic force microscopy, Raman optical activity, and
time-resolved small angle X-ray scattering (TR-SAXS) are able to track disorder in proteins.
Of these, NMR is particularly useful. First, it provides data on protein structure and dynam-
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ics at the residue level [16]. Second, it provides data on various aspects of disorder, such as
the location of IDRs and binding-folding coupling (see below) [10]. Single-molecule FRET is
also very useful in studying disorder, as it can be employed to characterize different states of
IUPs, such as the unbound ensemble and the various folding intermediates formed during
binding of the IUP to other proteins (e.g., [17,18]).

The data obtained by the above lab methods are often supplemented by computa-
tional methods that can predict disorder with some degree of success [8,9,19]. Methods
that predict disorder on a genome-wide scale identify sequences with certain proper-
ties (e.g., IUPred [20]), employ machine-learning algorithms on training sets (e.g., DISO-
PRED [21]), or integrate predictions from several successful algorithms (e.g., metaPr-
DOS [22]) [10]. Characterization of disorder and the conformational ensemble of IDRs in
individual proteins facilitates the use of more computationally exhaustive methods such as
molecular dynamics simulations [23,24].

Bioinformatic methods suggest that the extent to which IUPs are prevalent in the
genomeof an organism correlates with the organism’s complexity [25], implying that these
proteins play complex roles [26]. According to bioinformatic studies carried on whole pro-
teomes, it is estimated that for mammals [27]:

1. About 25% of all proteins are IUPs.

2. About 75% of all signaling proteins, whichmake up about 50% of the entire proteome,
contain long disordered regions.

To account for IUPs in a manner that reflects their prevalence, several IUP databases have
been constructed and are freely available over the Internet. For example:

DisProt [28] contains experimentally obtained data on IUPs/IDRs, their functions, and the
location of the disordered regions. URL: http://www.disprot.org

IDEAL [29,30] contains experimentally obtained data on IUPs/IDPs as well, but focuses on
those that undergo coupled binding-folding. It also predicts putative IDRs that are
expected to undergo induced folding upon binding. URL: http://www.ideal.force.cs.
is.nagoya-u.ac.jp/IDEAL

MoBiDB [31,32] contains IDR information obtained from various sources, including the
above databases and the protein data bank. URL: http://MoBiDB.bio.unipd.it

pE-DB [33] contains structural ensembles of IUPs, predicted by computational algorithms.
URL: http://pedb.vib.be/

D2P2 [34] contains predictions of protein disorder and of functionally different IDRs, such
as MoRFs (see below), post-translational sites, and domains. URL: http://d2p2.pro

IDRs appear in many proteins of different functions, but they are particularly common in
those regulating complex biological processes such as communication and signal transduc-
tion [35], cell cycle (e.g., see [36]), and gene expression. Accordingly, diseases such as can-
cer*1, which are associated with such complex functions, are also tightly related to protein
disorder [37]. Thus, IDRs seem to complement the functional repertoire of globular pro-
teins, which mainly includes enzyme-mediated catalysis and transport [12]. This is also the

*1Many cancer markers and oncogenes such as p53, cMyc, and BRCA1 manifest high levels of disorder [37].

http://www.ideal.force.cs.is.nagoya-u.ac.jp/IDEAL
http://d2p2.pro
http://pedb.vib.be/
http://MoBiDB.bio.unipd.it
http://www.ideal.force.cs.is.nagoya-u.ac.jp/IDEAL
http://www.disprot.org
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(a) (b)

FIGURE 6.1 Protein disorder. (a) Disorder of a relatively short stretch of a polypeptide chain
(PDB entry 1dev). The image shows the disordered Smad-binding domain (SBD) domain (pink) of
SARA (SmadAnchor for Receptor Activation), bound to the Smad2MH2 domain (green).The SBD
domain is one of the relatively few cases in which binding of an IUP to its target does not induce
folding into a compact structure. Although the domain contains three short segments of helical or
strand conformations, most of the length of the polypeptide chain is unstructured and extended.
(b) Large-scale disorder. The image shows 20 NMR structures of the intrinsically-unstructured thy-
lakoid soluble phosphoprotein (PDB entry 2fft) (each structure is colored differently), illustrating
the very large conformational freedom of the unstructured chain.

conclusion reached by Uversky and coworkers, who conducted a survey of SwissProt anno-
tations for both structured and unstructured proteins [38–40]. The possible reasons for this
functional dichotomy are discussed below. It should be mentioned, though, that this func-
tional distinction is not absolute, as enzymes themselves catalyze diverse processes, which
include regulation and signal transduction. Moreover, even within enzymes, many parts
directly involved in regulation are now known to be disordered [41]. Surveys of IUPs with
known functions have assigned 28 different functions to these proteins, which can be di-
vided into a few major groups; these groups are described in the following subsections. A
comprehensive review of the different functions is provided in [10]. In all cases, the function
results from the disorder of the protein segment involved, whether it is of limited length or
extends over the entire protein.Thus, in the following descriptions we ignore the distinction
between IUPs and IDRs, and treat them both as ‘disordered’.

6.1.1 Molecular recognition
Proteins that belong to this group mainly function in protein-protein recognition during
signal transduction, but they are also involved in other processes requiring the binding of
nucleic acids, membranes, and small molecules [9,10] (e.g., see Box 6.1).The binding is usu-
ally accompanied by the folding of the disordered segment (Figure 6.2), although the
IUP or IDR may retain significant flexibility even after binding [42,43] (see more below).
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Binding processes in these proteins can be further classified as either permanent or tran-
sient. IDRs involved in permanent binding belong to the following functional subgroups:

1. Assemblers function in the assembly of large protein complexes, such as the ribosome,
cytoskeleton, and chromatin. The flexibility of the IDRs participating in this function
is sometimes crucial, as some complexes cannot be assembled from rigid components
due to topological limitations [26]. Moreover, since assemblers tend to remain partly
unfolded even when interacting with their binding partners [44], each IDR has a large
interface that is able to interact with multiple proteins. It should be noted that assem-
blers not only bring complex components together by providing a mutual binding
interface, but also constitute a scaffold that directs the correct spatial assembly of the
components.

2. Effectors regulate the activity of other proteins or other regions of the same protein.
Examples of disordered proteins that regulate activity in other proteins include p21
and p27, which participate in the regulation of themammalian cell cycle [36]. IDRs that
regulate activity within their own proteins are observed, e.g., in the Wiskott-Aldrich
syndrome protein, which is inhibited by its own GBD domain [45]. This inhibition
occurs when the GBD domain folds onto other parts of the protein, thus blocking the
capacity of these regions to interact with cytoskeletal actin.

3. Scavengers store and/or neutralize small ligands. One well-known example of a scav-
enger is the phosphoprotein casein, which prevents the precipitation of calcium phos-
phate crystals in milk by scavenging calcium [46]. Other phosphoproteins such as os-
teopontin and fetuin act similarly in other body fluids and tissues. Scavengers bind
their ligands with high affinity, in the nM range [9].

IDRs involved in transient binding belong to the following functional subgroups:

1. Display sites create target sites in their respective proteins for post-translational
modifications (PTMs), such as phosphorylation, methylation, acylation, ADP-
ribosylation, ubiquitin attachment, and proteolytic cleavage [12]. Since PTMs affect
the stability, turnover rate, interaction potential, and localization of many cellular
proteins, the function of disordered display sites has important regulative implica-
tions [10].

2. Chaperones assist in the folding of proteins and RNA molecules. The latter group
seems to require a particularly high degree of disorder: over half the residues in RNA
chaperones have been found to be disordered, compared to only about a third in pro-
tein chaperones [47]. In addition to binding RNA, these IDRs also seem to loosen the
structures of misfolded proteins and RNA. In contrast to the activity of large chaper-
ones, discussed in Chapter 5 (e.g., Gro-EL and Gro-ES), chaperone activity based on
disordered regions does not require ATP [10]. Since this activity involves concomitant
(partial) folding of the disordered region and unfolding of the substrate protein, its
mechanism may be based on some type of entropy exchange.

As might be expected, IDRs involved in transient binding bind their partners with low to
moderate affinity (Kd = mM to μM, respectively).

As mentioned above, IUPs and IDRs involved in binding and recognition may remain
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FIGURE 6.2 An IUP-protein complex involving partial folding. The image shows the binding
of the anti-apoptotic protein Bcl-xL (yellow surface) to the unstructured protein Bad (blue ribbon).
Upon binding, a 25-residue segment from the death promoting region of Bad acquires an 𝛼-helical
conformation, whereas the rest of the protein remains unstructured. The complex between Bcl-XL
and the 25-residue segment of Bad is taken fromPDB entry 1g5j, whereas the rest of Bad ismodelled
as a random coil.

significantly flexible even after becoming bound. This phenomenon, often referred to as
‘fuzziness’ [42], may have several functions [10]. For example, different conformations of the
IDR in the bound state may be used to induce different structures of the binding partner
or different binding affinities [48,49]. The disorder in fuzzy complexes may manifest as mul-
tiple stable conformations (static disorder) or as a constantly fluctuating ensemble of con-
formations (dynamic disorder). In extreme cases of fuzziness (e.g., in elastin fibers [50]) the
bound IUP or IDR is only slightly more ordered than the unbound one, and the binding is
mediated largely by linear sequence motifs in the IDR. Examples of fuzzy complexes with
different degrees of disorder are given in [42,48].
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6.1.2 Entropic chain activity
Proteins that belong to this group serve in roles that require freedom of movement of the
polypeptide chain. The need for freedom of movement explains why disordered proteins
are most suitable for this job, and also why they remain disordered during their function,
in contrast to many of the proteins belonging to the first group. The function of proteins
involved in entropic chain activity can generally be described as either creating a force that
opposes structural changes, or affecting the orientation or localization of attached domains
within the protein. The proteins found to function in these ways can be separated into the
following groups:

1. Springs generate ‘passive force’, i.e., force that does not require the use of exter-
nal energy. For example, in titin, a disordered sequence called PEVK*1 creates pas-
sive force in muscle fibers, helping them to restore their relaxed length when over-
stretched [51,52].

2. Bristles keep adjacent segments of the chain separated. For example, the C′ tails of
the neurofilament units NF-M and NF-H maintain the space between adjacent fila-
ments [53].

3. Linkers link different regions within the protein, such as domains, thus allowing them
to acquire different orientations with respect to each other.

BOX 6.1 INTRINSIC DISORDER IN NUCLEAR PORE COMPLEX [54]

Regular transport of molecules from the cytoplasm to the nucleoplasm (the inner en-
vironment of the cell nucleus), as well as in the opposite direction, is imperative for
the correct functioning of the cell. For example, transcription factors, required for the
regulated expression of genes, are imported from the cytoplasm into the nucleoplasm.
Likewise, newly-transcribedmessenger RNAmolecules and ribosomal precursors that
are formed inside the nucleus are exported into the cytoplasm, where genetic infor-
mation is translated into protein molecules. Proteins to be transported (cargo) con-
tain short targeting sequences*a, which are recognized by specific protein factors*b.
The latter bind to the cargo and allow it to undergo the transport process, which is
active and regulated by the small GTPase ran. RNA molecules either are recognized
directly by the protein factors or bind first to adaptor proteins that are subsequently
recognized. Although scientists have gained some understanding of the transport pro-
cess in recent years (see below), the process is quite complex and is still under intense
investigation [55,56].

The transport process is carried out by the nuclear pore complex (NPC), a very large
body (50 to 110MDa) that includes ~30 distinct proteins (nucleoproteins) and an over-

*1The sequence is rich in the amino acids proline, glutamate, valine, and lysine (PEVK), hence the name.
*a‘Nuclear localization signals’ (NLS) in the case of imported proteins, and ‘nuclear export signals’ (NES) is

the case of exported proteins.
*bThese are called ‘importins’ and ‘exportins’, for cargo import and export, respectively. These proteins are

also named more generally ‘karyopherins’ and ‘transportins’.
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all number of ~456 individual proteinmolecules (depending on the organism) [57].The
complex has two modes of transport. Ions and small molecules up to ~26Å in size are
transported by passive diffusion, whereas larger cargo (up to ~380Å in size) is trans-
ported actively, using the RanGTP-GDP cycle [58]. The sheer size of the NPC has chal-
lenged scientists in their attempts to determine the three-dimensional structure of the
complex accurately. To explore the structure of the entire NPC and its numerous com-
ponents, a plethora of data has been collected using various methods, such as X-ray
diffraction, NMR, atomic force microscopy, electron microscopy, SAXS, and different
biochemical methods (see reviews in [55,59]).

FIGURE 6.1.1 The structure of the NPC. The nucleoporins composing the NPC are col-
ored according to their classification into five distinct substructures on the basis of their
location and functional properties: the outer rings in yellow, the inner rings in purple, the
membrane rings in brown, the linker nucleoporins in blue and pink, and the FG nucleo-
porins (Nups) in green. The pore membrane is shown in grey. The central structure contains
all rings, whereas the structures surrounding it show each ring separately, for clarity. The
bottom structure shows a cross section through the NPC. A 5-nm size scale is shown at the
bottom of the image. The figure is based on the structure of Alber et al. [54], and is adapted
from [60].

A nice example of the integrative strategy needed to study the structure and organiza-
tion of the NPC is given by the combined experimental and computational work of Al-
ber et al. on the Saccharomyces cerevisiae NPC [61] (other examples are given in [62–66]).
The experimental data, obtained by methods such as electron microscopy, mass spec-
trometry, and quantitative immunoblotting, were used to produce spatial constraints
for the complex. Then, computational methods were used to produce a collection of
structural solutions that satisfied the constraints. The averaged structure produced by
this procedure is shown in Figure 6.1.1. It is ~980Å in diameter and ~370Å in height.
The inner pore has a diameter of ~380Å, corresponding to the maximal size of macro-
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molecular cargo that can go through the NPC [67]. Other studies that came later added
more details on the structure of the individual components of the NPC, their oligomer-
ization states, and their overall organization (e.g., [60,62–66,68,69]). Most of the individual
nucleoproteins composing the NPC join together to form five coaxial rings (see Fig-
ure 6.1.1 for details), whereas others link the rings. Although each ring is unique, the
five rings can be separated into two groups.Thefirst includes four of the five rings. All of
these rings are made from coat nucleoproteins that have an ordered three-dimensional
structure. Furthermore, their folds and the pattern in which they are organized are
similar to those of vesicle-coating proteins (e.g., clathrin). This similarity should not
come as a surprise, as both types of complexes have a similar function, that is, to form
coating scaffolds that curve membranes. The dominant folds of these proteins are the
𝛽-propeller and the 𝛼-solenoid (Figures 6.1.2b and 6.1.2c). Whereas the former creates
a tough core, the latter seems to be almost designed to confer conformational flexibil-
ity. In the NPC, such flexibility is required to accommodate the large cargo molecules
that go through the pore [54].

(a) (b)

(c)

FIGURE 6.1.2 The𝛽-propeller and the𝛼-solenoid folds ofNPC coat proteins. (a)The lo-
cations of the scaffold proteins containing these folds in the NPC (adapted from [60]). (b) The
𝛽-propeller fold of Seh1 (PDB entry 3ewe, chain A). (c) The 𝛼-solenoid fold of Nup85 (PDB
entry 3ewe, chain B).
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The second group includes the FG ring*a, which lines the innermost region of the NPC
and constitutes a ~300-Å-thick permeability barrier of the central channel. Each of the
nucleoproteins composing this ring contains a small structured domain anchoring it
to the other rings, and a large disordered region facing the pore [70]. Being disordered,
this regionmay acquiremultiple conformations [71] and, as a result, appears in the aver-
aged structure as a low-density cloud surrounding the structurally-resolved region [54]

(Figure 6.1.3). The shape and distribution of the cloud may be suggestive of a few in-
teresting aspects of NPC transport:

1. The cloud extends to both the nucleoplasm and the cytoplasm, whichmeans that
the FG nucleoproteins are accessible to molecules approaching either side of the
NPC. This property points to the possibility that FG nucleoproteins may serve
as the NPC component that mediates transport. Indeed, it has been suggested
that FG nucleoproteins constitute the NPC’s docking sites for cargo-factor com-
plexes [61,70,72–75], provided that the latter contain FG repeat binding sites, e.g., hy-
drophobic pockets in the factor proteins, which bind to phenylalanine residues
in the FG nucleoproteins [76]. Moreover, mutational studies demonstrate that
different FG nucleoproteins have different functions and handle different cargo
molecules [76,77]. These functions are affected by post-translational modifications
of FG sequences, such as glycosylation and phosphorylation [77–79].

2. The disordered parts of the FG domains partially fold upon cargo binding [58].
This folding process is accompanied by an unfavorable decrease in chain entropy,
suggesting that the FG domains may participate in the gating of the transport
process by serving as ‘repulsive gating barriers’ [58].

3. The cloud leaves a ~10-Å space at the very center of the channel, which is roughly
the maximal size of molecules that can freely diffuse through the pore.

4. The long reach of the individual FG nucleoproteins, reflected in the significant
overlap in the cloud, may be interpreted as a transport mechanism. That is, it
may suggest a mechanism in which the cargo protein shifts quickly between dif-
ferent FG nucleoproteins, such that it is able to traverse the pore inminimal time
(~5 ms). As explained in the main text, IUPs are indeed characterized by the ca-
pacity to exchange binding partners rapidly, and this capacity is based on the
relative weakness of the interactions between the proteins and their partners. In
the case of FG nucleoproteins, such interactions seem to be based on the short
FG repeats, each of which binds to the target protein with low affinity [56].

5. A small number of FG docking sites also face the pore membrane, suggesting
that they may be involved in the transport of membrane-bound proteins.

*aThe abbreviation ‘FG’ comprises the one-letter codes for phenylalanine and glycine, respectively.The ring
is named so because the nucleoproteins composing it are in most part made of phenylalanine-glycine repeats,
organized as motifs (e.g., FXFG and GLFG). The 5- to 30-residue sequences linking these motifs are enriched
in polar amino acids [55].
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(a)

(b)

FIGURE 6.1.3 Distribution of the disordered FG-repeat regions in the NPC. (a) Slice
through the NPC, showing the structured domains of all nucleoporins, colored according
to their classification (see Figure 6.1.1). Also shown are the localization probabilities of the
unstructured regions of all FG nucleoporins (green cloud). (b) Projection of the localization
probabilities of the FG-repeat regions from all the FG nucleoporins is shown by a density
plot, sampled in a plane perpendicular to the central 𝑍-axis from 𝑋 = −50Å to 𝑋 = +50Å.
Projections from the FG-repeat regions belonging to FG nucleoporins anchored mainly or
exclusively on one side of the NPC are indicated: red for those that are cytoplasmically dis-
posed, blue for those nucleoplasmically disposed, andwhite for those that are present to equal
degrees on both sides. The equatorial plane of the NPC is indicated by a dashed white line,
the position of the NPC density is indicated by a dashed grey line, and the position of the
pore membrane is shown in purple. A scale bar of 25 nm (250Å) is shown. The figure was
taken from [54].
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6.2 SEQUENCE AND STRUCTURALORGANIZATIONOF IUPs AND
IDRs

Although IUPs and IDRs are defined as disordered,measurements show that theymay con-
tain secondary elements [80] such as 𝛼-helices and 𝛽-sheets (comprising 10% to 20% of
the protein residues [26]), as well as non-𝛼 helices. However, these elements are unstable,
and tend to change often and in a random manner. This instability is significantly reduced
upon binding of the protein to its target, thus allowing the secondary elements to remain
stable without the help of tertiary contacts (as in globular proteins). Among the secondary
elements found in IUPs, the PPII helix is most common, and CD measurements show that
20% to 25% (and up to 50%) of the residues in IUPs tend to occupy this conformation. As
mentioned in Chapter 4, the PPII helix was originally identified in proline-rich sequences,
but is not limited to these. It tends to appear in disordered segments, whether they belong to
IUPs or denatured globular proteins. The functional significance of the PPII helix in IUPs is
discussed in Section 6.3 below. The presence of secondary elements with no tertiary struc-
ture makes the structure of some IUPs reminiscent of the molten globule conformation,
mentioned in Chapter 5 as a folding intermediate in globular proteins. Still, other IUPs may
look very different, with a ‘random coil’ structure characterized by the almost total absence
of tertiary contacts and a very high degree of freedom of movement.

In addition to being structurally unique, disordered protein segments also tend to have
unique amino acid composition. As expected, they are enriched with proline; however, they
are also enriched in the polar amino acidsMet, Lys, Arg, Ser, Gln, andGlu.This should come
as no surprise, as the polarity of IDR sequences ensures that a nonpolar, compact, and
ordered core cannot be stabilized. For the same reason, IDRs tend to contain very few
Trp, Tyr, Ile, Phe, Val, and Leu residues [41], all of which are capable of nonpolar interac-
tions. Cysteine is also under-represented in IDRs, as it tends to form disulfide bonds that
stabilize the ordered tertiary and quaternary structures of proteins. Another characteristic
sequence-related property of IDRs is low evolutionary conservation (compared to struc-
tured segments) [81]. This is to be expected, as IDRs do not contain buried residues, and
therefore lack many of the structural constraints on sequence that are present in structured
segments [27]. The above sequence-related properties of IDRs have been used successfully to
automatically predict disorder in proteins [82].

Finally, IDR sequences are enriched with short linear motifs (comprising 3 to 10
residues) termed ‘LMs’, ‘SLiMs’ or ‘MiniMotifs’ [83–86]. These motifs regulate low-affinity in-
teractions of the protein with its binding partners in ways that may lead to different out-
comes: a change in stability, formation of a complex, subcellular localization, or recruit-
ment of post-translationalmodifying enzymes [10]. SLiMs can be categorized according their
mechanisms of action: those in one category promote modifications in the protein (struc-
tural, proteolytic, group addition or removal), whereas those in the other category act as
ligands (for complex formation, docking to other proteins, or for targeting/trafficking) [10]

(Figure 6.3). For example, members of the complex-promoting group often act as scaffolds
for components of protein complexes. This group includes, e.g., the tyrosine-containing
motif recognized by SH2 domains upon phosphorylation, as well as the PxxP motifs rec-
ognized by SH3 domains [87]. Members of the docking group act by increasing the specificity
and/or efficiency of modification events by providing additional binding surface [10]. For ex-
ample, degrons affect protein stability by recruiting members of the ubiquitin-proteasome
system [88,89].
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FIGURE 6.3 Short linear motifs (SLiMs). (a) Functional classification of SLiMs. All SLiMs can
be divided into two major groups: (i) those that act as modification sites, i.e., act as recognition sites
for the active sites of modifying enzymes, and (ii) those that act as ligands, i.e., they are recognized
by the binding surface of a protein partner. These two main families can be further divided into
groups according to the specific function. In the regular expressions, x corresponds to any amino
acid, while other letters represent single-letter codes of amino acids; letters within square brackets
mean either residue is allowed in that position. The image is taken from [10] (http://pubs.acs.org/
doi/full/10.1021/cr400525m). (b) Left: A methylated SLiM in a histone H3-derived peptide (shown
as sticks), bound to human BPTF (yellow surface, PDB entry 2f6j).The histone tail corresponding to
the peptide is disordered in the unbound form, and acquires a short 𝛽 conformation upon binding.
The addition of three methyl groups to Lys-4 enables this residue to fit well with the BPTF binding
site, where it interacts with three tyrosine residues and one tryptophan. Right: BPTF is shown as
sticks with the partially transparent backbone for clarity. Histone lysine methylation is associated
with the demarcation of transcriptionally active sites in eukaryotic genes.

http://pubs.acs.org/doi/full/10.1021/cr400525m
http://pubs.acs.org/doi/full/10.1021/cr400525m
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6.3 STRUCTURE-FUNCTION RELATIONSHIP

6.3.1 IUP binding to target proteins
6.3.1.1 IUPs are designed for fast protein binding and release
IUPs tend to participate in the regulation of biological processes, and their function in this
capacity usually involves binding and/or recognition of other proteins. In fact, it has been
found that the more binding targets an IUP has, the more disordered it is [12]. This im-
plies that disorder is inherently important for binding and recognition roles. Although
the precise reasons for this are not fully understood, disorder does seem to confer a few
advantages in binding, especially when it takes place within large functional or regulatory
networks. First, freedom of conformation of the polypeptide chain (which results from
disorder) confers plasticity of binding (e.g., Figure 6.4). This is a huge advantage for hub
proteins that interact with multiple partners in large networks. For example, the p21Cip1

protein is able to bind different cell-cycle regulatory proteins, depending on cellular con-
ditions [26]. Another well-known example is p53, whose N- and C-terminal domains are
disordered, and are involved in interactions with numerous binding partners that modu-
late the protein’s activity [90]. As we saw earlier, in some IUPs forming ‘fuzzy’ complexes,
the IDRs are able to sample different conformations even when bound to the same protein,
which allows the IUP to modulate the affinity of binding to its partner [48,49].

Secondly, IUPs are particularly sensitive to proteolytic cleavage, because of the high sol-
vent exposure of their polypeptide chains.This sensitivitymakes itmuch easier for the cell to

(a) (b)

FIGURE 6.4 Different conformations of HIF-1𝛼 when bound to different targets. The figure
shows the C-terminal activation domain of the hypoxia-inducible factor HIF-1𝛼 (red) in complex
with: (a) the transcription activation zinc finger (Taz1) domain of CREB-binding protein (CBP)
(PDB entry 1l8c, green); (b) the inhibiting factor FIH (PDB entry 1h2k, green). As is clearly shown,
HIF-1𝛼 has an 𝛼-helical conformation in the first complex, and a largely coiled conformation in the
second. In the latter complex, six residues of HIF are missing (i.e., unresolved in the experiment),
reflecting the disordered nature of this protein.
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regulate the activity of IUPs by controlling their turnover rate, which, again, is advantageous
in proteins that regulate complex processes. Third, and perhaps most importantly, IUPs ex-
cel in forming weak, yet specific interactions with their target proteins. This ability is
highly important, as proteins participating in regulatory and signal transduction processes
need to bind and release their targets rapidly to facilitate rapid signal transfer.The properties
of IUPs that facilitate this type of binding are as follows:

1. Low IUP-target affinity results from binding-folding coupling
The ability of IUPs to bind their targets weakly is a consequence of their tendency
to (partially) fold upon binding. This is because folding involves entropy loss. In
fact, any intermolecular binding involves a loss of entropy, even when both binding
partners are already folded. However, in the latter case the decrease is only of the
translational and rotational entropy of the proteins (Δ𝑆trans/rot). When an IUP binds
to its target, Δ𝑆trans/rot is supplemented by the loss of configurational entropy (Δ𝑆con),
resulting from the confinement of protein structure by the folding. Binding still oc-
curs, in both globular proteins and IUPs, because the enthalpy gained from binding
interactions (Δ𝐻bind) over-compensates for the loss of entropy, thus making the total
binding energy (Δ𝐺bind) favorable (e.g., [91]):

Δ𝐺bind = Δ𝐻bind − 𝑇 (Δ𝑆trans/rot + Δ𝑆con) (6.1)

(at constant temperature).
However, assuming that IUP binding and globular protein binding are associated
with similar values of Δ𝐻bind, the larger entropy loss in IUP binding means that the
Δ𝐺bind of these interactions is smaller than it is in globular protein binding. This dif-
ference is manifested in lower affinity of the IUP for its target. It should bementioned,
though, that in most cases the folding of the IUP is partial [92]: First, it often involves
10 to 70 residues, amphipathic sequences called ‘molecular recognition elements or
features’ (MoREs or MoRFs) [93–95], rather than the whole disordered domain or pro-
tein (see more below). Second, even those parts that fold upon binding may retain
significant flexibility [42,43]. Thus, Δ𝑆con is expected to be moderate.
The assumption that Δ𝐻bind is similar in both IUPs and globular proteins is not always
accurate. In many IUPs, the loss of configurational entropy is so large that Δ𝐻bind
needs to be especially strong to achieve any binding affinity. The strong binding in-
teractions in such cases are achieved by at least three properties possessed by IUP
binding interfaces:

(a) The average interaction surface area per residue is larger in IUP interfaces than
in globular protein interfaces [96].Thus, despite the fact that the total surface area
of the binding interface is similar in the two protein types, IUPs achieve stronger
interactions.

(b) The binding interface of an IUP is constructed from one or two segments of
the polypeptide chain, instead of many short segments that are separated in se-
quence, as is the case in globular proteins. IUP interfaces are much easier to
construct following binding to the target, since they allow the protein to mini-
mize the entropic cost down to a necessary minimum.
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(c) The binding interfaces of IUPs are enriched with nonpolar residues, compared
with those of globular proteins [96], thus increasing the interaction affinity of
the former. This is intriguing, as IDRs generally tend to be polar. This implies
that the folding process is not random, but rather intended to create particu-
larly strong binding interfaces. Globular proteins tend to do the opposite, i.e., to
bury their nonpolar residues instead of using them for constructing binding
interfaces.

The extra energy needed to compensate for the folding of IUPsmay be one reasonwhy
none of these proteins has been found so far to have catalytic activity. Enzymes use
their substrate-binding interactions (Δ𝐻bind) to drive catalysis. IUPswaste at least
someof this energy on folding, and the restmaynot suffice for driving catalysis [41].
Thus, although the functions of IUPs and globular proteins both involve binding, the
former bind their ligands in the context of signal transduction processes, whereas the
latter are involved also in catalysis.

2. IUP-target specificity involves polar groups
IUPs bind to their targets specifically and selectively, as is often required in biologi-
cal systems, especially in complex functional networks. This property seems to be in
disagreement with the nature of IUPs; the fact that they are unfolded prior to bind-
ing suggests low specificity, due to conformational flexibility. How is it done, then?
We have already seen that IUPs tend to form binding interfaces with a larger-than-
usual binding surface per residue. The large number of contact points formed in such
surfaces provides, at least theoretically, a higher potential for accurate contacts. How-
ever, do all IUP-target contacts contribute equally to specificity? This issue was stud-
ied in depth for the interactions between the Smad2 protein and a disordered seg-
ment of the TGFβ receptor [97]. The results demonstrated a functional division among
the different interactions present between the interacting proteins: nonpolar inter-
actions contribute to the affinity of binding, whereas electrostatic interactions con-
tribute to its specificity. As discussed in Chapter 4, the same functional division also
exists amongst noncovalent interactions within folded proteins, and is explained by
the higher specificity of electrostatic interactions in the nonpolar environment, com-
pared with nonpolar interactions. How can this be reconciled with the high plasticity
that IUPs have towards their targets? As a matter of fact, there is no real conflict be-
tween the two; plasticity results from changing environmental conditions (as in the
aforementioned case of p21Cip1 binding to cell-cycle proteins). This means that under
fixed conditions the IUP is expected to bind to a single target protein.
The polar groups conferring specificity to IUP-target binding are diverse. Most be-
long to the residue’s side chains, whereas others are backbone groups (C−−O, N−H).
The folding that accompanies binding is supposed to pair those backbone groups
in hydrogen bonds, thus reducing the energetic penalty associated with their ex-
posure to the nonpolar interface. This is the exact process occurring in secondary
structure formation in globular proteins (see Chapter 2). In IUPs, however, the local
structures formed are not necessarily canonical (i.e., 𝛼-helical or 𝛽-sheeted), which
means at least some of the polar backbone groups remain unpaired.The exposure of
these groups to the low dielectric interface involves some destabilization, but at
the same time provides the interface with additional hydrogen bond donors and
acceptors, thus rendering the binding more specific. This phenomenon has been
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confirmed in PPII helices, which are highly common in IUPs, but has to be further
studied in other non-𝛼 and non-𝛽 conformations. Finally, another factor contribut-
ing to the binding specificity of IUPs and IDRs is the high prevalence of MoREs and
MoRFs [93–95] in disordered regions; these are linear sequences that are characterized
by high evolutionary conservation and tend to fold upon binding to their partners*1
(see above). Functional analysis of MoREs/MoRFs implicates many of them in signal
transduction and alternative splicing, and it seems that their activity is mainly regu-
lated by phosphorylation [94]. Earlier, we encountered SLiMs, which are another type
of linear sequence that tends to be disordered. While MoREs and MoRFs are distin-
guished from SLiMs, which are much shorter, the two share certain features besides
linearity and enrichment in IDRs; they both tend to fold upon binding (all MoRFs
and ~60% of SLiMs) and to promote complex formation [10].

6.3.1.2 Mechanism and kinetics of binding-folding coupling in IUPs
Binding-folding coupling is a key aspect of IUP action. As mentioned in the previous sub-
section, the reason for the coupling is the need to reduce the energy penalty on the exposure
of polar backbone groups to the hydrophobic interface, by pairing them in hydrogen bonds.
However, the mechanism through which this is done is not necessarily that simple. Gener-
ally speaking, there are two basic mechanisms through which the coupling can work [92]. In
the first, the folding is induced by the binding, similarly to Koshland’s ‘induced fit’ theory,
but with a more extensive change (see below). Such a process involves quick binding fol-
lowed by slower folding (as in [99], for example). On the basis of their studies, Wolynes and
coworkers proposed a two-step process called ‘fly casting’ [100], which supports the induced
folding mechanism. First, the IUP binds weakly to its target, forming an encounter complex.
Then, it partially folds into the conformation that provides the strongest interaction with its
target protein. This mechanism has two important advantages:

1. Since the initial binding is weak, the IUP can sample many conformations rapidly,
which increases its chances of finding the best possible one (Figure 6.5). Globular
proteins, being already folded, can only undergo a limited change of conformation
(i.e., induced fit), which does not necessarily create the best possible binding site.This
may explain the fact that in IUPs, the average contact surface area per residue is larger
than in globular proteins [96].

2. Since the sampling occurs while the IUP is already bound to its target, there is no need
for the two to undergo diffusion and rotation in order to find each other, as occurs in
globular proteins.

The second mechanism through which binding-folding in IUPs may occur involves selec-
tion of a pre-existing conformation in the unbound IUP, following the ‘conformational se-
lection’ model explained in Chapter 5. So, which of the two mechanisms is right? Appar-
ently, both are [92]. Some studies support the induced folding mechanism (e.g., [101–104]), and
some support the conformational selection mechanism (e.g., [105]). Interestingly, Kataoka

*1Although the conformational equilibrium of the unbound state tends to be biased toward the bound
conformation, which is why MoREs and MoRFs are also called pre-structured motifs (PreSMos) [98].
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FIGURE 6.5 Folding speed enhancement by the ‘fly casting’ mechanism. The figure shows a
DNA-binding protein (right) interacting with its target (left). At an approach distance 𝑅cm, the par-
tially folded ensemble is already able to interact weakly with its binding site. In contrast, the folded
structure remains out of range because of the smaller fluctuations in the folded state. The weak in-
teraction between the unfolded ensemble and the target molecule allows the former to search for
and find its specific binding site within its bound partner, while completing the folding process. The
figure was taken from [100].

and coworkers have found that the same IUP (staphylococcal nuclease in this case) can em-
ploy both mechanisms [106]. Clearly, it is necessary to carry out much more research on this
matter in order to draw definite conclusions.

6.3.1.3 Significance of PPII helix in IUPs
The PPII conformation is particularly common in IUPs, implying that it may be at least
partially responsible for their binding efficiency. One of the salient characteristics of this
helical conformation is the absence of any intramolecular interactions. Backbone and side
chain groups are therefore free to interact with the target protein [107]. Many of the side
chain groups are nonpolar, and responsible for creating the characteristic nonpolar inter-
faces. As mentioned earlier, the high hydrophobicity of these interfaces is responsible for
the larger-than-usual contact surface area per residue, which compensates for the otherwise
weak binding affinity associated with IUPs.

PPII helices also appear in IDRs within globular proteins, where, as in IUPs, they tend
to participate in protein-protein binding. However, the amino acid composition of PPII
helices in globular proteins differs from that in IUPs. Specifically, in globular proteins, PPII
helices are as polar as other protein segments, and they tend to be enriched with proline
residues. Therefore, their ability to participate in binding must rely on other properties than
those described above for IUPs. As this issue is related to the function of common binding
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domains in proteins, it will be further discussed in Chapter 8, which deals with protein-
ligand interactions.

6.3.1.4 Disorder can be used for regulation
Wehave seen how the weak binding of IUPs to their targets can be advantageous in complex
functional networks that require rapid association and dissociation of the protein from its
target. Another advantage of disorder in such processes is that it makes the protein much
easier to regulate. Tight regulation is crucial in signal transduction, whichmediates some of
the most dramatic outcomes in cells: division, growth, death, and mass production and/or
release of bioactive chemicals. Disorder promotes regulation mainly by conferring an
extended conformation to the polypeptide chain, which makes most residues solvent-
exposed, and therefore available to modifying enzymes [36]. Indeed, post-translational
modification (PTM) sites in proteins are often clustered within IDRs [39,108]. The types of
PTM used for protein regulation include phosphorylation, acetylation, ubiquitination, hy-
droxylation, and methylation (see Chapter 2). For example, the first three are known to
change the function of the tumor-suppressing protein p53, as well as its localization and
turnover [109]. Most of the sites for these p53 PTMs are located within IDRs.

Of the above-mentioned PTMs used for the regulation of protein activity, phosphory-
lation is by far the most common. As explained in Chapter 2, phosphorylation may act in
different ways, one of which is inducing a conformational change in the protein, which leads
to a change in its activity [110,111]. The inherent disorder of IUPs provides these proteins with
a wider range of conformational changes compared with globular proteins. Therefore, it
also provides (at least theoretically) more ways for phosphorylation to change the activity
of the protein [112]. This is demonstrated by the Ets-1 transcriptional activator, which binds
in its disordered form to DNA. Following phosphorylation at multiple sites, Ets-1 gradually
acquires an ordered conformation [113]. Whereas the disordered form has high affinity to
DNA, the ordered form does not. Thus, phosphorylation is used to control the activity of
Ets-1 by inducing folding. This is a nice example of how cells combine the inherent disorder
of IUPs with existing means of regulation (in this case phosphorylation) to fine-tune key
processes, such as gene expression.

6.3.2 Entropy assistance-related roles
The functioning of IUPs as entropy assistants is obvious, due to their characteristically large
freedomofmovement.This property is particularly important for IDRs separating domains,
for different reasons. For example, in enzymes carrying out different catalytic steps consec-
utively, using different domains, there is a real advantage in the capability of the domains to
sample different orientations with respect to each other, so as to be able to pass on the sub-
strate between them efficiently. In enzymes that have both regulatory and catalytic domains,
the flexible linking IDR allows the domains to interact efficiently with each other upon the
binding of an activator or inhibitor to the regulatory domain. Flexible linkersmay also allow
the domains they are linking to undergo a more extensive conformational change needed
for interacting with another protein. A well-known example is calmodulin (CaM), in which
the two globular domains containing the Ca2+ helix-loop-helix (HLH) motif are linked by a
short sequence of 4 to 8 residues, which is helical in the crystal structure but disordered in
solution [27]. As described in Chapter 2, the binding of Ca2+ to the HLH motif in the globu-
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lar domains induces an extensive conformational change in the entire molecule, allowing it
to wrap around the target protein segment, which is usually in a helical conformation (Fig-
ure 2.24). The flexibility of the disordered linker, as well as of the methionine side chains
exposed during this change, allows CaM not only to undergo the conformational change,
but also to bind different targets [114]. Finally, in nucleoporins, which reside in the nuclear
lamina, the flexible linker also acts as a gate, which either opens or closes the entry point of
cellular molecules into the nucleus [54].

6.4 IUPs IN VIVO

In the sections above we have seen how the lack of structure in IUPs can be advantageous
for different functions, even though this idea seems to be at odds with the central structure-
function paradigm of structural and molecular biology. Many of the studies demonstrating
the properties of IUPs, as well as their activity, have been carried out using in vitro exper-
iments [92]. Although the general use of the in vitro approach is not in question, its use for
studying IUPs is problematic, for two main reasons. First, the crowding effect resulting
from the highly dense cytoplasm [115,116] is expected to induce folding in at least some of
the proteins considered to be IUPs.NMR studies, which have been employed to investigate
this issue, have so far yielded contradictory results for different proteins (e.g., [117,118]).

Another open question concerning IUPs inside cells is how they avoid chaperones. As
explained in the previous chapter, molecular chaperones reside inside the cytoplasm and
certain organelles, where they ‘hunt’ misfolded proteins and provide them with a protected
environment in which they can refold.While this is advantageous for globular proteins gone
awry, IUPs, being incapable of folding (at least in their free state), might be incapacitated
by the action of chaperones. A recent in vivo study demonstrates low tendency of IUPs to
bind to chaperones, despite their unfolded nature [119]. This may be explained by the highly
polar nature of IUPs. Indeed, chaperones recognize misfolded proteins by detecting their
exposed nonpolar residues. Being polar and even charged, IUPs are not expected to be
recognized by chaperones. Another reason might be structural; whereas IUPs primarily
have a PPII helical conformation, misfolded globular proteins tend to have some type of
order, usually in the form of a 𝛽 conformation [120]. A final reason might be the ability of
IUPs to bind to their natural cellular targets very quickly.This binding, which often involves
folding, would ‘hide’ the IUP from chaperones in its environment.

6.5 SUMMARY

• Some proteins, referred to as IUPs, may be completely devoid of regular three-
dimensional structure or contain unstructured regions. Although they are disordered,
IUPs participate in complex biological processes such as signal transduction and regu-
lation, where they function mainly in molecular recognition, but also in assisting in the
assembly of large protein complexes, scavenging smallmolecules, and even inducing con-
formational changes in other proteins or assisting their folding.

• IUPs are devoid of tertiary and quaternary structure, butmay contain unstable secondary
elements, with the PPII helix being themost common.These elements are often stabilized
when the IUP binds to its target protein. The absence of tertiary structure in unbound
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IUPs is ensured by their highly polar composition, which prevents the formation of a
stable nonpolar core.

• The disordered nature of IUPs confers plasticity of binding. Still, under fixed conditions
a given IUP tends to bind one ligand in a specific manner. The need to fold upon bind-
ing weakens the overall affinity of IUPs to their targets by increasing the entropy cost of
the process.Theweak binding allows IUPs to participate in complex biological processes,
which require rapid binding and releasing of ligands. However, the ‘waste’ of energy on
the folding process is thought to prevent IUPs from functioning as enzymes, which re-
quire all the energy produced by substrate binding to be channeled towards driving catal-
ysis.

• Despite the overall weak affinity of IUPs towards their target proteins, their interfaces op-
timize binding interactions.This property, as well as their specificity towards their targets,
is largely achieved by the availability of many polar groups, which in folded (globular)
proteins are mostly paired in hydrogen bonds and are therefore unavailable for binding.
Specificity is also achieved through binding-folding coupling, which allows IUPs to keep
searching for the best binding conformation even after the formation of the initial en-
counter complex (‘fly casting’ mechanism).

EXERCISES

6.1 Explain how intrinsically unstructured proteins (IUPs) can be so common and yet so
few of them are present in the Protein Data Bank.

6.2 Use the example of the nuclear pore complex to explain how IUPsmay carry out certain
functional roles in cells more efficiently than structured proteins.

6.3 Which local structure(s) are common in IUPs? Explain their compatibility with the
roles assigned to IUPs.

6.4 Explain the principles of the ‘fly casting’ mechanism.
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CH A P T E R 7

Membrane-Bound Proteins

7.1 INTRODUCTION

The plasma membrane is a lipid body containing proteins and carbohydrate units. It de-
fines the shape of the cell and acts as a physical barrier between the cytoplasm and the
external environment (exoplasm). Since these two environments are very different in terms
of their chemical composition, the formation of the first membranes signified the evolu-
tionary emergence of the first biological organisms; this event took place between 3.2 and
3.8 billion years ago [1–4]. The cells of all organisms are enveloped by plasma membranes,
and some cells contain other membranes as well. Gram-negative bacteria, for example, also
have an outer membrane, which has its own set of characteristic proteins, and is rich in
polysaccharides. Eukaryotic cells, which evolved about 1.5 billion years ago, contain inner
membranes, which define the various organelles.

The primary role of the plasma membrane is to maintain the unique chemical environ-
ment of the cell, which includes the following:

1. Ions. Intracellular ions are chemically diverse. Some are elements such as Na+, K+,
Cl– , Mg2+, Mn2+, Cu2+, Zn+, Co2+ and Fe2+/3+, whereas others are molecules of var-
ious sizes (e.g., PO 3–

2 ). Maintaining a constant concentration of these ions inside
the cell is crucial for the routine execution of numerous cellular and physiological
processes. First, by stabilizing charged groups in the active sites of enzymes, or par-
ticipating in the binding of atoms and molecules, ions enable routine biochemical
pathways to take place [5,6]. Second, the concentration gradient of Na+, K+ and Cl–
across the plasma membrane is responsible for its electric potential, which is used to
drive processes such as cellular transport, neural transmission, and muscle contrac-
tion. Finally, the physiological ionic balance is important for the regulation of body
hydration.

2. Small metabolites. Small organic molecules, such as ATP, amino acids, monosac-
charides and disaccharides, nucleotides, pyruvate, and others, participate in, and are
formed by, metabolic processes.

3. Macromolecules. Proteins, carbohydrates, lipids, and nucleic acids are the functional
units of cells and tissues, as explained in Chapter 1.

Many of these chemicals are polar (neutral or charged), which explains why the type of bar-
rier chosen by evolution to keep them inside the cell is based on a lipid structure, whose
permeability to such molecules is extremely low. In order for a polar compound to cross the
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membrane, it must first transfer from the aqueous environment (cytoplasm or exoplasm)
into the membrane itself. This process is highly unlikely, due to the desolvation of the po-
lar compound. The transfer energy can be estimated using the Born equation of solvation
(Equation (2.2)), as follows.

Assuming that ion transfer into the membrane is determined by electrostatic contribu-
tions, the transfer free energy is:

Δ𝐺transfer = 𝐺𝑚 − 𝐺𝑤 = 166 (
𝑞
𝑟 ) (

1
𝜀𝑚

− 1
𝜀𝑤 ) (7.1)

(where 𝑚 and 𝑤 are the membrane and aqueous environments, respectively; 𝑞 is the net
charge of the molecule; 𝑟 is its effective radius; and 𝜀 is the dielectric. See Chapter 2 for
more details.).

For simplicity, let us consider a simple spherical ion of radius 1Å and charge +1. Taking
the dielectrics of the membrane and aqueous environment to be 2 and 80, respectively, we
obtain Δ𝐺transfer = +80 kcal/mol. Thus, the fraction of ions that transfer into the membrane
(Equation (4.3b)) is: 𝑃 ∝ e(−Δ𝐺/𝑅𝑇 ) = e(−80/0.6) ≈ 1 × 10−58. Thus, in essence, at a physio-
logical ion concentration of about 150mM, no cation will partition into themembrane.
Computational [7] and experimental [8] studies show that this is also true for large ions, such
as the side chains of charged amino acids.

Since most of the compounds inside cells are produced and utilized constantly by
metabolic processes, it is not enough to prevent them from leaving the cell; keeping their
concentrations fixed requires the constant import of some compounds and the export of
others. In addition, the entire process must be carefully controlled, so as to avoid the loss
of important metabolites or the internalization of wastes and/or toxic chemicals. As in the
other cases we have encountered, here too evolution has assigned the job to proteins. There
are two types of transport proteins: channels and transporters. A channel crosses the entire
length of the membrane, and contains a water annulus, which enables polar chemicals (of-
ten ions) tomove across themembrane, down their electrochemical gradient. A transporter
binds polar chemicals on one side of the membrane and releases them on the other side.
Some transporters span the entire width of the membrane, whereas others (carriers) do not,
and have to diffuse from one side to the other in order to release the ‘substrate’ into the right
compartment.While some transporters transfer molecules down their electrochemical gra-
dient, others (pumps) do so in the opposite direction, by using an external source of energy,
which can be direct (ATP), or indirect (the electrochemical gradient of another molecule).
The transport process is controlled in both channels and transporters; channels only let in
molecules that are small enough to enter the water annulus, and can also open or close in
response to different signals, such as ligand binding, change in cross-membrane voltage, or
application of mechanical pressure. Transporters can bind or release their ‘substrates’ when
the latter are present, but in many cases they do so pending the binding of the right reg-
ulatory ligand. The function of transport proteins is so basic that in microorganisms they
constitute 40% to 50% of all membrane proteins [9].

In addition to transport, membrane proteins play other important roles, most of which
are mentioned in Chapter 1:

1. Communicationand signal transduction.Numerous cellular proteins aremembrane-
bound receptors. These act as antennae, and pass communication signals arriving
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from the external environment into the cell. Most of these receptors respond to chem-
ical messengers, such as hormones, neurotransmitters, pheromones, odorants, and
local mediators, whereas others respond to other types of signals, such as electromag-
netic radiation (light) or mechanical pressure. Thus, the proper functioning of these
proteins is crucial not only to individual cells, but also to entire physiological systems,
specifically, the nervous, endocrine, and immune systems. Receptors span the entire
width of the membrane, with their extracellular side designed to bind or respond to
the externalmessenger, and their intracellular side interactingwith different cytoplas-
mic proteins. The latter transmit messages into the cell, often by catalyzing enzymatic
reactions. For example, growth factor receptors relay themessage ‘grow’ or ‘divide’ into
the cell by promoting phosphorylation of various cellular components. While most
of the cytoplasmic proteins receiving this message are water-soluble, some, such as
G-proteins or the enzymes protein kinase A and C are membrane-bound, at least part
of the time.

2. Cell-cell and cell-ECM recognition. Certain membrane-bound proteins, such as in-
tegrins or cadherins, bind proteins or other elements that reside either on other cells
or in the extracellular matrix (ECM). Such interactions are important, e.g., for the
cell’s ability to recognize its neighbors or become anchored to its biological tissue.

3. Energy production and photosynthesis.A number of proteins that reside inside the
inner mitochondrial membrane (or the plasma membrane of bacteria) participate in
the extraction of chemical energy from foodstuff, and its storage in a freely avail-
able form, ATP. Most of these proteins act as electron carriers and proton pumps,
whereas others construct the ATP-producing component of this system. A similar
system functions in the thylakoidmembrane of plants and algae (or the plasmamem-
brane of photosynthetic bacteria), in the assimilation of solar energy, i.e., photosyn-
thesis.

4. Defense. Certain membrane-bound proteins participate in the defense of the cell
or the entire body against invading pathogens, i.e., bacteria, viruses, and parasites.
These proteins may fulfill different functions, most of which involve recognition of
pathogen-relatedmolecules. Awell-known example is theT-cell receptor, which spans
the membrane of a T lymphocyte, and recognizes peptides that have been taken from
degraded pathogens.

5. Cellular trafficking. Membrane proteins often serve as attachment points for other
proteins.This function enables cells to concentratemetabolic enzymes or signal trans-
duction proteins in certain locations. The trafficking of vesicles carrying lipids and
proteins between cellular compartments is also affected by certain membrane-bound
proteins.

The significance of membrane proteins is reflected not only in their functions but also
in their prevalence; it is estimated that 20% to 30% of any genome codes for membrane pro-
teins [10,11], and a recent, extensive survey of the human proteome indicates a similar value,
23% [12]. Defects in membrane proteins manifest as various pathologies, including neural or
cardiovascular disorders, depression, obesity, and cancer. Accordingly, it is estimated that
~60% of approved pharmaceutical drugs act on membrane proteins [13,14], most of which
are G protein-coupled receptors (GPCRs; see below) [15,16].
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Wediscussed earlier how proteins are structurally, thermodynamically, and functionally
affected by their environments. It therefore stands to reason that in order to understand the
behavior of membrane proteins, one must first understand the nature of biological mem-
branes. This conclusion is reinforced by the fact that membranes are by nature much more
complex, both chemically and physically, than the aqueous solution constituting the cyto-
plasm. In the following sectionwe review the key characteristics of the biologicalmembrane,
and in Section 7.4 we focus on the effects of these properties on the behavior of membrane
proteins, and vice versa.

7.2 STRUCTURE AND ORGANIZATION OF BIOLOGICAL
MEMBRANES

7.2.1 General structure and properties
In 1972, Singer and Nicolson proposed their well-known fluid mosaic (FM) model to de-
scribe the structures and characteristics of biological membranes [17]. The model depicts
the membrane as a structure made of two layers of lipid molecules (lipid bilayer), in which
various proteins reside (Figure 7.1a). These proteins are separated into two general types:

1. Integral proteins reside inside the lipid bilayer, with one or more segments of their
polypeptide chain crossing the full width of the bilayer (transmembrane (TM) do-
main). Isolating these proteins requires the disruption of the bilayer structure by de-
tergents.

2. Peripheral proteins are loosely attached to one of the lipid monolayers, or to an in-
tegral protein. Isolating such proteins does not require membrane disruption; a mild
treatment, e.g., elevating the salt concentration, is sufficient.

In addition to lipids and proteins, membranes also contain different types of carbohydrates,
in the form of long and branched chains. These are attached to both lipid and protein
molecules on the extracellular side of the membrane. The entire carbohydrate coat of the
membrane is referred to as the ‘glycocalyx’. Contrary to its depiction in old biochemistry
and cell biology books, the glycocalyx is of formidable size, and is visible to the electron mi-
croscope. The carbohydrate chains provide physical protection to the membrane, but also
participate in molecular recognition processes. These can be between cells, or between the
cell and a water-soluble molecule within the body.

The bilayer structure, on which the entiremembrane is based, is made of numerous lipid
molecules packed tightly against one another (Figure 7.1b). Nevertheless, the FM model
posits that since each lipid molecule is inherently dynamic, the bilayer is only mildly vis-
cous (hence the term ‘fluid’ in the name of the model). To test this posit, early studies fo-
cused on the protein-to-lipid ratio in different biological membranes. They concluded that
although most biological membranes have a weight ratio of ~0.5, some membranes differ
considerably in this parameter. For example, in the myelin membrane, which surrounds
the axons of nerve cells, the ratio is ~0.2, whereas in the inner mitochondrial membrane
it is ~0.8. A study carried out on red blood cells took a slightly different approach by con-
sidering a different parameter, the proportion of the membrane surface occupied by the
protein component [18]. The results demonstrated that proteins occupy at least 23% of the
membrane surface, i.e., a much higher value than expected based on the protein-to-lipid
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ratio. This high value was attributed to the fact that many integral membrane proteins have
large extramembrane domains, and also to the fact that such proteins tend to form large
oligomers. These results suggested that, contrary to the fluid depiction put forward by the
FM model and studies carried out in pure lipid bilayers — an approach that had dominated
the scientific view up until that point—biological membranes have a certain rigidity. Today,
the membrane is considered to have intermediary properties between fluid and gel, which
enable it to block the free movement of polar solutes, but at the same time retain its flexibil-
ity, which is highly important for its function. For example, flexibility is important for the
formation of transport vesicles, which carry protein and lipid cargo between intracellular
membranes and the plasma membrane. The cargo molecules may reside in the membrane
or be secreted in a process of exocytosis [19,20]. Transport vesicles also enable polar solutes
to be internalized by the cell through endocytosis.
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FIGURE 7.1 The biological membrane. (a) The fluid mosaic model of the cell membrane. The
image was adapted from [21]. (b) An atomistic representation of the hydrated lipid bilayer. The polar
and nonpolar regions are noted, as well as their lengths (from [22]).The dashed linemarks the border
between two leaflets. For clarity, the lipid bilayer is shown in its ordered phase. In reality, the lipid
chains are disordered and dynamic.
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7.2.2 Composition of lipid bilayer
The biological membrane contains numerous lipid molecules of different types [23,24]. Even
red blood cells, which are considered to be highly simple, contain in their plasma mem-
branes over 200 different types of lipids [25].The following subsections summarize the struc-
tures and properties of the main types.

7.2.2.1 Glycerophospholipids
Glycerophospholipids are the most abundant type of lipids in biological membranes [26].
Their name alludes to their chemical structure; each contains two fatty acids esterified to
a glycerol backbone, with the third glycerol carbon attached to a negatively charged phos-
phate group (Figure 7.2a). In most phospholipids, the phosphate group is attached on its
other side to an alcohol group, which can be serine, choline, ethanolamine, inositol 4,5-
bisphosphate (IP2), or even glycerol [27] (Figure 7.2b). The name of each phospholipid in-
cludes the prefix ‘phosphatidyl’, followed by the name of the alcohol group it contains. Since
the various phospholipids differ only in the identity of their respective alcohol groups, it
is the alcohol group that determines the overall physicochemical uniqueness of each phos-
pholipid, including its size and electric charge (Table 7.1). Cardiolipin differs substantially
from other phospholipids in its shape. Its alcohol group is an entire phosphatidylglycerol
group, which means it contains two phosphate groups, two glycerol groups, and four acyl
chains*1 [28]. The acyl chain in the first glycerol position (sn-1) tends to be either satu-
rated*2 or monounsaturated*3, whereas that in the second position (sn-2) tends to be poly-
unsaturated*4 [29]. Most acyl chains in biological membranes contain 18 carbons [30], which
creates an average hydrophobic width of ~30Å [31].

TABLE 7.1 Glycerophospholipids composing biological membranes.

Acyl Alcoholic Net
Full Name Abbreviation Chains Head Group Charge

Phosphatidylcholine PC 2 trimethylammonium 0
Phosphatidylethanolamine PE 2 amino 0
Phosphatidylserine PS 2 amino/carboxyl −1
Phosphatidylinositol bisphosphate PIP2 2 hydroxyl/phosphate −5
Phosphatidylglycerol PG 2 hydroxyl −1
Diphosphatidylglycerol (cardiolipin) CL 4 hydroxyl/diacyl −2

7.2.2.2 Sphingolipids
Sphingolipids have similar properties to glycerophospholipids, except for the following:

1. The backbone of the molecule contains dihydrosphingosine instead of glycerol (Fig-
ure 7.3a).

*1When attached to another molecule or group, the fatty acids are called ‘acyl chains’.
*2That is, devoid of any double bonds.
*3That is, containing one double bond.
*4That is, containing several double bonds.



Membrane-Bound Proteins ■ 509

(a)

Polar head group Nonpolar ‘tails’

1
2

3

Alcohol group
Ester bond

(b)

Ethanolamine Choline Serine

Inositol 4,5-bisposphate Glycerol Phosphatidylglycerol

FIGURE 7.2 Glycerophospholipids. (a) General structure. Top: Chemical structure. The glycerol
backbone is colored in red and numbered; the acyl chains are colored in blue; and the alcohol group
(R−OH) is surrounded by a green box. The nonpolar and polar parts of the phospholipid define the
corresponding regions of the lipid bilayer (see Figure 7.1).Bottom:Three-dimensional structure.The
atoms are colored by atom type, with the R moiety colored in grey. (b) Common types of alcohol
groups that appear in phospholipids.
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(a)

Sphingosine

Alcohol group
Acyl chain

(b)

Phosphocholine Sphingosine

Acyl chain

FIGURE 7.3 Sphingolipids. (a) General structure, demonstrated on a ceramide molecule. The
sphingosine backbone of themolecule is colored in red, the acyl chain in blue, and the alcoholmoiety
in green. (b) Top: The chemical structure of sphingomyelin, colored as in (a). Bottom: The three-
dimensional structure of sphingomyelin.

2. Only one acyl chain is present, attached to the sphingosine backbone (this conju-
gate is called ‘ceramide’). However, since the structure of sphingosine itself includes
a long hydrocarbon chain that resembles an acyl chain, the general shape of the lipid
molecule is still similar to that of glycerol phospholipids.

3. Although in many cases the carbon at the third position of sphingosine is attached
to a phosphocholine group (this molecule is called sphingomyelin [32]; Figure 7.3b), in
other cases the phosphate group may be replaced by a large carbohydrate group. Such
complex molecules are referred to as ‘glycosphingolipids’ (GSLs). Some GSLs contain
a sialic acid group (N-acetylneuraminic acid) covalently attached to the sugar moiety.
These GSLs are called ‘gangliosides’, and are particularly prevalent in neuronal mem-
branes, where they constitute 2% to 10% of the total lipid component [33].

GSLs are ubiquitous components of animal cell membranes [33] and constitute a particularly
interesting category of sphingolipids. The complex carbohydrate patterns in GSLs, and the
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fact that most GSLs reside on the outer leaflet of the lipid bilayer, make these molecules
highly suitable for molecular recognition processes. Indeed, GSLs are known to interact
with an extensive set of extracellular ligands, such as lectins, toxins, hormones, and viruses.
The membrane composition of GSLs is carefully regulated, and is known to depend on the
developmental condition of the cell. In addition, this composition has been found to change
dramatically in some abnormal events, such as neurological diseases and cancerous trans-
formation of cells.

7.2.2.3 Sterols
In eukaryotes, a third type of lipid, the sterol, can be found. Sterols have a characteristic
structure of four fused ringswith a hydroxyl group at one end of themolecule and a lipid ‘tail’
at the other end (Figure 7.4a). The specific type of sterol in the membrane depends on the
type of organism: Plants, fungi and animals contain stigmasterol, ergosterol, and cholesterol,
respectively [34] (Figure 7.4b–d). Compared to the slender-flexible phospholipids, sterols are
bulky and rigid. These two properties of sterols have an important effect on the properties
of the entire membrane, as explained below. The general importance of cholesterol in the
mammalianmembrane is reflected in its narrow concentration range in themembrane [34,35].
This range is actively monitored by the cell.

7.2.2.4 Ethers
Archaeans are among the most ancient organisms on Earth. Not surprisingly, they tend to
live in niches such as the hydrothermal vents at the bottomof the ocean, which have extreme
conditions resembling those that dominated our planet ~3.5 billion years ago. Though they
are considered prokaryotes, Archaeans have several characteristics that distinguish them
from eubacteria (‘modern’ bacteria), as well as from eukaryotes. One of these differences
lies in the chemistry of their membrane lipids. While in eukaryotes and eubacteria most
membrane lipids include fatty acids esterified to glycerol backbones, in Archaeans the lipid
chain in the first position is attached to the glycerol via an ether bond (e.g., in plasmalogen)
(Figure 7.5). It is possible that the ether bond, which is more stable than an ester, confers an
important advantage at the extreme conditions these organisms live in.

7.2.2.5 Variability
Cells possess differentmechanisms that enable them to control the lipid composition in their
membranes [36–38]. Although the compositions of most membranes share several general
characteristics (e.g., the dominance of phospholipids), substantial variability is observed
across membranes from different origins, as follows:

1. Different groups of organisms. In eukaryotes the major phospholipid is phos-
phatidylcholine (PC; ~20% of the lipids in the rat liver plasma membrane [39]),
whereas inmost bacteria it is phosphatidylethanolamine (PE) or phosphatidylglycerol
(PG) [40]. Conversely, in the mycobacteria M. tuberculosis the dominant phospholipid
is cardiolipin (CL) [41].

2. Different tissues within the same organism. For example, the intestinal brush bor-
der membrane has no CL, whereas membranes in the nervous system that are rich in
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(a) (b)

Polar Nonpolar Stigmasterol
(plants)

(c) (d)

Ergosterol Cholesterol
(fungi) (animals)

FIGURE 7.4 Sterols. (a) The general sterol structure, containing four fused rings, a hydrophobic
tail, and a hydroxyl group on the other side. (b) Stigmasterol. (c) Ergosterol. (d) Cholesterol.Top:The
chemical structures of the lipids. Bottom: The three-dimensional structures of the lipids.
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FIGURE 7.5 Ether-linked lipids.Top:The chemical structure of these lipids is exemplified by plas-
malogen. The glycerol and acyl chains are shown as in Figure 7.2. Bottom: The three-dimensional
structure of plasmalogen.

cholinergic receptors have very little sphingomyelin (SM) and no phosphatidylinosi-
tol (PI) [42].

3. Plasma versus inner membranes in eukaryotes. For example, CL constitutes ~20%
of lipids in the mitochondrial inner membrane, whereas it is virtually absent in the
ER and plasma membranes [43]. In addition, animal cholesterol resides mainly in
the plasma membrane, and is present only in negligible amounts in the ER mem-
brane [44–46]. Finally, most of the SM in the cell is concentrated in the plasma mem-
brane and the lysosomal membrane [42].

4. Cytoplasmic versus exoplasmic leaflets of the plasma membrane. In eukaryotic
membranes, the exoplasmic leaflet contains mainly choline phospholipids (PC and
SM), whereas the cytoplasmic leaflet contains mainly amino phospholipids (PS and
PE), as well as PI, in much smaller quantities [47–50]. Since both PC and SM are elec-
trically neutral, whereas phosphatidylserine (PS) and PI are negatively charged, the
lipid asymmetry leads to a charge difference between the two leaflets. That is, the cy-
toplasmic leaflet is negative compared to the exoplasmic leaflet. In the bacterial
inner membrane the exoplasmic leaflet is enriched with PG, whereas the cytoplasmic
leaflet is enriched with PE and PI [50].

5. Different regions of the samemembrane. Certain lipid molecules of similar charac-
teristics tend to gather at defined regions of the membrane, called microdomains, or
rafts [51,52]. The formation of microdomains is one of the results of lipid-protein in-
teractions, and usually has functional implications. For example, PIP2 microdomains
are important for certain signal transduction processes (see Subsection 7.4.1.2.2 be-
low for details).
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7.2.3 Lipid property effects on membranes
7.2.3.1 Amphipathicity
Despite their marked differences, lipid molecules in biological membranes share one com-
mon characteristic, namely, amphipathicity. That is, each membrane lipid includes a polar
region and a nonpolar region. For example, in glycerophospholipids the polar region in-
cludes the ester-glycerol-phosphate-alcohol (or carbohydrate) groups, whereas the nonpo-
lar region includes the acyl chains. These two regions are often referred to as the ‘polar head’
and ‘nonpolar tails’, respectively. In cholesterol, the fused ring structure and attached hy-
drophobic tail constitute the nonpolar region, and the hydroxyl group constitutes the polar
region. In the aqueous environment typical to biological systems, the hydrophobic effect
and amphipathic nature of these lipids drive them to form larger structures, in which the
polar regions face the aqueous medium and the nonpolar regions face each other. One such
stable structure is the lipid bilayer. As described earlier, this structure is organized so the
nonpolar tails of all lipids create a ~30-Å hydrophobic core*1, and their head groups form
two~10 to 15-Åpolar layers facing the external aqueous environment [53] (Figure 7.1b).This
structural organization is fundamental to the lipid bilayer’s most important trait, i.e., imper-
meability to most polar solutes. Again, because of the membrane’s impermeability, the cell
can tightly regulate the concentration of its metabolites by using specific transport proteins
as the sole means of entry into and exit from the cytoplasm.

7.2.3.2 Asymmetry
As explained in Subsection 7.2.2.5 above, the membrane is asymmetric in terms of its lipid
distribution. For example, in eukaryotic membranes the exoplasmic leaflet contains mainly
the choline-containing lipids PC and SM, as well as glycolipids, whereas the cytoplasmic
leaflet contains mainly the amino lipids PS and PE [33,47–50,54]. Since phospholipids can
change sides in a matter of hours, the asymmetry must be maintained by an active mecha-
nism: namely, membrane-bound enzymes that transfer lipids from one side of the bilayer to
the other, using ATP as an energy source [54,55]. In particular, there are two enzymes working
in opposite directions:

1. Flippase (aminophospholipid translocase) transfers the amino peptides PS and PE
from the exoplasmic side of the bilayer to the cytoplasmic side.

2. Floppase transfers PC and cholesterol (in some tissues) from the cytoplasmic side to
the exoplasmic side.

Membrane lipid asymmetry is diminished by certain processes, such as programmed or
accidental cell death (apoptosis and necrosis, respectively), as well as cancerous transfor-
mation of cells [49]. This reduction of asymmetry happens as a result of either a decrease in
the activity of flippase or activation of another enzyme, scramblase, which transfers phos-
pholipids equally to both sides of the bilayer. The loss of asymmetry may in turn affect the
cell and tissue, at least in the case of PS [49]. Specifically, the presence of PS in the exoplas-
mic leaflet has been found to mediate several physiological processes that involve cellular
recognition:

*1The width of the hydrophobic core is measured between the glycerol groups of the two opposite layers.
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1. Recognition of apoptotic cells by macrophages. As explained earlier, macrophages
are phagocytes that are able to engulf and internalize a variety of entities, from single
proteins to entire cells. In doing this, they play a double role. First, they kill invading
bacteria that may harm the body. Second, they assist in disposing of dead cells from
tissues. The latter role is important not only for cleaning purposes, but also for pre-
venting the development of a harmful inflammatory response in the tissue following
the apoptosis of cells. Conversely, when cells die by necrosis, which is not ‘planned’
by the body but rather inflicted by some kind of trauma, inflammation ensues rapidly.
PS on the surface of apoptotic cells has been implicated in macrophages’ capacity to
recognize these cells, and therefore has a role in the prevention of inflammation.

2. Recognition of activated endothelial cells by T-lymphocytes.One of the roles of the
immune system is to detect tissues invaded by pathogens and to act quickly to eradi-
cate the invaders. The problem is that lymphocytes are normally on the move inside
circulating blood and lymph, and do not linger in one place. Thus, when pathogens
are detected in a certain tissue, it is necessary to prevent lymphocytes in the vicinity of
this tissue from moving elsewhere. This is done by nearby endothelial cells, i.e., cells
that line the blood vessels at the vicinity of the invaded tissue.These undergo a process
that exposes their PS to the extracellular environment, and the latter is recognized and
bound by nearby T-lymphocytes.

3. Recognition of bacteria by the complement system. The complement system in-
cludes several proteins that normally exist in an inert state. However, when activated
during pathogenic invasion, they form a complex that attacks the invading cells. The
attack involves damaging both the membrane and the cytoplasmic components of
those cells. In most cases, the complement system is activated against invading bacte-
ria, already recognized by antibodies. However, alternative activation pathways also
exist, and they seem to involve PS on the exoplasmic leaflet of the invading bacteria. If
this is indeed the case, it is likely that cancer cells are also recognized this way, as such
cells are known to have lower membrane lipid asymmetry compared with healthy
cells.

7.2.3.3 Degree of order and thickness
Though the lipid bilayer is commonly depicted as being overall fluid (in accordance with
the fluid mosaic model), its fluidity may vary within a certain range. This variation is de-
termined by the degree of order of the individual lipids, and specifically their hydrophobic
tails. Linear tails are tightly packed within the bilayer structure, making it more viscous [56].
Such a structure is referred to as ‘liquid ordered’ (lo). Conversely, bent tails form a less tightly
packed and more fluid structure, referred to as ‘liquid disordered’ (ld). Under physiological
conditions the two types (or phases) coexist within the lipid bilayer, each contributing to
its biological properties: The lo phase enhances the bilayer’s capacity to serve as a physical
barrier for polar solutes, whereas the ld phase provides it with a certain degree of dynamics.
Indeed, bilayer regions that assume the ld phase allow individual lipids not only to diffuse
along the surface of the bilayer (lateral diffusion), but also to ‘flip’ from one leaflet to another
(transverse diffusion). Moreover, the ld phase allows themembrane to undergo structural or-
ganization that is needed for certain biological processes, such as the formation, budding,
and fusion of transport vesicles.
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The packing tightness of individual lipids is determined by two main factors:

1. Degree of lipid saturation. Fully saturated lipids have linear hydrophobic tails, which
tend to form an lo-type of bilayer. Conversely, lipids containing one or more double
bonds have bent tails that pack in an ld-type of structure.

2. Presence of sterols in the bilayer. Sterols have a dual effect on the properties of the
lipid bilayer [34,57]. On the one hand, the sterol acts as a plug that prevents the free
passage of solutes through the cavities between phospholipids. On the other hand,
the rigid and bent structure of the sterol molecule creates a spatial disturbance in the
tight phospholipid packing of the lipid bilayer, which prevents the bilayer from solid-
ifying. This is important for the biological function of the membrane, which requires
the bilayer to remain dynamic.Thus, sterols allow biological membranes to remain
dynamic without losing their basic function as a physical barrier.

The cell can modulate the two factors to achieve the right balance between different prop-
erties. For example, the ER membrane contains small quantities of sterols [44–46], but retains
flexibility due to large quantities of unsaturated phospholipids. Studies evaluating lipid com-
position, sensitivity to detergents, and biophysical measurements of lipid motions suggest
that extensive regions in biological membranes exist in the lo phase [51], and that the ld
phase is usually restricted to those regions involved in dynamic activity, such as the for-
mation of transport vesicles.

An important trait of the lipid bilayer that is derived from its degree of order is its thick-
ness. Measurements in pure lipid bilayers indicate that the bilayer has an average thickness
of ~50 to 60Å, with a ~30-Å nonpolar core and two polar lipid-water interfaces measuring
~10 to 15Å each [53] (Figure 7.1b). These values vary (within a certain range) across differ-
ent organisms, and even among different compartments of the same cell. In liver cells, for
example, the apical membrane, which faces the lumen, is ~5Å thicker than the ER mem-
brane, and ~7Å thicker than the basolateral membrane, which faces other cells [57]. When
a region of the lipid bilayer changes from the lo to the ld phase, it becomes thinner due to a
decrease in the length of the acyl chains. This difference affects the interactions between the
phospholipids and the integral membrane proteins in their vicinity. Since such effects also
influence the stability of the latter, proteins tend to concentrate in regions of the membrane
in which only one of the phases exists, and, as a result, groups of membrane proteins tend
to be physically separated from one another. The concentration of proteins in certain mem-
brane regions is often used to enhance signal transduction pathways, which require prox-
imity of their components. Finally, changes in protein-lipid interactions following phase
changes may directly affect the activity of the former. These issues are further discussed in
Section 7.4 below.

7.2.3.4 Curvature
Although the lipid bilayer is traditionally depicted as planar, it may curve temporarily in
certain regions [58]. This phenomenon facilitates various processes, such as the vesicular
transport of proteins and lipids among the ER, Golgi apparatus, and plasma membrane.
Vesicular transport begins with the gradual curving of the source membrane until the vesi-
cle is formed, continues with the separation of the vesicle from the membrane (budding)
and its diffusion towards the target membrane, and finally ends with fusion of the two [19]
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FIGURE 7.6 Curvature changes in the budding of transport vesicles [58]. (a) through (d) Stages
in vesicle budding. (e) Positive and negative curvatures in the transport vesicle.

(Figure 7.6). Exocytosis, endocytosis [20], and inter-organelle exchange all involve this pro-
cess.

Membrane curvature is affected by lipid and protein composition.The effect of lipids in-
volves the ratio between the effective cross-section area of the lipids’ head groups and that of
their tails.When the ratio is ~1, the lipids arrange side-by-side in parallel, forming a roughly
planar bilayer structure. Conversely, when there is a mismatch between the area of the head
group region and that of the tail group region, the lipids form a curvedmembrane [59].There
are two such cases:

1. Positive membrane curvature forms when the head group section is wider than the
tail section, as is the case with choline-containing lipids (PC and SM), as well as with
PG. The leaflet formed by these lipids has an inherent tendency to curve convexly
(Figure 7.7a).

2. Negative membrane curvature forms when the head group section is narrower than
the tail section, as is the case with PE (Figure 7.7b). The leaflet formed by these lipids
has an inherent preference to form a concave curvature. Lipids that induce negative
curvature reduce the stability of the bilayer membrane, which might ultimately lead
to bilayer disintegration.

Biological membranes feature a mixture of lipids of different curvature preferences, as well
as proteins, and it is not always easy to predict the exact shape that will arise from a certain
lipid composition. For example, the bacterial plasma membrane remains, in essence, pla-
nar, despite the fact that PE constitutes 70% of its lipids [40]. This is because the remaining
30% are PGs, which induce a compensational positive curvature. In fact, studies show that
as long as the concentration of negative curvature-inducing lipids is less than ~20%, the
membrane will remain planar and whole even in the absence of compensatory lipids [60].
Nevertheless, the presence of a mix of lipids with different curvature-inducing properties
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does create mechanical frustration within the membrane. It has been suggested that cells
use this so-called ‘curvature frustration’ to render the membrane metastable, which is ad-
vantageous in cases where the membrane’s biological function requires frequent curvature
changes (e.g., in intracellular transport) [61]. Thus, the effect of lipid shape on bilayer cur-
vature is present, yet weak. Lipid shape makes the ER and Golgi membranes, for example,
slightly curved. Integral membrane proteins exert a much stronger effect onmembrane cur-
vature; these are responsible for dramatic changes such as formation of transport vesicles.
This issue is further discussed in Section 7.4.2 below.

(a) (b)

FIGURE 7.7 Effects of different lipids on membrane curvature. The figure shows a highly
schematic illustration of the following: (a) Formation of positive curvature and convex membrane
by lipids with large head group sections and small tails. (b) Formation of negative curvature and
concaved membrane by lipids with a small head group sections and large tail sections. In both im-
ages, only one leaflet of the lipid bilayer is shown. The shape of the other leaflet depends on its lipid
composition.

7.3 PRINCIPLES OF MEMBRANE PROTEIN STRUCTURE

7.3.1 Overview
Membrane-bound proteins can be separated into two major groups: integral proteins and
peripheral proteins. The membrane-spanning region of an integral protein may appear
in two forms. The first includes 𝛼-helical segments (Figure 7.8a), whereas the second
is structured as a 𝛽-barrel (Figure 7.8b) (see details in Subsection 7.3.2 below). Certain
antibiotic peptides such as gramicidin have alternating D and L amino acids, which allow
them to create a third type of structure, the 𝛽-helix (Figure 7.8c). The 𝛽-helix is wider than
the 𝛼-helix, and can therefore function as a channel, transferring monovalent ions through
themembrane. In this sectionwe focus primarily on helical membrane proteins, which con-
stitute the vast majority of integral membrane proteins [62]. A discussion of the properties
of 𝛽-barrel membrane proteins is provided in Section 7.3.2.2.2 below. Helical membrane
proteins may be separated into subgroups according to the number of membrane-crossing
segments they contain. Bitopic membrane proteins contain a single transmembrane seg-
ment (Figure 7.8d), whereas polytopic membrane proteins contain several such segments
(Figure 7.8e). Comparison among different organisms suggests that in unicellular organ-
isms, integral membrane proteins containing 6 or 12 transmembrane segments are more
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common than others, whereas in higher organisms (Caenorhabditis elegans and Homo sapi-
ens) there is a weak preference for membrane proteins containing seven transmembrane
segments each [10]. GPCRs are a well-known example of the latter type of protein; these
proteins play a central role in animal physiology and constitute a major target for pharma-
ceutical drugs [63,64]. GPCRs are the focus of the last section of this chapter.

Integral membrane proteins constitute most of the membrane protein population, and
have diverse roles. Monotopic*1 and bitopic proteins tend to function as recognition and/or
adhesion molecules, as well as receptors to growth-factor-like messengers. Their extracel-
lular region is responsible for binding the chemical messenger, whereas their cytoplasmic
region passes the signal into the cell by binding soluble elements or cytoskeletal proteins.
Polytopic proteins usually function as receptors or transporters. For example, GPCRs, men-
tioned above, respond to a variety of messengers, including hormones, neurotransmitters,
odorants, pheromones, and even electromagnetic radiation (i.e., light) [65,66]. Peripheral
membrane proteins are anchored to membrane lipids or integral proteins on either side
of the membrane. Lipid attachment may be direct or mediated by carbohydrate moieties.

As integral membrane proteins are surrounded by the lipid bilayer, their structure (more
specifically, the structure of their transmembrane domains) is determined by rules quite dif-
ferent from those corresponding towater-soluble proteins.Therefore, our discussionwill fo-
cus primarily on the structure of integral membrane proteins, whereas peripheral proteins,
which are mostly surrounded by a water-based environment, will be discussed mainly with
respect to their membrane anchoring.

7.3.2 Structures of integral membrane proteins
Integral membrane proteins are considered to be globular, like their cytoplasmic counter-
parts. However, their presence in an environment so different from the aqueous cytoplasm
suggests that the energy determinants of their structural stability might differ from those af-
fecting the structure of water-soluble proteins. Understanding these determinants requires
analysis of numerous structures, as has been done in the last decades for water-soluble pro-
teins. As explained in Chapter 3, determining the structure of a membrane protein is chal-
lenging, due to the difficulty to overexpress, extract and purify such proteins, as well as to
crystallize them [67]. The crystallization problem is usually addressed by replacing the sur-
rounding lipids with detergent molecules, though the new environment might change the
structure of the protein, making findings irrelevant. In the last few years, researchers have
made impressive progress in the experimental determination of membrane protein struc-
ture [67]. This progress includes the development and perfection of methods such as elec-
tron cryomicroscopy (cryo-EM), circular dichroism (CD), and small-angle X-ray scattering
(SAXS) (see Chapter 3), which have provided valuable information on hard-to-crystallize
membrane proteins, as well as on the supra-molecular assemblies they form. In addition,
X-ray crystallography has advanced substantially in various aspects, including (i) the ca-
pacity to overexpress proteins in different hosts; (ii) the development of new detergents
and lipids for more efficient solubilization and crystallization; (iii) protein stabilization via
mutations, fusion with other proteins, or binding to monoclonal antibodies; (iv) hardware-
related methods for optimizing the crystallization process; and (v) developments in beam-
line and synchrotron radiation (see recent review in [67]). And yet, despite all this progress,
the membrane proteins whose structures have been experimentally determined constitute
only ~3.5% of all known protein structures (as of Dec 2017). Fortunately, while the lipid bi-

*1Proteins that are anchored to the membrane from one side.
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(a) (b) (c)

exoplasm

cytoplasm

(d) (e)

FIGURE 7.8 General classification of integral membrane proteins. (a) 𝛼-helical (𝛽1-adrenergic
receptor; PDB entry 2vt4). (b) 𝛽-barrel (bacterial porin; PDB entry 2por). (c) 𝛽-helical (head-to-
head gramicidin dimer; PDB entry 1grm). (d) Bitopic (single-pass).The transmembrane segment of
each protein is represented by a grey cylinder, with the termini and the direction of the polypeptide
chain marked. (e) Polytopic (multi-pass). The extramembrane connections between the transmem-
brane segments are shown in red.

layer surrounding membrane proteins impedes crystallization, it makes the understanding
and even the prediction of their structure easier than in water-soluble proteins. This is be-
cause of the anisotropic and chemically complex nature of the lipid bilayer, which imposes
constraints on the structure of resident proteins [68]. As a result, the general architecture of
membrane proteins is relatively simple, and fewer structures are needed for understanding
the basic principles determining that architecture [69].

Themain determinant of integral membrane protein structure is the energetic cost
of burying the protein’s polar peptide bonds inside the hydrophobic hydrocarbon core
of the lipid bilayer [70,71]. To compensate for this cost, the sequences of the transmem-
brane segments are highly hydrophobic [72], and have a strong tendency to form or-
ganized secondary structures [9,53]. Additional determinants exist, with secondary, yet
important influence on membrane protein structure. In the following subsections we re-
view the principles determining membrane protein structure, as we understand them to-
day, according to the structural hierarchy used for water-soluble proteins. For further de-
tails, we recommend the reviews written by von Heijne [73,74], White [75], Engelman [76], and
Bowie [77,78].
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7.3.2.1 Primary structure
7.3.2.1.1 Polarity and length

Thepolypeptide chain of an integralmembrane protein crosses the lipid bilayer at least once.
The hydrocarbon core of the bilayer is highly hydrophobic, which requires the transmem-
brane domains of the proteins to be hydrophobic as well [8,53,72] (Figure 7.9a). Indeed, the
most pronounced trait of integral membrane proteins is their low polarity compared to
water-soluble proteins, particularly in their transmembrane segments.Though all types
of nonpolar residues are common in transmembrane segments, Leu, Ile, Val, and Phe are
particularly highly enriched in integral membrane proteins in comparison to water-soluble
proteins [72]. Polar residues also appear in transmembrane domains, but they are less
common, especially in single-pass proteins, where they constitute in total only ~20% of
the sequence [79]. In multi-pass membrane proteins polar residues are usually buried
in the core (especially if they are charged) rather than facing the membrane, which is
more hydrophobic.As in the cores of water-soluble proteins, here too the presence of polar
residues in a highly hydrophobic environment serves a specific function, justifying the un-
avoidable structural destabilization [80]*1. The destabilization is mitigated to some extent
by the fact that the buried polar residue is surrounded by water molecules, other polar
residues [81,82], or both (e.g., in the voltage-sensing K+ channel [83–85]). Integral membrane
proteins are inserted into the ER membrane co-translationally, via the translocon machin-
ery [75]*2. How, then, is the translocon able to scan the nested polypeptide chain and detect
transmembrane segments? Structural studies show that, in addition to the main channel
pore that accommodates the nested polypeptide chain, the translocon structure contains
a ‘side gate’, which opens to the lipid bilayer at a certain frequency, thus exposing the se-
quences inside it [86].

Another characteristic trait of transmembrane segments is their length. Statistical anal-
yses demonstrate that though helical transmembrane segments may include 15 to 39
residues, the ‘average’ transmembrane helix includes 21 to 26 residues, and there is
strong preference for helices with over 20 residues [72,87,88]. Again, this is a result of the
restrictions imposed by the membrane environment combined with the structural prop-
erties of 𝛼-helices. That is, because of the characteristic 1.5Å rise per residue along the
helix axis, a 20-residue-long 𝛼-helical transmembrane segment would correspond to a
length of ~30Å, matching the average thickness of the hydrocarbon core of the lipid bi-
layer. Obviously, to cross the membrane, the helix should be hydrophobic enough. As we
will see later, longer helices usually tilt to maximize their nonpolar interactions with the
membrane’s core (see Section 7.4 below). For comparison, in water-soluble proteins, whose
environment does not impose the restrictions observed in the bilayer, 𝛼-helices tend to be
shorter on average, with a broader length distribution (15 ± 9 residues [72]).

The significance of the low polarity and characteristic length of transmembrane seg-
ments is demonstrated by the fact that these characteristics can be successfully used to de-
tect membrane proteins automatically in whole genomes and to predict the number of their
transmembrane segments, according to sequence alone. Algorithms that are used for this
purpose are discussed in Box 7.1.

*1This also explains the evolutionary conservation of polar residues in transmembrane proteins.
*2This enables cells to prevent non-specific aggregation of the highly nonpolar membrane proteins in the

aqueous environment of the cytoplasm.
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(a) (b)

Exoplasm

Transmembrane

Cytoplasm

FIGURE 7.9 Amino acid preferences in water-soluble and transmembrane proteins. (a) Amino
acid type distributions from 792 transmembrane and 7,348 water-soluble helices from a set of non-
redundant proteins of known structure. The distribution for transmembrane helices is in blue, and
the distribution for water-soluble helices is in orange. (b) Amino acid location prevalence in amem-
brane. Letter size is proportional to the relative prevalence of a given amino acid in the correspond-
ing region in the membrane. Colors: red – charged amino acids (KRED), orange – polar-uncharged
amino acids (QHN), green – aromatic amino acids plus Pro (PYW), blue – other amino acids
(CMTSGVFAIL). The images are taken from [72].

7.3.2.1.2 Pro and Gly

Transmembrane segments arranged as 𝛼-helices often include Pro and Gly, as well as 𝛽-
branched residues (Figure 7.9b). This is highly unexpected, as such residues rarely appear
in 𝛼-helices of globular proteins (see Chapter 2, Section 2.3.6.1). Proline is particularly com-
mon in helical transmembrane segments, and is usually adjacent to Ser orThr [89]. Structural
analysis shows why these residues are so important in membrane proteins; this is discussed
in Section 7.3.2.2.1 below.

7.3.2.1.3 Aromatic residues

Transmembrane segments tend to have ‘aromatic belts’ near the boundaries of the hy-
drocarbon region of the lipid bilayer [90–92] (Figure 7.10a). Such a belt includes the aro-
matic residues Trp and Tyr, which are normally rare in proteins. This is intriguing, espe-
cially in the case of Trp, whose frequency in membrane proteins is three times higher than
in water-soluble proteins [91,93]. The location of the aromatic residues is near the termini of
transmembrane helices, placing them at the interface between the nonpolar tails and the
polar head group region of the lipid bilayer. There, they can participate in complex inter-
actions with both parts of the lipid (see Subsection 7.4 below). According to the accepted
theory, these interactions are used to anchor the transmembrane segments to the bilayer,
thus preventing them from ‘sliding’ into the cell or out of it [94,95]. The affinity of Trp and Tyr
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to the interface area may be explained by their amphipathic nature, which allows them to
interact with the amphipathic membrane interface. That is, their polar NH and OH groups
hydrogen-bond with the polar lipid head groups of the interface, whereas their large sur-
face area allows them to interact with the nonpolar lipid tails. In addition, the rigid, bulky
side chains of Trp and Tyr are expected to disfavor insertion into the highly disordered acyl
chains of the membrane core.

(a) (b)

exoplasm

cytoplasm

FIGURE 7.10 Locations of aromatic (Trp and Tyr; (a)) and basic (Arg and Lys; (b)) residues in
the 𝛽1-adrenergic receptor (PDB entry 2vt4). The residues are colored purple, and the polar head
group regions of the bilayer are in light blue. As the figure demonstrates, most aromatic residues
are concentrated near the acyl-head group interface, and some are buried in the protein. Most of
the basic residues are positioned on the cytoplasmic side of the membrane, in accordance with the
‘positive inside’ rule (see also Figure 7.9b).

7.3.2.1.4 Basic residues

Transmembrane segments tend to include the basic residues Lys and Arg in their cyto-
plasmic regions [72,96,97] (Figure 7.9b and 7.10b). This tendency was discovered by von
Heijne, who referred to it as ‘the positive inside rule’ [96]. Histidine also displays such
a preference, though the prevalence of His in these regions is half that of Lys or Arg [97].
This makes sense, considering that the His side chain has almost equal probabilities of be-
ing positively charged or electrically neutral at physiological pH. There are several possi-
ble explanations for the positive inside tendency. For example, it may have to do with the
inherent phospholipid asymmetry of lipid bilayers. We have seen earlier that eukaryotic
membranes place electrically neutral phospholipids (PC and SM) at the exoplasmic leaflet
of the bilayer, and negatively charged phospholipids (PS, and PI) at the cytoplasmic leaflet
(see Subsection 7.2.3.2 above). In inner bacterial membranes both the exoplasmic and cy-
toplasmic leaflets contain negatively charged lipids (PG and PI, respectively). Thus, in both
prokaryotic and eukaryotic membranes, transmembrane segments that have basic residues
at their cytoplasmic regions could form salt bridges with these negatively charged lipids,
and stabilize the protein-membrane system. The opposite, i.e., presence of acidic residues
on the exoplasmic side of the bilayer, does not occur, as the lipid bilayer does not include
any positively charged lipids.
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Other reasons for the positive inside rule may be the ‘membrane potential’, i.e., the elec-
tric potential across biological membranes, where the cytoplasm is more negative than the
periplasm. Alternatively, the positive inside rule could reflect bias in the translocon ma-
chinery. Finally, the compatibility of Lys and Arg with the membrane interface probably
has to do with their side chains, which each include a polar group at the end of a long non-
polar chain. Thus, the polar group can interact favorably with phospholipid head groups
even when the residue is positioned deeper inside the hydrocarbon core of the bilayer. This
phenomenon is referred to as ‘snorkeling’ [98]. Interestingly, a recent study suggests that only
Arg significantly stabilizes the cytoplasmic side of the membrane, although its preference
for this region is similar to that of Lys [97]. This may have to do with the electronic delocal-
ization on the side chain of Arg (which is not present in Lys), which spreads the stabilizing
positive charge over a larger area. Also, compared with that of Lys, the side chain of Arg can
participate in more hydrogen bonds with phospholipid head groups.

In the 𝛽-barrel proteins of the Gram-negative bacterial membrane (see below), the dis-
tribution of positive residues is the opposite of that in other membrane proteins [68]. That
is, basic residues appear mainly in the outside-facing loops of the protein (‘positive out-
side’) [99]. This distribution serves a purpose; in contrast to other cellular membranes, the
bacterial outer membrane is highly negatively charged on its exoplasmic side due to the
abundance of lipopolysaccharides (LPS). The basic residues of membrane proteins in this
region stabilize the negatively charged LPS through ionic interactions. On its opposite side,
a bacterial outer-membrane protein is enriched in negatively charged residues; these in-
teract with periplasmic cationic chaperones, such as Skp, which assist in the insertion and
folding of the 𝛽-barrel proteins into the outer membrane [100].

7.3.2.1.5 Small residues

Small residues such asGly, Ala, and Ser are common in transmembrane segments.These
residues tend to appear in 𝛼-helices, and allow adjacent helices to optimize their van der
Waals interactions, as well as their hydrogen bonds.This topic is further discussed below.

BOX 7.1 PREDICTING LOCATIONS AND MEMBRANE TOPOLOGIES OF
TRANSMEMBRANE SEGMENTS IN AMINO ACID SEQUENCES

Predicting the three-dimensional structures of membrane proteins has been an impor-
tant goal of computational-structural biologists for decades, particularly considering
the lack of experimentally determined structures. Paradoxically, because of the lack
of structures, progress towards this goal has been slow, due to the difficulty in under-
standing the basic rules governing membrane proteins at the atomic level. And yet,
different prediction methods have emerged (see Section 7.3.2.3.4 below for details).
This process happened gradually; early trials began with relatively humble goals, such
as locating transmembrane segments of membrane proteins, or trying to predict their
overall topology, i.e., the sidedness of their termini in the membrane. These tasks re-
lied on simple rules at the sequence level, and were therefore a good starting point for
the prediction process. In the following paragraphs we give a short description of these
methods.
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I. Locating transmembrane segments

I.I. Hydrophobicity scales and hydropathy plots

The transmembrane segments of an integral membrane protein contain mainly non-
polar residues, whose number in each segment tends to fit roughly the thickness of the
hydrophobic core of the membrane (see main text for details). In 𝛼-helical proteins,
which constitute the bulk of integral membrane proteins, this number is ~20 residues.
This understanding has prompted scientists to devise computer algorithms that can lo-
cate transmembrane segments within genomes, based on these tendencies [71,101]. The
first attempt was carried out by Kyte and Doolittle [102]. Their general idea was to use
a (virtual) sliding window covering ~20 amino acid positions, to locate transmem-
brane segments along the protein sequence. For each position of the window along the
sequence, either the overall or average hydrophobicity of the 20-amino acid-long se-
quence was calculated. In those places where the calculated value exceeded a certain
threshold, the segment covered by the window was considered to be a potential trans-
membrane segment. The results of this procedure were presented as a hydropathy plot
(Figure 7.1.1), which represents the probability of each consecutive 20-residue segment
in the sequence to be a transmembrane segment.

(a) (b)

FIGURE 7.1.1 Hydropathy plot. (a) A hydropathy plot calculated for the GPCR bovine
rhodopsin using TMpred [103,104]*a. The calculation was based on Kyte and Doolittle’s scale.
The red dashed line marks the threshold, above which the sequence is considered to be hy-
drophobic enough to span the membrane. The seven peaks in the figure correspond to the
seven transmembrane segments of rhodopsin. (b) The three-dimensional structure of bovine
rhodopsin with the predicted transmembrane segments colored in red. The image demon-
strates the main problem of such prediction algorithms: Although they often provide a rough
indication of the locations of the transmembrane segments, they fail in identifying their exact
boundaries.

*ahttp://www.ch.embnet.org/software/TMPRED\_form.html

http://www.ch.embnet.org/software/TMPRED\_form.html
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The critical component of this method was (and still is) the calculation of the hy-
drophobicity of each candidate sequence.Thiswas carried out by using a hydrophobicity
scale, in which each of the 20 natural amino acid types was assigned a hydrophobicity
value. The construction of this scale may seem trivial at first, but it is (still) a matter of
controversy. First, there is the matter of selecting the physical quantity that can be used
to represent hydrophobicity. The first quantity that comes to mind is the polarity of the
molecule. However, despite the fact that polarity (inversely) affects hydrophobicity, it
does not necessarily account for it fully. This is because polarity results merely from
the geometric distribution of electronegative atoms, whereas hydrophobicity reflects
all the qualities contributing to the molecule’s tendency to prefer a nonpolar medium
over a polar one.Thus, as explained in Chapter 1, a large residue such as tyrosine, which
is considered to be polar due to its side chain OH group, might still turn out to be hy-
drophobic if its large phenyl group can produce strong enough nonpolar interactions.
Accordingly, the Kyte-Doolittle (KD) scale [102] was produced empirically, based on
the partition of the amino acids between polar (water) and nonpolar (vacuum) media
(Figure 7.1.2).The result were converted into an energy-like value using Equation (4.1)
(see Chapter 4):

Δ𝐺0 = −𝑅𝑇 ln 𝐾𝑝

(where 𝐾𝑝 is the equilibrium constant of partitioning). However, the empirical values
were not used ‘as is’, but rather were normalized, in some cases using arbitrary consid-
erations.

This leads us to the second problem associated with producing a hydrophobicity
scale, namely, the types of media used in the measurement of hydrophobicity. In or-
der for such measurement to be efficient, the polar and nonpolar media chosen for
measuring the hydrophobicity values must be as close as possible to what they repre-
sent, i.e., the cytoplasm and the lipid bilayer, respectively. Whereas water has always
been accepted as representative of the cytoplasm, disagreement has arisen concerning
the medium that should be chosen to represent the lipid bilayer [96,102,105–107]. Vacuum,
which was used by Kyte and Doolittle, is indeed nonpolar (𝜀 = 1; a value even lower
than that of the hydrocarbon region of the membrane); however it is not amphipathic,
and therefore cannot faithfully represent the biological membrane. To take this impor-
tant property of the membrane into account, other scales have been produced by using
octanol (e.g., [108]), and even real lipid bilayers (e.g., the Goldman, Engelman, and Steitz
(GES) scale [106]) as the nonpolar medium. White, von Heijne and coworkers took an-
other step in making the hydrophobicity values more accurate [109–111]; instead of mea-
suring the spontaneous, yet artificial partitioning of residues between simple polar and
nonpolarmedia, they used a reconstructed system containing all the biological compo-
nents involved in the insertion of transmembrane segments into the membrane in real
cells, including the ribosome-translocon complex. The hydrophobicity scale they pro-
duced is perhaps more realistic than the scales produced by transferring amino acids
and/or peptides between simple media. However, the amino acid transfer energies ob-
tained byWhite, vonHeijne, and coworkers were significantly lower inmagnitude than
those obtained by the above studies [112], which raised doubts as to their accuracy. It
was suggested that these low energies might have resulted from several approximations
that were made in the study [113] and/or interactions of the inserted peptides with other
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membrane components [114]. Notably, a recent study of amino acids transfer energet-
ics, which, like the study of White, von Heijne and coworkers, used a real biological
membrane, yielded similar transfer energies to those obtained in the studies that used
simple media [97]. These results support the reliability of the latter studies and suggest
that simple organic solvents faithfully represent the hydrophobicity at the core of bio-
logical membranes.

FIGURE 7.1.2 Partitioning betweenpolar andnonpolarmedia.Theamino acid residue is
put in one of the compartments, and its equilibrium concentrations in each (C, representing
molar concentrations) aremeasured to produce the partitioning constant 𝐾𝑝, fromwhich the
free energy of transfer is derived.

The use of knowledge-based scales circumvents the two problems discussed above,
i.e., selecting the physical quantity that should be used to construct the hydropathy
scales and the type of media that should be used for the amino acid transfer exper-
iments [92,115,116]. These relatively new scales replace the physically meaningful hy-
drophobicity with the non-physical probability of a residue to appear inside a trans-
membrane segment. The probability is calculated on the basis of statistical data col-
lected from membrane proteins of known 3D structure. Such data were not available
until recently, due to the lack of membrane protein structures, but with the growth in
the number of such structures over the past decades it is now possible to extract this
information. It should be noted that knowledge-based scales are biased by functional
constraints.This bias is especially prominent in the case of charged residues, whose real
transfer energies into nonpolar media are highly unfavorable; yet their statistical ten-
dency to appear in transmembrane domains is higher than suggested by these energies
because they are needed for functional reasons (binding, catalysis, etc.).

The third controversial issue associatedwith producing hydrophobicity scales is de-
termining how to represent the residues in the transmembrane segment. The KD and
GES scales use individual amino acids, despite the fact that in reality the amino acids
are interconnected by peptide bonds. The bonds reduce the full electric charges on the
𝛼-amino and 𝛼-carboxyl groups of the amino acids into mere partial dipoles. Since the
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partitioning between polar and nonpolar media depends considerably on the magni-
tude of the charge on the molecule, it has been suggested that the use of individual
amino acids is methodologically flawed. To solve this problem, Wimley and White [105]

used whole peptides in producing their own hydrophobicity scale, following the ‘host-
guest’ approach. The peptides they used in the various measurements were identical
except for one position, which contained a different residue in each case. Like Gold-
man, Engelman, and Steitz, Wimley and White also used a lipid bilayer instead of a
simple nonpolar mimic. However, due to their short sequences (5 or 6 residues), the
host-guest peptides could not span the entire length of the lipid bilayer, and partitioned
only into the polar head group region. As a result, the scale produced by this procedure
could not be applied to transmembrane segments. In a computational study, Kessel and
Ben-Tal [8] used host-guest peptides of 20 residues, which were able to span the entire
length of the bilayer. Moreover, the peptides possessed an 𝛼-helical conformation, in
which the polar backbone groups were paired in hydrogen bonds, as in real transmem-
brane segments. As discussed in Chapter 2, Section 2.3.4, the formation of such bonds
is crucial for the insertion of transmembrane segments into the membrane.

(a) K+ channel (b) Cl– channel (c) Lactose permease

FIGURE 7.1.3 Examples of non-canonical transmembrane 𝛼-helices. (a) Four short he-
lices within the ‘re-entrant loops’ of the potassium ion channel (PDB entry 1bl8), which are
too short to span the entire thickness of the lipid bilayer. As a result, one polar terminus
of each of these four ‘half-helices’ resides roughly in the bilayer midplane. The termini are
shielded from the lipid tails because of their location in the protein core. The red and blue
planesmark the predicted boundaries of themembrane respectively (theOPMdatabase [117]).
The polar head group regions of the bilayer are in light green. Note that in reality, the mem-
brane probably deforms to match its thickness to the hydrophobic lengths of the transmem-
brane segments of the proteins. (b) A transmembrane 𝛼-helix in the chloride channel (PDB
entry 1otu) whose hydrophobic length far exceeds the thickness of the lipid bilayer core. Wa-
ter exposure of nonpolar groups is reduced by the tilting of the helix. (c) Core exposure of
polar groups in the middle of lactose permease (PDB entry 1pv6), due to a helix-distorting
kink (circled). The figure was prepared following [118].

I.II. Shortcomings and future leads

The first algorithms for identifying transmembrane segments were designed and used
at a time when only a few 3D structures of membrane proteins existed. As structures
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started to emerge, such as those of the K+ channel [119], it became clear that the length
and hydrophobicity values of some of the transmembrane segments deviated from the
basic tendencies assumed by the prediction algorithms [101,120]. First, certain transmem-
brane segments were buried inside the core of the membrane, despite the fact that they
were too short to span its entire thickness (Figure 7.1.3a). Nevertheless, the unpaired
polar groups in the termini of these segments were not exposed to the hydrophobic
core, as they were electrostatically masked by polar groups on adjacent segments, or
by water molecules filling the intramembrane pore. Other transmembrane segments
were found to have hydrophobic lengths that exceeded the hydrophobic thickness of
the membrane (Figure 7.1.3b). These segments usually acquired a tilted orientation
with respect to the membrane normal, in order to allow as many nonpolar residues as
possible to interact with the hydrocarbon region of the membrane. Finally, some seg-
ments appeared to be kinked in away that distorted the helical structure (Figure 7.1.3c).
These observations havemade it clear that, in order to be efficient, predictions of trans-
membrane segments must incorporate data beyond sequence tendencies.

II. Predicting topologies of transmembrane segments

The search for rules of thumb describing transmembrane segments has led scientists to
the issue of topology, i.e., predicting which regions of each segment face the cytoplas-
mic or exoplasmic sides of the membrane. This type of prediction constitutes a critical
preliminary step in the prediction of the overall structure of an integral membrane
protein, as it limits the number of ways in which the transmembrane segments can be
spatially organized with respect to each other. The first algorithm designed for this
purpose, TopPred [96], combined the general tendency of transmembrane segments
for hydrophobicity with the aforementioned ‘positive inside’ rule. Algorithms that
were designed later, such as MEMSAT [121] and TMHMM [122], mainly relied on
statistical data concerning the locations of transmembrane segments in proteins of
known structure. Today, numerous prediction methods and algorithms are fully
accessible to the general public, and anyone can use them to produce a good starting
model. For example, the current TMHMM algorithm [123], which is accessible via
server*a, has been demonstrated to achieve 80% success in predicting the topology of
transmembrane segments in bacterial membrane proteins [124].
Similarly, the MEMSAT-SVM, which integrates both signal peptide predictions and
re-entrant helix predictions, can achieve an accuracy level of 89% [125]. This method is
also freely available, via the PsiPred server*b. Again, the accuracy of these tools usu-
ally decreases considerably in the case of short-buried helices (half-helices, re-entrant
helices) and those that possess kinks.

*aURL: http://www.cbs.dtu.dk/services/TMHMM/
*bURL: http://bioinf.cs.ucl.ac.uk/psipred/

http://bioinf.cs.ucl.ac.uk/psipred/
http://www.cbs.dtu.dk/services/TMHMM/
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A recent graph-based method called ‘TopGraph’*a represents an approach that differs
from the aforementioned methods, in that it relies on extensive empirical data. Top-
Graph uses apparent insertion free energies of host peptides into membranes by the
bacterial TOXCAT-𝛽-lactamase system [126]. It is especially useful for predicting the
topologies of membrane proteins with low similarities to known structures, as it does
not rely on data that were derived for specific structures. It also allows constraints to
be added on the basis of prior knowledge regarding the query protein (e.g., an amino
acid known to be on the cytoplasmic side of the membrane). Finally, there are predic-
tion methods that focus on 𝛽-barrels, e.g., BOCTOPUS [127]*b (see additional methods
in [128]). However, most of these tools have been trained on proteins of the bacterial
outer membrane, and can therefore deal only with single-chain 𝛽-barrels [128].

7.3.2.2 Secondary structure
One of the most prominent characteristics of integral membrane proteins is the substantial
extent to which 𝛼-helical (and to a lesser extent the 𝛽-strand) conformations occupy their
transmembrane segments [70,86] (Figure 7.10a and b). In Chapter 2 we saw that one of the
main purposes of the 𝛼 and 𝛽 conformations in water-soluble proteins is to pair backbone
polar groups in hydrogen bonds, thus lowering the energetic penalty associated with their
exposure to the nonpolar protein core during folding (see Chapter 2, Section 2.3.4). The
reason for the high prevalence of these conformations in membrane proteins is essentially
the same, and even more salient; the transmembrane segments of such proteins are exposed
to the cores of both the protein and the lipid bilayer, with the latter being extremely nonpo-
lar. Electrostatic masking of backbone polar groups is therefore even more critical in mem-
brane proteins than in their water-soluble counterparts [53].The tendency of transmembrane
segments to have extensive 𝛼-helical and 𝛽-strand/sheet content has been exploited in al-
gorithms for structural prediction of membrane proteins. In particular, specific algorithms
have been developed for GPCRs (see details in [71,101]).

7.3.2.2.1 𝛼-Helical proteins

Most transmembrane segments in integral membrane proteins are organized as 𝛼-helices.
Asmentioned above, these helices have a high content of Pro residues [129], despite the ‘helix-
breaking’ properties of this residue (Figure 7.11a, Box 7.1) and its low prevalence in the
cores of helical segments of water-soluble proteins [130]. On the basis of their MD simula-
tions, Sansom and coworkers proposed that Pro residues act as hinges of motion in trans-
membrane segments, thus allowing better adjustment of helices’ orientations, as well as
mediating functionally-important conformational changes [131].Aswe will see later, con-
formational changes are highly important to the function of integral membrane proteins,
e.g., for facilitating gating in channels, and transitions between inside- and outside-open
states in transporters, or between active and inactive states in receptors and enzymes. These
changes include a range of motions in the protein, from hinge bending or displacement of

*aURL: http://topgraph.weizmann.ac.il/
*bURL: http://boctopus.cbr.su.se/

http://boctopus.cbr.su.se/
http://topgraph.weizmann.ac.il/
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individual helices in screw or pivot motions, to positional changes of whole domains and
subunits. As mentioned above, Pro is known to create kinks in helices and confer rigid-
ity to the polypeptide chain. Therefore, the importance of Pro to conformational changes
in transmembrane proteins may seem surprising at first. However, Pro residues in trans-
membrane segments tend to appear within certain sequence motifs, which also contain
Ser and Thr, such as (S/T)P, (S/T)AP, PAA(S/T) [89]. Simulations demonstrate that these
residues compensate for the structural distortion created by the Pro, and suggest that these
structural effects allow the helices to undergo the required conformational changes [89]. Ex-
periments support this proposition, showing that replacement of Ser and Thr within these
motifs changes the activity of the protein [132–134]. Still, one may wonder why these phe-
nomena are observed almost exclusively in integral membrane proteins rather than in all
proteins. This may have to do with the restrictions imposed on membrane protein motions
by the lipid bilayer structure. That is, since integral membrane proteins are more restricted
by their environment than water-soluble proteins, special characteristics such as inclusion
of Pro residues inside secondary structures may have developed as a means of providing
these proteins with the same degree of flexibility that normally exists in their water-soluble
counterparts. Thus, in the absence of the surrounding membrane, many of the advantages
conferred by Pro are likely to become liabilities. This proposition raises the interesting pos-
sibility that Pro may also be important to membrane proteins through so-called ‘negative
design’. Specifically, it prevents membrane proteins from folding outside the membrane, in
which case they would be unstable and subject to degradation. A different study has shown
that the mere presence of Pro residues in certain positions on transmembrane segments
can protect membrane proteins from misfolding, by disfavoring non-native structures that
contain an array of 𝛽-strands [135].

Transmembrane segments may contain other structural distortions as well, such as
tight turns of 310 helices and wide turns of 𝜋-helices [76].The latter two irregularities have
been studied less extensively than Pro-induced kinks, so it is still unclear whether they play
a functional role. One of the advantages conferred by such distortions is that they allow
proximity between polar groups in adjacent helices, thereby facilitating better electrostatic
masking than that achieved by intrahelical interactions alone. Indeed, nearly 40% of the
transmembrane helices in membrane proteins are distorted, compared to only 19% of the
helices in water-soluble proteins [87]. In addition, transmembrane helices may be discon-
tinuous or penetrate halfway into the membrane core, forming re-entrant loops [68] (Fig-
ure 7.11b, Box 7.1). The latter are particularly common in channels such as aquaporins and
K+-channels, where the exposed residues in the re-entrant loops usually serve as binding
sites for ions or other substrates (see Figure 7.15b below).

7.3.2.2.2 𝛽-Sheet proteins
Integral membrane proteins with extended (𝛽) conformations [136,137] are less common than
those having 𝛼-helical conformations, and are estimated to constitute only a small percent-
age of the total proteome [62]. These structures, called 𝛽-barrels, usually consist of a single
chain but can also comprise multiple chains. Most 𝛽-barrels belong to the porin superfam-
ily of small molecule channels, which reside in the membranes of Gram-negative bacte-
ria [138,139], as well as in the outer membranes of mitochondria and chloroplasts [140–143]. In
bacteria, the exposure of porins to the external environment turnsmany of them into attach-
ment sites for phages and bacterial toxins [9]. In fact, some of the toxins (e.g., 𝛼-hemolysin
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(a) (b)

FIGURE 7.11 Irregularities in transmembrane helices. (a) A kink-inducing Pro in the trans-
membrane peptide alamethicin. The peptide is represented as a ribbon, with Pro-14 shown also as
sticks (PDB entry 1amt). The polar head group regions of the bilayer are in light green. (b) Distorted
helices, half-helices and membrane-exposed loops in one of the subunits of the membrane domain
of respiratory complex I from E. coli (PDB entry 3rko). For clarity, the helices are presented as cylin-
ders. The protein is colored in grey with irregular helices colored in yellow. The red and blue planes
mark the predicted boundaries of the membrane, respectively (the OPM database [117]).

from Staphylococcus aureus [144]) create a 𝛽-barrel structure in the host membrane. In the
barrel structure, the strands are anti-parallel, connected by short loops at the periplasmic
side, and long loops at the external side of the cell or organelle [145] (Figure 7.8b). Based on
this structure, it has been suggested that the 𝛽-hairpin motif is the principal evolutionary
unit of all 𝛽-barrel proteins [146]. In accordance with the role of porins, the barrel structure is
amphipathic*1, with a water-filled center and nonpolar exterior. Moreover, the large width
of the barrel is associated with low selectivity. As a result, porins are able to transport a larger
variety of polar molecules, compared with the channels that reside in the plasmamembrane
or inner mitochondrial membrane, all of which are made up of 𝛼-helical bundles. Finally,
porins tend to oligomerize within the membrane [147]. Porins should not be confused with
aquaporins, which are 𝛼-helical channels that belong to the major intrinsic protein (MIP)
superfamily (see Subsection 7.3.2.3.3 below).

7.3.2.3 Tertiary structure
7.3.2.3.1 Key characteristics

Integral membrane proteins exist within a lipid environment, which explains why they have
nonpolar exteriors, as well as the fact that many of their polar residues tend to face the pro-
tein interior. On the basis of these observations, it was initially proposed that these proteins
are ‘inside-out’ versions of water-soluble proteins. However, with the structural character-
ization of different membrane-bound proteins, this assumption has turned out to be an
oversimplification [75,148]. Rather, the structure of integral membrane proteins is similar in

*1Contains polar residues on one face and nonpolar residues on the opposite face.
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certain aspects to structures of water-soluble proteins [86,149]. First, in both protein types, the
core is tightly packed, contains mainly nonpolar residues with few functionally important
polar residues, and is evolutionarily more conserved than the surface of the protein [150].
The high conservation of the core probably results from the fact that inter-residue packing
is tighter than residue-lipid packing, such that the residues in the core are more structurally
constrained [71]. Second, the loops in the structures of both protein types serve similar roles
in ligand binding and signal transduction.

As mentioned above, the transmembrane segments of integral membrane proteins tend
to include small residues such as Ala, Ser, and Gly, which facilitate tight packing of helices.
The packing is important not only for helices within polytopic proteins, but also for bitopic
proteins, which tend to dimerize or oligomerize within the membrane [151]. Moreover, the
distribution of the small residues among larger residues produces grooves and ridges (re-
spectively) along the helix, which creates geometric complementarity between adjacent he-
lices (‘knobs-into-holes’ packing) (Figure 7.12a,b). Since these ridges and grooves are not
geometrically parallel, but rather curl around each helix, the best fit between adjacent he-
lices requires them to tilt across the membrane. Indeed, though transmembrane helices in
membrane proteins may have a 5° to 35° tilt [77], their average tilt is ~20°, which seems
to be optimal for interhelical packing [88,152].

One of the most common models used for studying helix-helix interactions in mem-
brane proteins is glycophorin A, which forms an 𝛼-helical dimer when solubilized in deter-
gent or lipid bilayers. The protein contains the sequence motif LIxxGVxxGVxxT (x is any
residue), locatedwithin the helix-helix interface.When these residues are replacedwithmu-
tations, the protein dimer separates into twomonomers.Themotif includes a smaller motif,
GxxxG, which is over-represented in transmembrane segments [129,153], and also appears in
many interacting helices of water-soluble proteins. As explained in Chapter 2, the two Gly
residues are located on the same face of the helix, a turn away from each other, and allow
the two interacting helices to become separated by only 6Å. This short distance optimizes
van der Waals interactions and allows the Cα−H group of one helix to hydrogen-bond to a
backbone carbonyl group (C−−O) in the other [154].Many cases have been observed, however,
in which the small residues Ser and Ala appear instead of Gly residues, thus extending the
GxxxG motif into a ‘GxxxG-like (or GAS) motif ’ [129,155,156]. Other motifs suggested to me-
diate tertiary interactions in membrane proteins include the leucine-isoleucine zipper [157]*1

(Figure 7.12c), the heptad serine zipper (e.g., SxxLxxx) [158], and the GxxxGxxxG glycine zip-
per [159] motifs. These and other linear motifs that mediate helix-helix and protein-protein
interactions can be found in the MeMotif database [160], which can also identify such motifs
in specific sequences*2.

Finally, the charged residues Glu, Asp, Lys, and Arg within transmembrane helices have
been implicated as mediators of helix-helix interactions [82,151] (Figure 7.12d). The energetic
implications of such interactions are discussed in the following subsection. As in water-
soluble proteins (see Chapter 4), polar interactions inside the protein have an added benefit;
they are more specific than nonpolar interactions that rely on steric complementarity alone.

Certain structural arrangements found in integral membrane proteins tend to re-
cur [161]. The most common is by far the 𝛼-helical bundle, which reappears in different

*1As we saw in Chapter 2, the leucine zipper motif mediates interhelical interactions in coiled coil-forming
water-soluble and fibrous proteins as well. In membrane proteins, however, this motif often appears coinci-
dental due to the high prevalence of Leu, Ile, and Val in transmembrane segments.

*2URL: http://projects.biotec.tu-dresden.de/memotif/en/Special:Search

http://projects.biotec.tu-dresden.de/memotif/en/Special:Search
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(a) (b) (c) (d)

FIGURE 7.12 Packing motifs and interhelical interactions in transmembrane segments.
(a) and (b) Ridges and grooves. (a) The dimeric structure of glycophorin A in detergent micelles
(PDB entry 1afo), prepared after Figure 12 in [53]. The backbone is shown as a ribbon, and the side
chains of the helix-helix interface are shown as spheres. Valine and isoleucine residues, forming the
ridges, are colored in blue. Glycine and threonine residues, forming the grooves, are colored in red.
(b) The ridges and grooves in the interface of one of the chains. (c) Leucine and isoleucine zipper in
the pentameric structure of phospholamban (PDB entry 1zll). The backbone is shown as a ribbon,
and the side chains of the helix-helix interface are shown as sticks. Leucine and isoleucine residues
are colored in yellow and orange, respectively. The red and blue dashed lines mark the predicted
boundaries of the membrane, respectively (the OPM database [117]). (d) Polar interactions. The im-
age shows hydrogen bonds involving two Asp residues and two Tyr-Thr pairs in the TCR-𝜁 chain
dimer (PDB entry 2hac). The close proximity of the two Asp residues suggests that one of them is
protonated. Furthermore, NMR studies indicate that these residues are stabilized by an extensive
hydrogen bond network with a buried water molecule (absent in the presented structure) and other
residues. The two chains are also connected by a disulfide bond.

forms. For example, GPCRs include a characteristic seven-helical bundle, some transporter
groups include 12 or 14 helical bundles, and so on. A less common structural motif is the 𝛽-
barrel, which characterizes channels with low selectivity in the outer membranes of bacteria
and eukaryotic organelles of bacterial origin [136,137] (see Subsection 7.3.2.2.2 above).

7.3.2.3.2 Energetics

Integral membrane proteins reach their final active state in the membrane through a com-
plex process, during which each transmembrane segment undergoes the following major
steps [74–76,162,163]:

1. Translation by the ribosome

2. Insertion by the translocon complex into the membrane

3. Acquiring secondary structure

4. Assembly with the other transmembrane segments into the mature protein, usually
in the form of an 𝛼-helical bundle

Since membrane insertion often depends on secondary structure formation in transmem-
brane segments [105,164–166] steps 2 and 3 are usually referred to as a single coupled step. In
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any case, the entire four-step process is complex, and although recent structural studies have
clarified some of the complexities [75], it is still not entirely understood. One alternative for
studying this process, with all the biological components included therein, is to use model
systems that are based either on whole proteins [167] or on isolated peptides, and to focus
on the energetics of the four key steps instead of getting into the numerous kinetic barriers
andminima that the complex translocon system involves. Studies with such systems, as well
as with more realistic setups [109], have produced estimates of the energies associated with
the key steps, especially the first three (see [8,53] and references therein). Generally speak-
ing, the energetics of transfer of transmembrane segments from the aqueous phase into the
membrane is dominated by the following [75]:

1. The free energy penalty associated with partitioning of the (polar) peptide back-
bone into the lipid environment. This penalty has been calculated as +2.1 kcal/mol
for C−−O and N−H backbone groups that are hydrogen-bonded to each other, and
+6.4 kcal/mol when the hydrogen bond is not satisfied [168,169].

2. The favorable free energy contribution due to the hydrophobic effect. On the basis of
simple partition experiments, this free energy value has been estimated at ~ − 25 ±
30% cal/mol per Å2 of the protein involved in nonpolar interactions [108,170–173]. Ex-
periments using a more realistic system, in which peptides were inserted into the
ER membrane by the Sec61 translocon [174], produced a smaller value of −10 cal/mol
per Å2.

The favorable free energy must therefore compensate for the free energy penalty, as well as
for the cost of inserting polar side chains, in order for the net membrane-partitioning free
energy to be favorable (i.e., negative).

Inside the membrane, the nonpolar environment induces secondary structure forma-
tion in the inserted segments [105,164–166]. The energetics of this step is essentially the same
as the energetics of the induction of secondary structure in water-soluble proteins upon
folding (see Chapter 2). Atomic force microscopy measurements carried out on bacte-
riorhodopsin indicate that the free energy of the coupled insertion-folding process of
a single 𝛼-helical transmembrane segment is −1.3 kcal/mol per residue [175]. Estimates
concerning the insertion of each of the transmembrane segments into the membrane can
be presented in the form of a scale. In the scale, each of the naturally occurring amino acids
is assigned a value describing the free energy of its insertion into the polar head group re-
gion [105,108] or the hydrocarbon core [8] (see also Box 7.1).

In the final step of membrane protein formation, each of the folded transmembrane
segments interacts inside the membrane with its neighbors to form the fully folded pro-
tein [75]*1. The net energy of this process has recently been measured for bacteriorhodopsin
as ~ − 11 kcal/mol [178], which is on the scale of the energy of water-soluble protein folding.
However, compared with the earlier stages of membrane insertion and acquisition of sec-
ondary structure of each transmembrane segments, this stage is associated with much more
controversy with regard to its energy components and their magnitude [86]. We have seen

*1Note that this also pertains to dimerization and oligomerization of (helical) membrane proteins; here,
too, the process involves interhelical packing, with the only exception being that the interacting transmem-
brane segments are not connected by loops. Dimerization and oligomerization are common in membrane
proteins [176], with 50% to 70% of the complexes containing the same chains (homodimers and oligomers) [177].
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that in water-soluble proteins the driving force for folding is the hydrophobic effect (non-
polar interactions). Integral membrane proteins are surrounded by a lipid medium, which
means the driving force for their folding must be different. Studies show that the stability
of membrane-bound proteins correlates with the amount of surface area of the protein that
becomes buried during folding [179]. In the absence of the hydrophobic effect, this correla-
tion should reflect mainly van der Waals interactions. Indeed, van der Waals interactions
are expected to play a more significant role in driving the folding of membrane pro-
teins compared to their water-soluble counterparts. This expectation stems mainly from
the fact that water molecules, being smaller than lipid molecules, are better at rearrang-
ing around the unfolded protein and forming a tight interaction shell. As a result, the van
der Waals interactions between the unfolded protein and the molecules of its environment
should be stronger in the case of water-soluble proteins than in the case of membrane pro-
teins. This means that the increase in strength of these interactions during folding is more
pronounced in membrane proteins. In addition, the aforementioned motifs in membrane
proteins facilitate especially tight packing of transmembrane segments, which, in turn, op-
timizes the van der Waals interactions between them.

Aside from van der Waals interactions, the stability-surface area correlation may also
reflect another effect, which is entropic in nature, and is reminiscent of the hydrophobic
effect in water-soluble proteins [180]. The lipids that make up the membrane have a certain
freedom of movement, which decreases when a protein is inserted into the membrane. This
restriction of movement pertains mostly to lipids that are in direct physical contact with
protein residues. During protein folding, some of those lipids are released into the bulk,
and as a result their freedom of movement increases. In other words, folding decreases the
entropy of the polypeptide chain but increases the entropy of the lipid bilayer. Since this
process is favorable, it can be considered as a driving force of folding. This process is
analogous to the hydrophobic effect in water-soluble proteins, because in both cases folding
of the protein releases ‘solvent’ molecules (lipids or water), thereby increasing the overall
entropy. Quantitatively speaking, this effect is probably weaker than the hydrophobic effect,
as the change in the freedom of movement of lipids is expected to be smaller than in the
case of the much smaller water molecules.

As in the case of water-soluble proteins, the exact effect of electrostatic interactions on
membrane protein folding is also not entirely clear [86]. We saw earlier that various motifs
known to promote helix-helix packing in membrane proteins include polar residues, sug-
gesting that polar interactions are overall favorable in this setting. Indeed, studies that fo-
cused on hydrogen bonds between transmembrane segments suggested that these bonds are
favorable and drive the assembly of the protein [181–183]. For example, DeGrado and cowork-
ers studied this issue using helical model peptides that dimerize [183].When hydrogen bonds
involving the amino acid residues Asn, Gln, Asp and Glu were disrupted by mutagenesis,
dimerization did not occur. Thermodynamically, it makes sense that hydrogen bonds con-
tribute favorably to the assembly of the helices into a folded protein, since in their isolated
state (inside the lipid bilayer) the potential hydrogen bond donors and acceptors are sur-
rounded by a less polar environment than in the folded state (Figure 7.13). Again, the fact
that polar residues such as Ser andThr aremore prevalent insidemembrane-bound proteins
than inside water-soluble proteins supports this suggestion [152].

Assuming that transmembrane hydrogen bonds do stabilize the folded state of mem-
brane proteins, how significant is the stabilization? A study by Bowie and coworkers [184]

investigated this issue using bacteriorhodopsin, a bacterial light-activated proton pump of
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known structure, which is often used as a model for membrane proteins. They mutated
hydrogen-bonding pairs to non-hydrogen-bonding residues that were highly similar to the
original residues (in this case, alanine) in all other aspects, and measured the resulting
change in protein stability.Their results suggested that the average contribution of hydrogen
bonds to stability is quite modest, on the scale of 1𝑘𝐵𝑇 (i.e., 0.6 kcal/mol). What could be
the evolutionary reason for maintaining such marginally stabilizing forces? First, the addi-
tive stabilization achievedwithmultiple hydrogen bonds between transmembrane segments
that contain several polar residues can be substantial. Second, Bowie and coworkers spec-
ulated that, as in the case of Pro-related hinges, these weak interactions might just be what
membrane proteins need to remain highly flexible and form the helical distortions charac-
terizing their structure. Finally (as controversies go), some studies suggest that hydrogen
bonds destabilize membrane proteins [185,186].

The effects of ionic interactions like salt bridges on membrane protein stability are more
complicated, as the exposure of charged residues to the core of the protein involves a large
desolvation penalty. As discussed at length in Chapter 4, studies carried out on salt bridges
in the cores of water-soluble proteins indicate that such interactions may be overall stabiliz-
ing if they are optimized spatially and constitute part of a larger network of electrostatic in-
teractions that include also hydrogen bonds [187–189]. In membrane proteins the salt bridges
may also be partially exposed to the lipid environment, which should make the desolva-
tion penalty even larger than in water-soluble proteins. However, the fact that salt bridges
are found in transmembrane segments, where they are organized as motifs that promote
helix-helix interactions, suggests that these interactions are overall stabilizing in membrane
proteins.

(a) (b)

FIGURE 7.13 Polar interactions in integral membrane proteins. (a) Polar groups in unfolded
membrane proteins are exposed to the hydrophobic region of the membrane, which is energetically
unfavorable. (b) Assembly of transmembrane segments allows these polar groups to hydrogen-bond
and mask each other in the slightly less hydrophobic environment of the protein core.

7.3.2.3.3 Architecture

As mentioned above, the constraints imposed on membrane proteins by the chemically
complex and highly anisotropic lipid bilayer have led to a collection of structures that share
similar characteristics. For example, transmembrane segments are almost always arranged
as 𝛼-helical bundles, and to a lesser extent as 𝛽-barrels. Nevertheless, the shared general
architecture of membrane proteins may manifest in different forms, which are suited to
the proteins’ specific biological functions. Several important examples of such architec-
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tural themes and their functional significance are reviewed by vonHeijne [9] and by Gouaux
and McKinnon [190]. Here we focus on proteins that are involved in the transport of polar
molecules across biologicalmembranes, i.e., channels and transporters. In Section 7.5 below
we describe the structure-function relationship in the other major category of membrane
proteins, ligand-activated receptors.

1. Aquaporins
Aquaporins are ancient channels that can be found in a wide range of organisms,
where they facilitate the passive movement of water in cells and tissues [191]. In an-
imals, for example, they participate in the re-absorption of water from urine in the
kidneys. Certain aquaporins, termed ‘aqua-glyceroporins’, can also transport small so-
lutes like glycerol, ammonia, CO2, and O2. Aquaporins are part of the major intrinsic
protein superfamily and exist as tetramers in which each monomer is an indepen-
dent pore. The pores created by aquaporins have an hourglass-shaped structure that
includes six transmembrane segments and two half-helices (Figure 7.14a). The se-
lectivity of the channel against molecules larger than water results from the narrow
region at the center of the channel (2.8 Å). In fact, even the water molecules them-
selves can pass through the narrow channel only in single file, though the transport
rate is extremely high (~109 molecules/sec). The narrow part of this region is formed
from side chains that face the inner side of the pore, and which belong to two types
of motifs:

• Two conserved Asn-Pro-Ala motifs (NPA, yellow region in Figure 7.14a), which
reside in the two half-helices (see more below).

• An ar/R motif (‘ar’ for aromatic and ‘R’ for arginine), which resides ~8Å away
from the NPA motif, towards the extracellular side. This motif is considered to
be the major barrier for large uncharged solutes. Indeed, in aqua-glyceroporins
the ar/R residues create a wider opening, allowing larger solutes to be trans-
ported [192] (Figure 7.14b).

As mentioned above, the NPA motif plays a secondary role in the selectivity of the
channel against uncharged solutes. On the other hand, it is crucial for the selectivity
of aquaporins against protons, which are smaller than water molecules. Protons are
positively charged, and the selectivity mechanism is, predictably, electrostatic. Each
water molecule that passes through the center of the channel reorients such that its
partially negative oxygen atom can hydrogen-bond with the NPA asparagine residues
surrounding it (Figure 7.14c). Protons are positively charged and therefore cannot
form these interactions. The exclusion of protons is further assisted by the dipoles
of the half-helices flanking the NPA motif. Thus, protons cannot pass through the
channel, nor can they ‘hop’ between the single-file water molecules that reside in the
pore [193]. Finally, the partial charges of the NPA asparagine have also been suggested
to contribute to the fast passage of the water through the channel [194].

2. Ion channels
Ion channels are involved in numerous physiological functions, such as neural trans-
mission, molecular transport, muscle contraction, energy production, and more.
Accordingly, malfunction of these proteins leads to various pathologies (chan-
nelopathies), which include cystic fibrosis, Bartter syndrome, and paralysis [195]. The
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(a) (b) (c)

FIGURE 7.14 Structural characteristics of aquaporins. (a) A general view of the channel (PDB
entry 1rc2). The image shows the single-file distribution of water molecules along the channel (oxy-
gen atoms as red spheres), and the location of the two motifs that create the central constriction:
the NPA (yellow), and the ar/R (green) motifs. (b) Superimposition of aquaporin (blue) and aqua-
glyceroporin (orange, PDB entry 1fx8). The residues forming the motif in aquaporin are noted.
A glycerol molecule in the aqua-glyceroporin is shown as sticks. (c) Hydrogen bonds between as-
paragine residues of the NPA motif and a water molecule (as sticks) inside the channel.

structure of an ion channel is arranged around a central water-filled pore that tra-
verses the lipid bilayer, and in which ions can dissolve without having to pay the
energy cost of exposure to the hydrophobic environment of the bilayer core. One
of the popular models for such channels is the pH-dependent bacterial K+ channel
(KcsA)*1. K+ channels have a characteristic structure that includes a transmembrane
domain and a long (35-residue) cytoplasmic domain, both of which are 𝛼-helical (Fig-
ure 7.15a). The channel is a tetramer, where each monomer contributes two trans-
membrane helices (TM1 and TM2) and one cytoplasmic helix at the C-terminus. The
transmembrane domain has an inverted teepee structure, and includes a wide, water-
filled pore that extends over 2/3 of the lipid bilayer. Thus, the potassium ion can dif-
fuse freely most of its way across the membrane (Figure 7.15b). This property, as well
as the electric repulsion between adjacent K+ ions, leads to a very high K+ passage
rate (~108 ions per second). The cytoplasmic domain is an extension of the four TM2
helices that form the inner part of the channel.This domain influences different func-
tional aspects of the transport (permeation, gating), stabilizes the channel, and allows
it to interact with regulatory elements.
Despite the high variability of channels, in terms of shape, size, and diameter, virtually
all possess some degree of specificity towards the ions they transport. The specificity
can be broad, e.g., allowing all elemental ions of a certain charge to pass, or narrow,
e.g., enabling only Ca2+ ions to pass. In most cases, the selection seems to require the
‘candidate’ ion to lose its solvation shell and to bind directly to channel residues. This
mechanism enables the channel to assess the suitability of the ion. In the KcsA chan-

*1For solving the structure of the KcsA channel’s transmembrane domain and elucidating the selectivity
mechanism [119], Roderick MacKinnon received the 2003 Nobel Prize in Chemistry.
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nel the selectivity-related residues appear at the end of the ion’s path, in a loop-based
substructure called the ‘selectivity filter’ (Figure 7.15bI). The loop composing the se-
lectivity filter in each chain includes four residues (the TVGYG signature sequence),
forming four evenly-spaced K+ binding sites termed S1 through S4 (Figure 7.15bII).
The sites coordinate the four K+ atoms via four backbone carbonyl groups and one
side chain hydroxyl group. The filter determines whether or not the desolvated ion
can keep moving all the way to the other side. The biological importance of the fil-
ter structure is reflected, for example, in the fact that it is targeted by toxins, such as
kaliotoxin, produced by scorpions [196]. Whereas some ion channels use a simple size
cutoff for selecting the right ion(s), others may be more sophisticated. This seems to
be the case with the KcsA channel, which selects K+ over Na+, despite the smaller
size of the latter. The selection mechanism can be referred to as ‘molecular mimicry’.
That is, the polar uncharged oxygen atoms that coordinate each K+ ion in the se-
lectivity filter are positioned in a way that precisely mimics the arrangement of
water-derived oxygen atoms around the K+ ion in bulk solution (Figure 7.15c).
Thus, the K+ ion encounters virtually no energy barriers during its transfer from so-
lution to the selectivity filter (i.e., desolvation). Being smaller, Na+ ions can enter the
selectivity filter, but they are too far from the filter’s oxygen atoms to achieve efficient
electrostatic masking by the latter. Therefore, they tend to remain in bulk solution,
i.e., outside the channel. The molecular mimicry mechanism, which was proposed by
MacKinnon in his Nobel Prize-winning work, is elegant and explains the 1,000-fold
preference of the KcsA channel for K+ over Na+. However, data from later studies
suggest that the selectivity mechanism is probably more complicated. For example,
NMR measurements have demonstrated increased protein flexibility in the selectiv-
ity filter region, suggesting that this region should be able to adapt to ions smaller
than K+ [197]. Similarly, molecular dynamics (MD) simulations of the KcsA channel
in a lipid membrane demonstrate fluctuations of the selectivity filter over a range of
ion–carbonyl distances, sufficient to coordinate either ion [198]. The authors of the
latter study suggested that selectivity is controlled by the intrinsic electrostatic prop-
erties of the coordinating carbonyl groups and not by the average size of the pore.
Finally, a study combining electrophysiology, X-ray crystallography, and MD sug-
gested that smaller ions like Na+ and Li+ can bind easily to the selectivity filter, but
find it difficult to reach the filter from the intracellular side due to a K+-dependent
energy barrier [199]. Again, these studies suggest that the selectivity of ion channels
is more complex than previously assumed. Interestingly, despite the fact that small
elemental ions such as K+ occupy very little space, their binding often involves con-
siderable changes in channel conformation, as demonstrated for the K+, Na+ andCa2+

channels [190].
As in the case of many cellular proteins, the transport carried out by ion channels
must be regulated, i.e., it must occur only in response to the right signal. For this
purpose, most channels have a gate that prevents the passage of ions in the resting
state.The signal activating the channelmay be electric, chemical ormechanical in na-
ture. Accordingly, the gate always includes a region of amino acids that acts as a sensor
and responds to an activating or inactivating signal. For example, in voltage-gated K+

(K𝑣) channels, the sensor includes positively charged amino acids (Lys and Arg) that
reside on S4 helices [200,201]. In the channel’s resting state the abundance of Na+ ions
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on the extracellular side of the membrane repels the positively charged S4 helices,
keeping the channel closed. However, when the membrane depolarizes during neu-
ronal signaling, the significant decrease in the number of Na+ ions at the extracellular
side reduces the electric repulsion, enabling the S4 helices to be displaced, such that
the channel opens. This process can be viewed as a conversion of electric energy into
mechanical energy, which induces motion. As we will see later, energy conversions
happen also in transporters that function as ion pumps, where the chemical energy
stored in ATP, or the electrochemical energy stored in an ion gradient, is converted
into motion, and vice versa.
The gating mechanism of the KcsA channel is rather complex and relies on two sep-
arate gates [202,203]:

(a) H+-activated gate, which resides at the region covering the intracellular side of
the transmembrane domain and the beginning of the cytoplasmic domain. This
gate is closed at high pH levels and opens when the pH decreases.

(b) H+-independent gate, which resides at the selectivity filter.

Understandably, most studies of KcsA gating have focused on the first gate, since it
is the one that responds to a change in pH. Activation of this gate leads to confor-
mational changes in the TM2 helices, in both the transmembrane and cytoplasmic
domains. In the transmembrane domain, the helices undergo a ~15° hinge-bending
motion around Gly-104 [204] (Figure 7.15dI). In the cytoplasmic domain, the confor-
mational change is focused around a region in which the TM2 helices create a bulge,
near Val-115 (Figure 7.15dII). There, at the narrowest point for K+ permeation, each
TM2 helix shifts ~4Å outwardly upon activation, resulting in an overall ~20-Å open-
ing of the channel*1 [204,206].Thebulging region also seems to be the placewhere the pH
sensing takes place; it contains three residues, Arg-117, Glu-118, and Glu-120, which
have been implicated as the pH sensors of the KcsA channel (Figure 7.15dII) [207,208].
Although the exact mechanism of this sensing is not entirely clear, it has been sug-
gested that a pH drop beyond the channel’s pKa (~4.2) leads to protonation of the two
glutamate residues (118 and 120), thus rendering them electrically neutral. As a result,
these residues are no longer able tomask and stabilize the positive charges onArg-117.
The electrostatic repulsion that ensues between Arg-117 from adjacent monomers
induces displacement of helices, and opening of the channel. As mentioned above,
the channel also contains a second gate, at the selectivity filter. It is thought that the
conformational change described for the H+-activated gate affects the second gate
allosterically, which leads the channel to assume a fully open state [205,209].
It addition to the active and resting states, ion channels can also exist in an inactivated
state. Channels normally become inactivated after a period of activity, to attenuate the
cell’s response.There are twomajor types of inactivation in K+ channels [210].The first,
called N-type inactivation, is observed in voltage-gated K channels. This is a fast pro-
cess that involves physical blockage of the pore by an electrically charged N-terminal

*1Interestingly, when the large cytoplasmic domain is truncated, activation results in a ~32-Å opening of
the transmembrane domain [205]. The ~20-Å opening obtained in the full-length structure [204] is probably a
lower bound, as the large C-terminal domain was further stabilized by bound antibody fragments. Thus, the
real opening of the channel is most likely somewhere between 20Å and 32Å.
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segment of the channel. The second type of inactivation, called C-type inactivation, is
observed in the KcsA channel, and is much slower than N-type inactivation. C-type
inactivation is thought to involve the H+-independent gate at the selectivity filter,
through reorientation of the backbone carbonyls and subsequent destabilization of
K+ ions inside the filter [203]. Interestingly, though the large cytoplasmic domain lim-
its the degree of opening of the transmembrane domain upon activation (see above),
it also seems to slow the rate of channel inactivation [204].

3. Transporters
Like ion channels, some transporters facilitate the passive transfer of ions down their
electrochemical gradients. However, many other transporters transfer larger solutes
(amino acids, sugars, etc.), and some transporters are even capable of transferring so-
lutes against their electrochemical gradients, or in other words, ‘pump’ them. In any
case, it is obvious that transporters must use a more sophisticated transport mecha-
nism than the one used by channels. Indeed, transporters do not form simple water-
filled structures, but rather exist in (at least) two different states; one allows the
ligand to enter the transporter on one side of the membrane, whereas the other
releases it on the other side. This model, abstractly introduced by Oleg Jardetzky, is
commonly called ‘the alternating accessmechanism’ [211]. Structurally, it requires each
transporter to possess at least two distinct conformations, corresponding to the states
mentioned above (Figure 7.16). Such amechanism is observed in the SemiSweet trans-
porter [212], which facilitates passive diffusion of sugars into bacteria. The function of

FIGURE 7.15 Structural characteristics of the KcsAK+ channel. (Opposite) (a) A general struc-
ture of the tetrameric channel in the closed state (PDB entry 3eff), colored by chain. The transmem-
brane and cytoplasmic domains are noted. The red and blue planes mark the predicted boundaries
of the membrane, respectively (the OPM database [117]). (b) (I) The different parts of the transmem-
brane domain in the conductive channel at high K+ concentration (PDB entry 1k4c). For clarity,
only two of the four chains are shown, and are colored differently. K+ ions are presented as yellow
spheres, and the oxygen atoms of water molecules are shown as red spheres. Most of the transmem-
brane domain, from the cytoplasmic side, forms a water-filled pore (a hydrated K+ ion is shown).
The top third of the domain forms a selectivity filter that can accommodate four dehydrated K+ ions.
The last part of the domain is just outside the membrane, where the ions are hydrated again. The fil-
ter is made of the re-entrant loops interfacing with the K+ ions. (II) The selectivity filter. The filter is
composed of the signature TVGYG sequence, which binds the K+ ions via four backbone carbonyls
and one side chain hydroxyl per chain. Each K+ ion is coordinated by oxygen atoms from two lay-
ers, and thus, the filter contains four K+ binding sites, termed S1 through S4. (c) A view from above
showing interactions between one of the K+ ions (blue sphere, reduced size for clarity) and two lay-
ers of backbone carbonyl oxygen atoms in the selectivity filter (eight carbonyls altogether, shown as
sticks, colored by chain). (d) Conformational changes in the pH-activated gate of the KcsA chan-
nel. (I) The hinge motion of the TM2 helices. The image shows a superposition of the closed-state
(grey, PDB entry 3eff) and open-state (orange, PDB entry 3pjs) structures, with a close-up on the
transmembrane domain. For clarity, the TM1 helices are not shown. The Gly-104 hinge is marked
by the yellow circle, and the hinge motion is delineated by the curved arrow. The resulting shift of
the cytoplasmic part of one of the TM2 helices is noted by the thick arrow. (II) The conformational
change in the cytoplasmic domain, focused around the bulging area (V-115). The 4-Å shifts in two
helices are noted by the thick arrows. The residues constituting the pH sensor are shown as sticks.
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FIGURE 7.16 Thealternating accessmechanism for substrate transfer in transporters.Ahighly
schematic illustration of the mechanism. The purple shapes symbolize two different equilibrium
conformations of the transporter inside the membrane (cyan). In each conformation the substrate-
binding site faces a different cellular compartment, where it binds or releases the substrate (yellow
triangle). The figure demonstrates an import process, where the left ‘conformation’ binds the sub-
strate in the exoplasm, and then changes into the right conformation to release the substrate into
the cytoplasm. The shapes symbolizing the transporter, substrate, and membrane are grossly dis-
proportionate to emphasize the main aspects of the transport process.

this transporter is analogous to that of the GLUT and SGLT transporters in humans,
which are key elements in sugar metabolism. As Figure 7.17a shows, in the outward-
open state of the transporter (left), the inner side is blocked by a cluster of aromatic
and nonpolar residues (intracellular (IC) gate). The switch from the outward-open
state to the inward-open state involves several conformational changes. First, a hinge
motion of the cytoplasmic half of TM1 (TM1b), around the highly conserved Pro-21,
tilts TM1b 30° with respect to the exoplasmic half of TM1 (TM1a). Second, a rota-
tional movement of TM1a, TM2, TM3, and TM1b of the other monomer, leads to
an overall ‘binder clip’ movement. That is, the exoplasmic parts of the transmem-
brane helices become closer to each other while their cytoplasmic parts are pushed
away from each other. This motion leads to the simultaneous closure of the extracel-
lular gate (EC gate) and opening of the cytoplasmic gate. The EC gate is composed
of Tyr-53, Arg-57 and Asp-59. When the gate is closed, these residues form polar in-
teractions with the equivalent residues in the adjacent monomer, thus stabilizing the
closure.
An active transporter, or ‘pump’, transfers solutes against its electrochemical gradi-
ent. This process requires a source of energy, either ATP or the electrochemical gra-
dient of a common cellular ion. Like passive transporters, active transporters switch
between outward- and inward-facing conformations. However, in an active trans-
porter the dominant conformation at any given time is determined by the binding
of ATP/ADP/P𝑖 or ions to a specific site in the protein*1. This is because the binding
of each of these species to the protein stabilizes a different conformation. Thus, in an

*1Thebinding of the transported solute and possibly of other chemical species (common ions, lipids, etc.) is
likely to stabilize certain transporter conformations as well, but the effects of these species are not necessarily
unique to active transporters.
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(a) (b)

FIGURE 7.17 Conformational changes in transporters. (a) Outward (left) and inward (right)
conformations of the bacterial SemiSweet transporter (PDB entry 4x5n). The dimeric structure
is colored by chain. The glycerol moiety of 1-oleoyl-R-glycerol (PDB entry 4x5m), which mimics
the transported sugar, is shown as spheres in the putative substrate-binding site between the two
monomers. Residues belonging to the transporter’s extracellular gate (EC gate) and intracellular
gate (IC gate) are shown as sticks. The curved arrows show the ‘binder clip’ motion in which the
protein shifts from its outward-open state into the inward-open state. (b) The ATP-bound state of
the Sav1866 ABC transporter (PDB entry 2hyd), with its substrate-binding site open to the extra-
cellular side of the membrane. The dimeric transporter is colored by chain, and the bound ADP
molecules are shown as magenta spheres. The red and blue planes mark the predicted boundaries of
the membrane, respectively (the OPM database [117]).

ATP-dependent transporter, a cycle that includes (1) ATP binding, (2) ATP hydrolysis
to ADP and P𝑖, and (3) release of one or two of the latter, involves switching of the pro-
tein between different conformations that face different sides of themembrane. Such a
mechanism is exemplified by the bacterial multidrug transporter Sav1866, which be-
longs to the group of ATP-binding cassette (ABC) transporters. These proteins appear
in both prokaryotes and eukaryotes, where they pump small molecules from (or to)
the cell.The action of these transporters is alsomedically important; someABC trans-
porters in bacteria pump out antibiotics, leading to resistance. Similarly, tumor cells
use such transporters to pump out chemotherapeutic agents, which reduces the effi-
ciency of the treatment. The solute export cycle of Sav1866 begins when the protein is
in a monomeric state and its transmembrane domain is exposed to the cell’s interior.
This conformation enables the targeted solute to bind the transmembrane domain.
ATP binding to the nucleotide-binding domains of two Sav1866 monomers induces
dimerization and an outward-facing conformation (Figure 7.17b) [213,214]. ATP hy-
drolysis is thought to induce additional conformational changes that bring the trans-
porter back to an inward-facing state, ready to bind a new solute molecule. It should
be noted that the exact nature of the coupling between ATP binding or hydrolysis and
the transport of solutes in ABC transporters is not always as simple as depicted above,
and may sometimes (and in some variants) be very weak. For example, the bacterial
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vitamin B12 importer BtuC2D2 hydrolyzes many ATP molecules for each substrate,
and hydrolysis takes place even in the absence of the substrate [215].
The effects of nucleotide or ion binding on the shifts between inward- and outward-
facing conformations in active transporters do not really explain how these trans-
porters can draw a solute from a low-concentration compartment and release it into a
high-concentration compartment. This capability has to do with the inherent affinity
of each conformation to the solute. In passive transporters the affinity of the inward-
facing conformationmay be similar to that of the outward-facing conformation, since
the binding and release of the solute are governed by its concentration in the two op-
posite compartments. In active transporters, the conformation facing the compart-
ment that has low solute concentration must have a sufficiently high affinity to the
solute to bind it, whereas the conformation facing the compartment with high solute
concentrationmust have a sufficiently low affinity in order to release the solute [216,217].
By selectively stabilizing the two different conformation types, binding of nucleotides
or ions indirectly determines changes in affinity during the transport cycle. For ex-
ample, in the ABC transporters described above, ATP binding stabilizes the outward-
facing conformation, which has a low affinity to the solute, thus enabling the solute to
be released into the cell’s exterior (see [217] and references therein). Some transporters
are assisted by binding proteins that scavenge the solute and then bind to a certain
domain in the transporter [213].
In conclusion, ATP hydrolysis and electrochemical gradient dissipation are able
to fuel active transport, not by a direct release of energy, but rather through se-
quential binding of nucleotides or ions that stabilize distinct conformations of the
transporter. These conformations differ from one another in (1) the exposure of
the transporter’s transmembrane domains to the inner or outer sides of themem-
brane, and (2) the affinity of the transmembrane domains to the transported so-
lute.

Theprinciples of active transport that are described above exist in ATP-dependent ion trans-
porters. These proteins, which constitute key elements in any organism, are divided into the
following groups [218]:

P-ATPases (E1E2-ATPases). These transporters are found in bacteria, in fungi, and in eu-
karyotic plasma membranes and organelles. They transport a variety of different ions
across membranes, including H+, Na+, K+, and Ca2+. This category includes some
of the cell’s key primary active transport proteins, such as the Na+/K+-ATPase (Fig-
ure 7.18), H+/K+-ATPase, and the Ca2+-ATPase (Figure 7.19). The electrochemical
gradients formed by these proteins are used for different purposes. For example, bac-
teria use the proton gradient to drive processes such as chemotaxis and secondary
active transport. P-ATPases contain cytoplasmic and transmembrane domains. The
cytoplasmic domain includes phosphorylation (P)*1, nucleotide-binding (N), and ac-
tuator (A) subdomains [219].The transmembrane domain includes six helices, through
which the membrane transport takes place. Most P-ATPases, however, also include
additional transmembrane helices. For example, in the Na+/K+-ATPase and Ca2+-
ATPase the transmembrane domain includes 10 helices. These helices also contain
cation-binding sites, and are thought to contribute to the ion selectivity of the trans-
porter. Finally, some P-ATPases, such as the Na+/K+-ATPase and the H+/K+-ATPase,

*1The mechanism of P-ATPases includes a phosphorylated intermediate (aspartate in a DKTG motif, see
more below), hence the name.
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(a) (b) (c)

FIGURE 7.18 SharkNa+/K+-ATPase bound toK+ [221] (PDB entry 2zxe). (a) A global view of the
protein and its position inside the membrane. The 𝛼 subunit (grey) is responsible for the ion trans-
port and ATPase activity. The 𝛽 subunit (yellow) is involved in the assembly and trafficking of the
protein, and also in the binding of K+ [221]. Potassium ions are colored in cyan, and water molecules
(oxygen atoms only) in red. The entry and exit points of the ions with respect to the transmembrane
domain are noted, as well as a transmembrane K+ binding site. (b) Experimentally-determined K+-
binding sites in the transmembrane domain of the Na+/K+-ATPase [221,222]. The residues constitut-
ing the binding sites are shown as light-orange spheres. For clarity, the transmembrane helices are
semi-transparent, and other parts of the protein have been removed. (c) Polar interactions (black
dashed lines) between the two K+ ions located in the transmembrane domain and protein groups.
The ionization states of the acidic residues were predicted by MolProbity [223].

also include an extracellular 𝛽 subunit that is important for the proper trafficking of
the transporter to the plasma membrane [220], and that also affects other functional
aspects of the transport.

F-ATPases (F1FO-ATPases). These H+-ATPases reside in mitochondria, chloroplasts, and
bacterial plasma membranes. F-ATPases operate in the opposite direction to P-
ATPases; in F-ATPases, proton transport is used to fuel ATP synthesis, instead of the
other way around. Specifically, F-ATPases use the H+ electrochemical gradient that
is created during cellular respiration (in mitochondria) or photosynthesis (in chloro-
plasts) to drive the synthesis of ATP. Thus, these proteins are usually referred to as
‘ATP synthases’ rather than ATPases. The structure and mechanism of the mitochon-
drial F-ATPase are described in Chapter 9, Section 9.1.5.3.

V-ATPases (V1VO-ATPases). These H+-ATPases are primarily found in the membranes
engulfing eukaryotic organelles (e.g., vacuoles and lysosomes). In the latter, V-
ATPases function in acidifying the organelle by pumping protons into it. In addition,
in segments of the kidneys they contribute to the net excretion of acid into urine.They
have a complex structure, containing more than 10 subunits (Figure 7.20).

A-ATPases (A1AO-ATPases) are found in Archaea and function similarly to F-ATPases.

E-ATPases are cell-surface enzymes that hydrolyze a range of nucleoside triphosphates
(NTPs), including extracellular ATP.
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(a) (b)

FIGURE 7.19 Sarcoplasmic reticulum calcium ATPase (SERCA) bound to Ca2+ [224] (PDB en-
try 1su4). (a) A global view of the protein and its position inside the membrane. The Ca2+ ion and
water molecules are colored as in panel (b) Polar interactions between the two Ca2+ ions located
in the transmembrane domain of the transporter and protein groups. The ionization states of the
acidic residues were predicted by MolProbity [223].

Vacuole lumen

Cytoplasm

FIGURE 7.20 A low-resolution electronmicroscopy structure of the completeV-ATPase pump
from yeast [225] (PDB entry 3j9t). The protein is colored by chain.
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Like other transporters, ion pumps work by cycling among different conformations,
which ‘pick up’ the solute on one side of the membrane and release it on the other side. Evi-
dence of such a cycle can be seen in the three-dimensional structures of the Na+/K+-ATPase
(Figure 7.18a) and the Ca2+-ATPase (Figure 7.19a). Both structures demonstrate that in or-
der to cross the membrane, the ions must ‘hop’ between amino acids inside the transporter,
which serve as transient binding sites (see Figure 7.18b for the Na+/K+-ATPase). As Fig-
ures 7.18c and 7.19b show, the cation-binding sites in the Na+/K+-ATPase and the Ca2+-
ATPase include the negatively charged side chains of glutamate and aspartate residues, but
also the partial charges of main chain or side chain carbonyl and hydroxyl groups, as well
as individual molecules. The involvement of partial charges that transiently bind desol-
vated ions is similar to what we have seen in the KcsA (potassium) channel. There too,
the use of partial charges ensures that ions can move through the protein instead of
getting stuck in one place.The absence of a water-filled path in transporters may seem dis-
advantageous, but it is in fact one of the factors preventing the unwanted (simultaneous)
exposure of the transported ion to both sides of the membrane, an event that would allow
the ion to go back to the compartment from which it was taken.

We have seen earlier that in active ATP-dependent transporters (e.g., the ABC trans-
porter Sav1866), the conformational changes that underlie the transport process are driven
by ATP binding and hydrolysis. This is true for all ATPases, including the ion pumps de-
scribed in the previous paragraphs. The mechanism through which ATPases translate these
events into conformational changes involves the effects of ATP and of its hydrolysis prod-
ucts (ADP and P𝑖) on the transporter’s energy landscape [219]. That is, the binding of ATP,
ADP, or P𝑖 to the transporter changes its energy, induces a conformational change, and
brings it back to its energy minimum. Since ATP, ADP, and P𝑖 have different effects on
the energy of the transporter, the binding of each leads to a different conformation. The
evolution of ATPases enabled them to cycle between conformations in accordance with the
binding of ATP, ADP, and P𝑖, and this cycling results in ion transport. In P-ATPases such
as the Na+/K+-, Ca2+-, and H+-ATPases, the conformational changes begin at the cytoplas-
mic domain with the movements of the A, N and P subdomains relative to each other, and
propagate to the transmembrane domain through linkers and tertiary contacts. To illustrate
the overall transport cycle we will look at the Na+/K+-ATPase, which transports three Na+

ions from the cytoplasm to the cell’s exterior and two K+ ions in the reverse direction. The
transport cycle includes the following steps (Figure 7.21):

• The ATP-bound form of the transporter, termed E1, has a high affinity to Na+ ions,
and its Na+-binding site faces the cytoplasm. These properties result in the binding of
three cytosolic Na+ ions to the protein and occlusion of the binding site (Figure 7.21,
step 1).

• The transporter has an inherent ATPase activity, and the hydrolysis of ATP is coupled
to the transfer of the 𝛾-phosphate to a conserved aspartate in the protein’s P domain
(Figure 7.21, step 2). This event, which is accompanied by ADP release, has two ef-
fects. First, it considerably reduces the affinity of the transporter to Na+, and second,
it promotes a conformational change that exposes the Na+-binding site to the cyto-
plasm (the E2 state). These changes result in the release of the three Na+ ions to the
extracellular side of the membrane and binding of two K+ ions, as well as protonation
of the protein (Figure 7.21, steps 3 and 4).
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• Binding of the K+ ions promotes dephosphorylation of the protein’s conserved aspar-
tate and occlusion of the binding site (Figure 7.21, step 5), release of P𝑖 (Figure 7.21,
step 6), and binding of new ATP (Figure 7.21, step 7).

• The ATP-bound protein reverts to the E1 form, resulting in the release of the bound
K+ ions to the cytoplasm (Figure 7.21, step 8).

In P-ATPases that transport only one type of ion (e.g., Ca2+-ATPase), the transport cycle
does not include the steps involving binding and release of the second ion type (steps 4 and 8
in Figure 7.21, respectively).

1 2 3

4

5
6

7

8

FIGURE 7.21 A schematic representation of the transport process employed by the Na+/K+-
ATPase. Step 1 – occlusion of the Na+-binding site. Step 2 – ATP hydrolysis and phosphorylation of
the conserved aspartate in the protein. Step 3 – protonation of the transporter is accompanied by a
conformational change of the protein from the E1 state to the low-affinity E2 state (binding site faces
cell’s exterior). The change also involves the release of ADP and one Na+ atom. Step 4 – exchange of
the two remaining Na+ ions with two K+ ions from the cell’s exterior. Step 5 – dephosphorylation
of the protein and occlusion of the binding site. Step 6 – release of P𝑖. Step 7 – ATP binding to the
protein changes it back to the E1 form, in which the binding site is exposed to the cytoplasm and
the affinity to Na+ is high. Step 8 – deprotonation and release of the two K+ ions from the protein to
the cytoplasm, and binding of 3 new Na+ ions. The image is taken from [219].

7.3.2.3.4 Structure prediction

We have seen how the strong sequence-related tendencies of transmembrane segments en-
able scientists to identify such segments in the amino acid sequence and to predict their
topology with respect to the other parts of the protein. The two remaining steps for success-
ful prediction of the entire structure relate to the orientations of helices and the conforma-
tion of the protein backbone (in cases in which the helices are distorted) and side chains.
Thus, one way to classify structural prediction methods of membrane proteins is according
to the properties they predict: secondary structure, topology, tertiary structure, etc. (see [128]

for details). Another way of classifying structure prediction methods is by the information
they use to carry out their predictions. According to the latter criterion,methods can be sep-
arated into three main groups [71,101]. The first group includes ab initio methods, which rely
solely on physicochemical principles characteristic to membrane proteins, such as length,
hydrophobicity, etc. PREDICT [226] is an example of such a method, one that was developed
specifically for GPCRs. The greatest advantage of such methods is that they do not require
any additional information regarding the protein, aside from the amino acid sequence.Their
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main disadvantage is their requirement of massive conformational sampling, which is com-
putationally demanding [227].The second group includesmethods that rely on statistical ten-
dencies of residues to appear in certain regions of the protein. One example is kPROT [228],
a scale of the propensities of amino acids to face either the lipid bilayer or the protein core;
this scale was developed on the basis of statistical data extracted from bitopic and poly-
topic proteins, respectively. Three other statistical propensities successfully used in struc-
ture prediction algorithms are evolutionary conservation [229,230], correlated mutations [231]

(see Box 3.3), and tight packing against other residues [232]. The third group of structural
prediction methods of membrane proteins includes methods that rely on sequence-based
similarity between the query protein and membrane proteins whose structure is already
known (template-based methods). When the query and template proteins are homologous
(sequence identity > ~30%), the preferred method is homology modeling (see Chapter 3,
Subsection 3.4.3). However, this method, which is highly successful in water-soluble pro-
teins, is less efficient in membrane proteins because of the limited number of homologues
with known structure that can be used as templates. In such cases, fold recognition (thread-
ing) methods may be used (see Chapter 3, Subsection 3.4.3.3). In such methods, the tem-
plate is chosen not by the similarity of its sequence to that of the query protein, but rather by
similarity of sequence properties. Some of these properties are extracted statistically from
multiple sequence alignments, whereas others are physically meaningful, e.g., propensity
to form a certain secondary structure, to be exposed to the surrounding medium, to have
certain dihedral angles, to interact with certain amino acids, etc.

Current prediction algorithms are often hybrid, i.e., they are based on a scoring func-
tion that includes expressions adopted from different approaches [233] (see Chapter 3, Sub-
section 3.4.4). For example, some of the expressions may rely on physicochemical consid-
erations, whereas others rely heavily on statistically derived tendencies of certain amino
acids to form certain structures or to be involved in certain physical interactions. Two well-
known methods, Rosetta [234,235]*1 and I-TASSER [237]*2, offer a unified modeling framework
in which different approaches are used for different modeling challenges [233]. Indeed, both
methods have been tested on different proteins and yielded good predictions [236,239,240] (see
more details in [233]).

Finally, a relatively new approach has been adopted that uses experimental data in or-
der to make predictions more efficient [118] (see Chapter 3, Section 3.5). These data are
derived from experimental methods that provide low-resolution structures of membrane
proteins; such methods include mainly cryo-EM, SAXS, and NMR, but also CD and FRET.
The general idea is to use the extracted data as spatial constraints that narrow down the
conformational space searched by the prediction methods, and thus significantly increase
their chances of providing the native protein structure [241–244]. Cryo-EM looks especially
promising in this sense; EM methods have traditionally been used to provide data concern-
ing the number, tilt, and overall locations of transmembrane helices in query structures [233].
However, recent technological developments in single-particle cryo-EM have facilitated the
production of near-atomic-resolution structures (4 or 5Å), at least for some proteins. In-
deed, in recent years, several software programs have been designed or adapted to integrate
experimentally derived constraints into the structure prediction and modeling process [245].
These programs include Rosetta [246–250] (mentioned above), CHESHIRE [251], CS23D [252],

*1Rosetta has a version designed specifically for membrane proteins, called RosettaMembrane [234,236].
*2I-TASSER has a version designed specifically for GPCRs, called GPCR-I-TASSER [238] (server: http://

zhanglab.ccmb.med.umich.edu/GPCR-I-TASSER/).

http://zhanglab.ccmb.med.umich.edu/GPCR-I-TASSER/
http://zhanglab.ccmb.med.umich.edu/GPCR-I-TASSER/
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and SAXTER [253]. Biochemical methods also provide experimental data that can be used
to guide prediction tools; such methods include (1) proteolytic cleavage of extramembrane
regions of the proteins or their identification using antibodies, (2) point mutations of dif-
ferent residues of the protein (conserved residues often face the core [150]), and (3) chemical
crosslinking. One major problem in the use of such methods for structure prediction is that
they are carried out on samples containing large numbers of molecules. As a result, they
might provide data corresponding to different substates of the protein, thereby complicat-
ing the prediction process [233].

7.3.3 Peripheral membrane proteins
Peripheral membrane proteins are attached to either the exoplasmic side or the cytoplasmic
side of the membrane, with the bulk of their surface in the aqueous solution (extracellu-
lar matrix or cytoplasm, respectively). Thus, the principles determining their structures are
similar to those of water-soluble proteins. Accordingly, our discussion of peripheral mem-
brane proteins focuses on their attachment to the lipid bilayer. This attachment can take
place through the following three mechanisms:

1. Electrostatic binding (Figure 7.22a). Certain membrane proteins contain a bind-
ing site that is geometrically suited for binding a certain membrane phospholipid.
In many cases the latter is negatively charged (PS, PG, PIP2), and the binding site
contains basic residues that are capable of interacting with it favorably (e.g., in the
pleckstrin homology domain, Figure 7.22b). Other proteins, such as MARCKS, con-
tain a patch of basic amino acids, which renders the entire region positively charged.
This charge allows the protein to adhere non-specifically to areas of the lipid bilayer
containing microdomains of negatively charged phospholipids [254–256]; in eukary-
otes, such areas are present on the cytoplasmic side of the membrane. In these cases,
the protein is positioned about 3Å away from the phospholipid head group, a dis-
tance that is electrostatically optimal. That is, the Coulomb attraction between the
two charged entities at this distance is maximal, and over-compensates for the un-
favorable Born repulsion, which is minimal since a water layer separates the protein
and lipid membrane. A well-known example of the two forms of electrostatic binding
described here is given in Subsection 7.4.1.2 below, which discusses the interaction
between proteins and membrane PIP2.

2. Covalent binding (Figure 7.22a). Some proteins undergo post-translational modi-
fications that enable them to bind covalently to membranes. The modifications in-
clude N′-myristoylation, S-palmitoylation, and S-prenylation (see also Chapter 2,
Section 2.6). Such binding can be observed in certain key signal transduction pro-
teins such as ras and src, which bind to lipid chains from the cytoplasmic side of the
membrane.

3. Integrated binding of amphipathic helices (Figure 7.22c). Some membrane pro-
teins contain amphipathic helices that enable them to partially penetrate one of the
bilayer leaflets. In this mode of protein-membrane binding, the nonpolar residues of
the hydrophobic face of the helix interact with the hydrocarbon core of the bilayer, and
the polar residues on the opposite face interact with the lipid head groups (e.g. [257,258]).
This form of binding is also observed in peptides [259,260], e.g., antimicrobial peptides
attaching to bacterial membranes.
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The last form of association is particularly interesting. First, it is observed both in mem-
brane proteins and in peptides. Second, it affects the structure of the lipid bilayer, as further
discussed in Section 7.4 below. Interestingly, none of the three forms of binding seems to be
sufficient on its own, as demonstrated in the case of the signal transduction protein MAR-
CKS. This protein uses the first two forms of binding, and possibly the third as well, to
remain attached to the membrane. Upon phosphorylation or binding to calmodulin [261],
the electrostatic component of the binding is nullified [262], which leads to the release of the
protein into the cytoplasm.

7.4 PROTEIN-MEMBRANE INTERACTION

7.4.1 Lipid bilayer effects on membrane proteins
The lipid bilayer is a chemically complex medium, and as such it has diverse effects on its
resident proteins [30]. Still, these effects, which result from the physicochemical interactions
between the lipids and proteins, can be separated into two types. The first type results from
the physical properties of the bilayer as a bulk, which can be considered as a complex sol-
vent. Indeed, studies show that membrane proteins are affected by general properties of the
lipid bilayer, such as topology [70,263], degree of order [264], viscosity [265], hydrophobic thick-
ness [266], curvature [61], degree of acyl chain packing [267], free volume [268], rigidity [269],
and more. The second type of bilayer effect is mediated via specific interactions between
the proteins and certain lipid molecules. The two types of effects have been studied in the
last decades using different techniques. The main findings are reviewed in the following
subsections.

7.4.1.1 Effects of general bilayer properties
7.4.1.1.1 Topology

Transmembrane segments of membrane proteins tend to acquire an ordered secondary
structure (mainly 𝛼-helical) to avoid the unfavorable exposure of their backbone polar
groups to the hydrophobic core of the lipid bilayer. A similar phenomenon also occurs when
amphipathic peptides or protein segments bind to the bilayer interface. That is, the amphi-
pathic peptides or segments fold and acquire an ordered helical structure [70,263].The folding
in this case, however, is driven in part by the need to preserve the amphipathic nature of
the peptide or segment, which allows it to interact favorably with the lipid bilayer (see Sub-
section 7.3.3 above). Thus, the basic polar/nonpolar topology of the lipid bilayer can affect
the structure of proteins inside it.

7.4.1.1.2 Degree of order and thickness

Membrane proteins differ in their preference for regions in the membrane of particular
degrees of lipid order. Studies show that many integral proteins prefer ld-phase regions, yet
some integral proteins have been shown to prefer lo-phase regions [270,271].The different pref-
erences lead to lateral segregation of proteins within the membrane, and to the formation
of microdomains that have their own unique lipid and protein compositions. In some cases
the preference results from direct protein-lipid interactions, as in the case of proteins that
are covalently attached to the bilayer via a fatty acid or other types of hydrocarbon chains.
In such cases, the preference has to do with the degree of saturation of the acyl chain. For
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(a)

(b) (c)

FIGURE 7.22 Common interactions of peripheral proteins with biomembranes. (a) Electro-
static adhesion and covalent binding to an acyl chain. The structure of c-Src is shown. The cartoon
on the left shows the domain composition of the protein and suggests its orientation with respect
to the membrane. The right image shows a blowup view of how the N′ of the protein could interact
electrostatically with the polar head groups of the lipid bilayer, and covalently with an acyl chain.
Basic residues in c-Src are blue; acidic residues are red; and the acyl chain (myristate) bound to the
protein is green. The membrane is represented here by a 2:1 PC:PS bilayer, with the acidic lipid, PS,
identified by its exposed nitrogen, colored blue. The figures are taken from [254]. (b) Electrostatic
and geometric compatibility of the pleckstrin homology (PH) domain binding site to inositol 1,4,5-
trisphosphate. The image shows the structure of the PH domain of Arhgap9 (PDB entry 2p0d). The
protein surface is colored according to electrostatic potential, in the range specified by the scale at the
bottom of the figure (in 𝑘𝐵𝑇 /𝑒 units). Inositol 1,4,5-trisphosphate is shown as sticks and balls. The
latter binds into a cleft on the surface of the protein, which is characterized by a strong positive poten-
tial, created by Arg and Lys residues. The positive potential of the protein cleft matches the negative
potential of the ligand, which results from the three phosphate groups in the latter. (c) A schematic
representation of the electrostatic and nonpolar interactions between the amphipathic helices of the
enzyme cyclooxygenase-1 (PDB entry 1eqg) and the lipid bilayer. The membrane-anchoring region
of the protein extends between positions 73 and 116 (shown as sticks). Polar residues are colored
in orange, whereas nonpolar residues are colored in cyan. The dashed line marks the approximate
location of the (exoplasmic) membrane core boundary.
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example, proteins that are covalently attached to GPI (glycophosphatidylinositol) prefer or-
dered regions of the bilayer (lo), because the GPI’s acyl chain is saturated [272]. This is also
true for src and other kinases of that family, which are myristoylated or palmitoylated [273].
Conversely, GTPases of the ras family, which are attached to the unsaturated prenyl chain,
prefer disordered (ld) regions of the bilayer [274].

The bilayer’s degree of order also affects proteins indirectly, by influencing the mem-
brane’s thickness. Saturated acyl chains aremore extended than unsaturated ones, and there-
fore tend to form more ordered bilayers. The proteins are affected not by the overall thick-
ness of the bilayer but rather by the thickness of the hydrocarbon region. As described
earlier, nonpolar residues in transmembrane segments usually extend over a length that
roughly matches the hydrophobic thickness of the lipid bilayer. Still, there are cases where
transmembrane segments hydrophobically mismatch [266,267] the bilayer core. As we will see
in Section 7.4.2 below, such a mismatch is likely to affect the shape of the lipid bilayer. Still,
the protein may also undergo some changes in order to minimize the mismatch. Positive
hydrophobic mismatch occurs when the thickness of the bilayer’s core is smaller than the
length of the nonpolar stretch in the transmembrane segment (Figure 7.23a). This prevents
the nonpolar residues of the transmembrane segment from interacting fully with the core of
the bilayer. In order to overcome this problem, the transmembrane segment may tilt with
respect to the bilayer’s vertical axis (Figure 7.23c). The opposite situation, i.e., when the
thickness of the bilayer’s core is greater than the length of the nonpolar stretch in the trans-
membrane segment (negative hydrophobic mismatch, Figure 7.23b), is much less favorable
energetically. The problem is the partitioning of polar amino acid residues of the protein
to the nonpolar environment of the bilayer core, which, as we have seen earlier, may seri-
ously destabilize the system. There are several ways to minimize negative mismatch or its
effects [264]:

1. Lateral diffusion (Figure 7.23d). The protein may move along the plane of the lipid
bilayer towards regions with lower degrees of order and smaller hydrophobic thick-
ness. This creates microdomains in the lipid bilayer. Signal transduction is an ex-
ample of a cellular process that is highly dependent on the presence of such mi-
crodomains [52,270]. Specifically, signal transduction requires a concentration of cer-
tain protein and lipid elements in one confined region of the membrane. An example
for such a requirement is given by PIP2-dependent signal transduction processes (see
Subsection 7.4.1.2.3 below). Another cellular process affected bymicrodomains is the
trafficking of proteins inside the cell [275]. That is, a protein sent to a certain cellular
compartment must hydrophobically match the membrane of that compartment*1.

2. Conformational changes in the protein (Figure 7.23e).Membrane proteins that are
large enough may undergo conformational changes in order to reduce hydrophobic
mismatch. Such changes usually include screw or slide motions of structural protein
units, such as helices or domains. Though they solve the mismatch problem, such
conformational changes might create new problems by reducing the activity of the
protein [276–279]. Such a reduction in activity occurs, e.g., in the enzyme Ca2+-ATPase
within the sarcoplasmic reticulum (SR)*2 membranes of muscle cells, when the thick-
ness of the latter becomes different from that of the plasma membrane [30,280]. The

*1Themembranes of the different organelles have different lipid compositions, and therefore different thick-
nesses.

*2The equivalent of the ER in muscle cells.
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implications of this reduction are not necessarily negative, as it provides a means of
regulating the activity of the enzyme under different conditions that change the
thickness of the SR membrane.

3. Oligomerization (Figure 7.23f).When two separate transmembrane segments inter-
act unfavorably with the lipid bilayer (e.g., due to hydrophobic mismatch), the system
can reduce the number of unfavorable interactions by replacing some of them with
favorable protein-protein interactions. That is, the two transmembrane segments as-
sociate. In some cases association may facilitate activation. This is observed in the
antibiotic protein gramicidin [281]. The association in this case allows two short seg-
ments to dimerize into a transmembrane segment long enough to span themembrane
and function as an ion channel [282,283].Thismay reflect an evolutionarymechanism
using protein-membrane (hydrophobic) mismatches to activate certain proteins
and peptides.

All the above-mentioned membrane-induced effects may lead to changes in the activity of
the protein. Indeed, studies have already proved this to be the case in many proteins, such
as Na/K-ATPase [278,284], cytochrome c oxidase [280], Ca2+-ATPase [30,280], melibiose perme-
ase [285], and diacylglycerol kinase [279].

7.4.1.1.3 Viscosity

The activity of virtually all proteins requires them to dynamically shift between different
conformations (see Chapter 5 for details). Most globular proteins are surrounded by water
molecules, which can adjust rapidly to any new conformation the protein acquires. Such
adjustment makes it easy for the protein to undergo structural changes, although it does in-
volve friction due to water-water interactions (van der Waals, hydrogen bonds). Membrane
proteins, in contrast, are surrounded by lipids, which are less mobile than water, and limited
in their capacity to reorganize in response to conformational changes. As a result, confor-
mational changes of integral membrane proteins involve significant friction with neighbor-
ing lipids, particularly with the acyl chains [30]. On the one hand, such friction opposes the
change, but on the other hand it may make the change ‘smoother’ by inhibiting post-change
vibrations.The importance of having constant viscosity in biological membranes is revealed
in prokaryotes, which are exposed to changing environmental conditions. In these organ-
isms membrane viscosity is a homeostatic property, i.e., it is kept constant; this homeostasis
is achieved through the lipid composition of the bilayer, which can change in response to
changes in environmental conditions [286]. For example, a bacterium will respond to eleva-
tion of the external temperature by increasing the percentage of long saturated phospho-
lipids, which oppose the heat-induced rise in membrane dynamics.

7.4.1.1.4 Curvature

The capacity of the lipid bilayer to acquire positive or negative curvature in specific regions
has been found to affect the activity of integral proteins in these regions. Many of the stud-
ies investigating this issue have focused on processes that create negative curvature in the
bilayer. This is because in extreme cases such processes may lead to loss of planarity of the
bilayer, and create, e.g., an inverted hexagonal phase [59]. The results demonstrate a com-
plex situation, in which enrichment of PE, a lipid known to induce negative curvature, in-
creases the activity of some proteins (e.g., see [287]) while decreasing the activity of others
(e.g., see [288]).
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(a) (b)

(c) (d)

(e) (f)

FIGURE 7.23 Hydrophobic mismatch. The figure illustrates (a) positive and (b) negative mis-
matches between the hydrophobic length of the transmembrane helix (or protein) and the thick-
ness of the hydrocarbon region of the lipid bilayer. The transmembrane segments are depicted as
rectangles, with their hydrophobic regions colored in grey, and their polar termini in purple. The
hydrophobic lengths of the transmembrane segments are marked by the black arrows. The lipid bi-
layer is depicted as in Figure 7.11, with its hydrophobic thickness marked by the red arrow. (c) Tilt-
ing of the transmembrane segment reduces the positive mismatch. The transmembrane segments
are depicted as in (a) and (b), and representative lipids of the bilayer are depicted schematically.
(d) through (f) Adaptations of proteins to negative mismatch: (d) Lateral diffusion to a thinner area
of the lipid bilayer; (e) Conformational changes that exclude the polar termini from the nonpolar bi-
layer core; (f) Oligomerization, which replaces unfavorable interactions between the polar termini
of the transmembrane segments and the nonpolar core of the bilayer with favorable interactions
between the polar termini of the two transmembrane segments. (The interactions are favorable be-
cause the two segments are positioned in an anti-parallel topology, allowing their partially positive
N′ to interact with their partially negative C′).
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7.4.1.1.5 Mechanical pressure

In prokaryotes exposed to environmental changes, a sudden drop in the solute concentra-
tion of the external environment leads to massive entry of water into the cell. This is a dan-
gerous situation, because aside from the resulting drop in intracellular solute concentration,
the stretching of the plasma membrane may lead to its rupture due to the immense pres-
sure applied to it from within. In bacteria, the latter problem is solved by certain membrane
proteins that function as mechanosensitive sensors [289]. Upon stretching the membrane,
these proteins allow a rare event to happen: the massive efflux of cellular solutes. This leads
to water efflux, which solves the problem. Interestingly, these proteins have been found to
respond to membrane stretching only when the increase in membrane surface area reaches
4%, which happens to be the threshold for membrane rupture*1 [289].

7.4.1.2 Effects of specific bilayer lipids
7.4.1.2.1 General lipid types

Biological membranes include different kinds of lipids, as explained above in detail. How-
ever, in terms of their interactions with proteins, these lipids, regardless of type, can be
divided into three basic categories [290]:

1. Bulk lipids, include all lipids that are not engaged in specific contacts with proteins,
and whose diffusion is therefore determined by their interaction with neighboring
lipids.

2. Annular lipids, include all lipids that form a contact layer around a protein but still
move constantly between this layer and the bulk [291]. EPR measurements show this
movement to be about one order of magnitude slower than the diffusion rate of bulk
lipids [292]. This contact layer assists in positioning integral proteins vertically in the
lipid bilayer, and seals the protein-lipid interface. Annular lipids are not confined to
the periphery of the protein and can also be found in large spaces within multimeric
proteins, as can be seen clearly in the structure of the V-Type Na+-ATPase [293].

3. Bound lipids, include lipid molecules that interact strongly with the protein. The
interaction inhibits the motions of these lipids considerably, allowing them to co-
crystallize with the protein (Figure 7.24). They can therefore be seen in structures
obtained by X-ray diffraction. Bound lipids may be found in clefts on the protein
surface (usually located in inter-subunit interfaces), or buried within the protein [290].
Lipids that are deeply buried within a protein or complex are also called ‘integral’.The
lipid-binding site often contains evolutionarily conserved residues [294] (for example,
the cholesterol-binding motif in G-proteins; see Section 7.5 below). The bound lipid
molecule tends to acquire a conformation that provides the best possible interaction
with the protein, and this often leads to distortion of the lipid molecule. Such dis-
tortion is known to happen even when the lipid is saturated, and may result in its
translation inward, towards the bilayer core. The lipid distortion may even lead to sit-
uations in which the lipid polar head group is positioned below the normal location
of the phosphoester groups of the bilayer, or its acyl chains curve and wrap around
𝛼-helices of the protein [295].

*1The low tolerance of the membrane to stretching probably results from the exposure of its nonpolar core
to the aqueous solvent [30].
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FIGURE 7.24 Protein-bound lipids. The structure of the mitochondrial ADP/ATP carrier com-
plex with bound lipids is shown (PDB entry 1okc). The surface of the protein is colored by hy-
drophobicity using the Kessel-Ben-Tal Scale [8] (see Figure 2.7 for details), and the annular lipids are
depicted as atom type-colored spheres. As the image clearly shows, some of the lipids are distorted
significantly, which prevents the highly unfavorable interaction between the nonpolar tails and the
polar regions of the protein. The red and blue lines mark the predicted boundaries of the membrane
(the OPM database [117]).

7.4.1.2.2 Phospholipid-protein interaction

Specific protein-lipid interactions are mostly noncovalent, and include electrostatic interac-
tions involving the lipid’s polar head group [30], in addition to nonpolar and van der Waals
interactions involving the acyl chains [290]. As mentioned earlier, some of the most favor-
able interactions involving lipid head groups are between basic protein residues and acidic
head groups on the electronegative side of the membrane (the mitochondrial matrix, the
stroma of chloroplasts, or the cytoplasmic side of the plasma membrane) [295,296]. While in-
teractions involving the alcoholic groups of lipids are diverse [295], those that involve the
phosphodiester group, common to all phospholipids, are mediated by several two-residue
combinations of basic and polar-neutral residues [290]:

KT, KW, KY, RS, RW, RY, RN, HS, HW, HY

The primary interaction with the phosphodiester group involves the following residues,
ranked by the number of occurrences:

Arg > Lys > Tyr > His > Trp, Ser, Asn

Other favorable interactions involve Thr and Gln. The interactions at the other, less elec-
tronegative side of the bilayer also involve recurring residues, most of which are polar-
neutral, and very few of which are basic. In the case of PC, the main phospholipid on that
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side of the membrane, the interactions do not involve Lys and Arg at all, probably because
of the presence of the positively charged trimethylamino group. They do, however, involve
a combination of His and Ser, or His, Ser, and Thr, separately. Another special case is that
of cardiolipin (CL), which contains two phosphodiester groups. These interact with a three-
residue motif, in which the first two are basic and the third is polar-neutral.

As mentioned above, the aromatic residues Tyr and Trp in transmembrane segments
tend to appear near the polar-nonpolar interface, where they function as anchors preventing
the segment from sliding out or in (see Subsection 7.3.2.1.3 above). Much of the anchoring
effect results from complex interactions between these residues and adjacent phospholipids
(Figure 7.25). These interactions rely on two properties of Tyr/Trp [297]:

1. A ring structure. This allows the residue to have significant van der Waals and non-
polar interactions with the acyl chains of the phospholipid. The planarity of the ring
makes these interactions geometry-dependent.

2. Polarity. This property results both from the chemical composition of the residue
(OH group in Tyr and NH in Trp) and from its aromaticity (i.e., the delocalized 𝜋
electrons). It allows the residue to interact electrostatically with polar head groups of
adjacent lipids. Due to the location of the aromatic residue, the interaction primarily
includes hydrogen bonds with phospholipid carbonyl groups, although a recent NMR
study suggests that these are not important for membrane anchoring [298].

7.4.1.2.3 Effects on membrane proteins

Specific lipid molecules within the bilayer may affect the stability, folding, assembly, and ac-
tivity of integral membrane proteins [290]. Evolutionary ‘forces’ made these effects beneficial
in most cases, and some proteins are already known to be active only when surrounded
with certain lipids [299]. For example, the activity of the metabolic proteins NADH dehy-
drogenase, ADP/ATP carriers, cytochrome c oxidase, ATP synthase, and cytochrome bc1
depends on cardiolipin [300–302], which is abundant in the inner mitochondrial membrane.
In such cases, the lipid molecule is considered to be a cofactor. In some cases the three-
dimensional structure of the protein and bound lipid sheds light on the molecular basis for
the functional dependency. This is the case with the light-harvesting complex of photosys-
tem II (LHC-II) in plants. The LHC is a trimer, whose formation (and therefore activity)
depends on PG [303]. Close inspection of the structure of LHC shows that the phospholipid
molecule is located at the subunit interface, where one of its acyl chains is positioned in-
side the trimer [304,305] (Figure 7.26). Thus, PG assists in stabilizing the oligomeric structure
of LHC. Furthermore, PG also interacts with other lipids in the vicinity of LHC, such as
chlorophyll and carotenoids, which help stabilize the loosely packed and marginally hy-
drophobic 𝛼-helices in the LHC structure [306]. Similarly, in cytochrome c oxidase, two car-
diolipin molecules that face the mitochondrial intermembrane side of the protein seem to
stabilize the dimeric structure of the protein, whereas two other cardiolipin molecules that
face the matrix side seem to function as proton traps, thus facilitating proton translocation
along the protein’s surface [307]. Other examples of lipid molecules that can be attributed
specific functional roles are given in [68,294]. Nevertheless, it is not always easy to deduce the
molecular basis for the lipid dependency of the protein from its three-dimensional structure.
This is the case with the tetrameric KcsA channel, the activity of which depends on PG. The
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(a) (b)

FIGURE 7.25 Interaction between aromatic residues and lipids in biological membranes.
(a) The structure of the mitochondrial ADP/ATP carrier complex, colored in yellow (PDB entry
1okc). Trp-274 is shown as green sticks, and the adjacent lipids are shown as blue sticks. The red and
blue lines mark the predicted boundaries of the membrane (the OPM database [117]). (b) A blowup
of the region containing Trp-274, showing the interactions between this residue and two lipids, car-
diolipin (CL) and phosphatidylcholine (PC). As explained in the main text, the large ring structure
of Trp enables van der Waals and nonpolar interactions to take place between the residue and the
nonpolar acyl chains of the lipids, whereas the polar NH group interacts electrostatically with the
lipids’ ester oxygen atoms and phosphate groups (black dashed lines). For clarity the orientation of
the protein is different from that in (a).

phospholipidmolecule binds to two Arg residues; each is contributed by a different subunit.
This suggests that the role of PG is to help stabilize the quaternary structure of the protein.
However, other studies show that KcsA does not require PG specifically, but settles with
any negatively charged phospholipid [308]. Thus, it seems that PG’s role in this system is to
reduce the electrostatic repulsion between positive charges in the subunit interface, rather
than to form a specific interaction.

One of the most extensively studied examples of specific protein-lipid interactions is
that of PIP2, a phospholipid that appears in minute quantities in the plasma membrane, al-
most exclusively on its cytoplasmic side [262,309]. Despite its rarity, PIP2 is involved in impor-
tant cellular processes, including endocytosis, exocytosis, phagocytosis, and vesicle trans-
port within the cell. The interest in this molecule began when it was found to be a substrate
for the cytoplasmic enzyme phospholipase C (PLC𝛾). PLC𝛾 splits PIP2 into inositol 1,4,5-
trisphosphate (IP3) and diacylglycerol (DAG), two prominent second messengers in signal
transduction pathways. Their combined action leads to the activation of the enzyme protein
kinase C (PKC), which phosphorylates numerous targets within the cell and induces signif-
icant biological responses. Today we know that PIP2 is in fact the source for three second
messengers, and that its influence on the aforementioned processes is carried out mainly
through them [310]. However, it seems that PIP2 may also directly affect membrane pro-
teins, primarily ion channels [309,311] and transporters [312,313]. What advantage does the PIP2
dependency confer to these proteins? At least two come to mind, both related to regula-
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FIGURE 7.26 Interactions between the light-harvesting complex of photosystem II (LHC-II)
and phosphatidylglycerol (PG) in plants. The backbone structure of the trimeric LHC is shown,
with each subunit colored differently. The red and blue lines mark the predicted boundaries of the
membrane (the OPM database [117]). The space between any two adjacent monomers contains a
PG molecule (blue spheres) with one of its fatty acid chains penetrating into the trimer (1) and the
other (2) pointing towards the lipid bilayer. Each PG molecule interacts with protein residues, as
well as with a 𝛽-carotene pigment molecule (green sticks) that runs parallel to one of PG’s chains,
and with a chlorophyll molecule (orange sticks) that lies below this chain.

tion [309]. The first is simple; the dependency on PIP2 ensures that these proteins are inactive
unless they are attached to themembrane. Indeed, there aremany cases in which the plasma
membrane acts as a ‘meeting place’ for signaling proteins. This makes it easier for the dif-
ferent components of the pathway to interact with each other and propagate the signal. The
second advantage of the PIP2 dependency of proteins is indirect; since the levels of PIP2 are
affected by external signals (via the activation of PLC𝛾), the dependency of certain proteins
on this phospholipid subjects them as well to the same external signals.

Proteins bind PIP2 in two main forms:

1. Specifically. This is carried out via a geometrically and chemically compatible bind-
ing site that recognizes PIP2 using basic and other residues. There are several known
binding sites of this kind; the best known is the pleckstrin homology (PH) domain [315].
This domain contains over 100 residues and has already been found to be present
in about 250 human proteins. It is composed of a seven-strand and one 𝛼-helix 𝛽-
sandwich (Figure 7.27). The binding to PIP2 is carried out using basic residues that
form salt bridges with the lipid’s phosphate groups, and also via hydrogen bonds to
other forming residues [316]. Different PH domains bind different phosphoinositides
(PI(3,4)P2, PI(3,4,5)P3), where the spatial arrangement of the residues in the bind-
ing site determines the specificity. Other PIP2 binding sites can be found in other
domains, such as FYVE, PX, and ENTH [315].

2. Non-specifically. This is carried out via disordered protein segments, which adhere
electrostatically and non-specifically to clusters of negatively charged PIP2 in certain
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FIGURE 7.27 Specific binding by the PH domain. The structure of the PH domain of DAPP1
bound to inositol 1,3,4,5-tetraphosphate (I4P) is shown (PDBentry 1fao).Theprotein is shownusing
a ribbon representation. The Arg and Lys residues, interacting electrostatically with I4P, are shown
as lines, with the Nζ of Lys and Nη1, Nη2 of Arg shown as small spheres. For clarity, the backbone is
rendered partially transparent. The basic residues in the figure are positioned such that they interact
optimally and specifically with the phosphate groups of the ligand.

regions of themembrane.The adhesion ismade possible by a number of basic residues
at proximal positions within the sequence, which provide their corresponding seg-
ments with a general positive charge. The proximity of the basic residues to each
other is also the cause for the disordered nature of such segments. One frequently
used example of this type of binding is the aforementioned MARCKS, a 331-residue
protein that is overall acidic, except for a 24-residue stretch, in which 13 residues
are basic [261,317]. The positively charged part of this segment allows it to bind PIP2
molecules and cluster them into a microdomain (Figure 7.28a). Moreover, the bind-
ing of MARCKS competes with PIP2 interactions with other basic cytoplasmic pro-
teins, and it seems that this is used as a regulatory mechanism of PIP2-dependent
signal transduction processes. Indeed, the IP3-mediated rise in cytoplasmic Ca2+ lev-
els (see above) leads to the binding of calmodulin (Ca2+/CaM) to MARCKS, turning
the positive electrostatic potential of MARCKS negative, thus inducing the departure
of MARCKS from the PIP2-rich region of the membrane [262] (Figure 7.28b–d). This
makes PIP2 available to other cytoplasmic signaling proteins, thereby allowing the
signal to propagate. It should be mentioned that the electric field on MARCKS is also
changed by PKC-induced phosphorylation of the protein. As explained above, PKC
is activated by the same signal pathway that activates Ca2+/CaM.

The two forms of PIP2 binding described above differ both in binding specificity and in the
structural requirements of the binding site. Although both forms exist, it seems that specific
binding is more prominent. A mechanistic characterization of PIP2 dependency is often
not straightforward, although some studies have yielded interesting insights. For example,
it has been suggested (based on models) that PIP2 contributes to the gating mechanism of
tetrameric K+ channel-like proteins, by applying an electrostatic force to parts of the protein,
which, as a result, shift and open the channel [309]. Other models that have been suggested
are described in [311].
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(d) (I) (II)

FIGURE 7.28 Modulation of PIP2 availability during signal transduction by MARCKS and
Ca2+/CaM. (a) through (c) A schematic depiction. (a) MARCKS binding to PIP2 lipid (red) via
electrostatic interactions, during the resting state. (b) Ca2+ binding to CaM following the right sig-
nal, and the migration of the complex to the lipid bilayer. (c) Binding of Ca2+/CaM to MARCKS
induces detachment of MARCKS from the membrane. The figure was taken from [262]. (d) Elec-
trostatic potential mapped on the surface (top) and on a two-dimensional slice (bottom) of (I) the
MARCKS-derived 19-residue basic segment, known to bind to both PIP2 and calmodulin (CaM),
and (II) the complex between the same segment and CaM (PDB entry 1iwq). Negative potentials
(0𝑘𝐵𝑇 /𝑒 > Φ > −10𝑘𝐵𝑇 /𝑒) are red; positive potentials (0𝑘𝐵𝑇 /𝑒 < Φ < 10𝑘𝐵𝑇 /𝑒) are blue; and
neutral potentials are white (see color code at the bottom). The electrostatic potential was calculated
using APBS [314]. As can clearly be seen, the free MARCKS segment has a strong positive potential,
which is reversed upon binding to CaM. As explained in themain text, a similar effect onMARCKS’
potential is achieved by PKC-induced phosphorylation of the segment (not shown).
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7.4.2 Effects of membrane proteins on lipid bilayer properties
Hydrophobic inclusions such as proteins inside a membrane perturb the lipid order. The
perturbationworks at several levels, andmay lead to different reactions of the bilayer’s lipids.
In the following subsections we summarize the main effects.

7.4.2.1 Decrease in mobility
Membrane lipids are dynamic, with motions that range from limited vibrations to large-
scalemovements such as lateral diffusion or flipping between bilayer leaflets.Themere pres-
ence of a hydrophobic inclusion in the lipid bilayer reduces the dynamics of lipids bordering
the rigid inclusion, and this translates to loss of entropy. Statistical-thermodynamic models
show that the insertion of even a single helix into the lipid bilayer reduces the entropy, with
a corresponding free energy penalty of +2 kcal/mol [267,318].

7.4.2.2 Deformation and curvature changes
We have seen earlier that, because transmembrane segments vary in length, hydrophobic
mismatch may arise between the length of a given transmembrane segment and the thick-
ness of the hydrocarbon region of the lipid bilayer. Such mismatch may prompt changes
not only in the structure and/or orientation of the transmembrane segment (see Subsec-
tion 7.4.1.1.2 above) but also in the membrane lipids. The primary response of the lipid bi-
layer to such mismatch is deformation, that is, stretching or compression of the acyl chains
around the transmembrane segment, in order to compensate for negative or positive mis-
match, respectively [259,266,319] (Figure 7.29a,c).The deformation leads to a local change in the
curvature of the lipid bilayer, at the protein-lipid interface. This is made possible by the soft
nature of the lipid bilayer, whose compressibility is 109 to 108 N/m2 [320,321]. Recentmeasure-
ments have shown that the effect of protein-induced deformation on membrane thickness
is five times more significant than the effect of cholesterol, which was considered for a long
time to be the prominent factor determining membrane thickness in higher eukaryotes [57].
Lipid-induced changes in curvature seem to be involved primarily in concentrating certain
signaling proteins within the samemembrane region [58].The deformation of themembrane
involves an energy cost, which has been assessed at 0.4 kcal/mol for a 4-Å reduction inmem-
brane thickness [259] (see also [322] for other estimates). Interestingly, computational studies
suggest that even when the length of the transmembrane segment is equal to or shorter than
the hydrophobic thickness of the membrane, the segment may still tilt at least 10° from the
membrane’s normal, to increase its entropy of procession [323–325] (Figure 7.29b).This requires
the membrane to deform inwardly, but the deformation penalty is compensated for by the
entropy gain. In fact, the deformation penalty is associated with another form of entropy,
that of the lipid chains. This is yet another example of two entropy-based terms that balance
each other, in this case in the determination of the optimal tilt angle of the transmembrane
segment in the lipid bilayer.

Protein shape has also been found to affect membrane curvature. That is, integral pro-
teins with asymmetric profiles, i.e., proteins whose extracellular regions are smaller or wider
than the intracellular regions, create either a positive or negative curvature (depending on
the location of the wide region), especially when they oligomerize or aggregate [326] (Fig-
ure 7.30a).
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(a) Positive mismatch (b) Perfect match (c) Negative mismatch

FIGURE 7.29 Membrane deformation resulting fromhydrophobicmismatch between the pro-
tein and lipid bilayer. (a) Positive hydrophobic mismatch. (b) Perfect match. (c) Negative hy-
drophobic mismatch. The helix is represented as a cylinder, with the hydrophobic core in purple
and the hydrophilic termini in white. (a) At positive mismatch, the transmembrane helix tilts, and
the membrane expands to match the helix hydrophobic core. (b) At perfect match, the helix tilts
because of the favorable increase in precession entropy, and the membrane thins so that the polar
helix termini can remain in the lipid head group region rather than partition into the hydrocarbon
region of themembrane. (c) At slight negativemismatch (lower left panel), the transmembrane helix
tilts and the membrane thins locally as in perfect match. In cases of excessive mismatch, the helix
adopts a surface orientation instead of forcing the membrane to thin beyond its elastic limit (lower
right panel). The image is taken from [325] (http://pubs.acs.org/doi/full/10.1021/ct300128x).

In addition to these general properties of proteins, some specific cases are known in which
the behavior of certain proteins has marked effects on membrane curvature:

1. Actin polymerization. The ability of the cytoskeletal protein actin to polymerize in
response to certain signals is directly linked to changes in the plasma membrane, in-
cluding curvature changes. Specifically, the polymerization creates mechanical pres-
sure on themembrane [327], to the point of inducing curvature.This effect is important
for several cellular processes, such as the formation of pseudopodia, phagocytic cups,
endocytic invaginations, and even axonal growth cones (formed during the creation
of the neural synapse) [328,329].

2. Vesicle formation by coat proteins. The formation of transport vesicles inside cells
is carried out by coat proteins such as clathrin, caveolin, COPI and COPII, which are
bound to the membrane peripherally [330–332]. Their activity leads to the application of
mechanical pressure to the bilayer, and this pressure gradually increases the bilayer’s
curvature until the transport vesicle is formed. It was once assumed that the polymer-
ization of these proteins was responsible for creating pressure on the membrane [333].
However, recent data have shown that clathrin, COPI and COPII do not form direct

http://pubs.acs.org/doi/full/10.1021/ct300128x)
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FIGURE 7.30 Membrane deformation resulting from (a) protein shape and (b) mode of bind-
ing. The protein in (a) is the KcsA voltage-gated potassium channel (PDB entry 1j95). With its
teepee-like shape it has an uneven profile along themembrane normal, and is thus expected to cause
membrane deformation. Each of the four chains of the channel is in a different color. (b) A model
illustrating the bending effect of an epsin-like amphipathic helix, which partially immerses inside
the bilayer and may ultimately induce membrane curvature. The figure was taken from [58].

contacts with the membrane, but rather use other proteins (e.g., epsins), which create
themechanical pressure [334].The latter usually contain amphipathic 𝛼-helices that are
partially immersed inside the bilayer with their nonpolar side facing the hydrophobic
core and their polar side stuck like a wedge between the lipid head groups. The lipids
in contact with such 𝛼-helices change conformation to compensate for themembrane
distortion, and that creates positive curvature in the bilayer [58]. What, then, is the role
of clathrin, COPI and COPII? It seems that these proteins are responsible for concen-
trating the pressure-creating proteins in a particular region of the membrane, and
after the vesicle has formed they polymerize to form a scaffold around it.

Formation of transport vesicles is an example of a dramatic, yet physiologically relevant
effect of proteins on membrane curvature.
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7.5 G PROTEIN-COUPLED RECEPTORS

Despite the limited number of experimentally determined structures ofmembrane proteins,
the extensive research carried out has yielded numerous insights regarding the structural
and sequence-related requirements for the function of these proteins. In this subsection we
discuss structure-function relationships in G protein-coupled receptors (GPCRs), which
play a central role in many physiological processes and related disease, and whose action
involves structural complexity, such as changing conformation and binding multiple part-
ners.

7.5.1 Introduction
Single-cell organisms and cells in multicellular organisms communicate with their environ-
ments via highly complex signal transduction systems (see Chapter 1, Subsection 1.1.3.5).
Such systems contain multiple components, starting from the cell surface and ending in
intracellular proteins and small molecules (Figure 7.31a). The first cellular component re-
sponding to the incoming message is the membrane-bound receptor. Cells contain a multi-
tude of receptors that respond to different types of messengers. These include external mes-
sengers, absorbed from the organism’s environment (odorants, pheromones, tastes, etc.),
and internal ones (hormones, neurotransmitters, local modulators). When activated, cell-
surface receptors can relay the signal into the cell, to a diverse set of enzymes and small
molecules or elemental ions. Most of these species function as transducers-amplifiers, since
they pass on the message while amplifying it by acting on multiple cellular targets. Others
act as end effectors, i.e., proteins whose activation (or inhibition) leads to an end result. This
result may range from relatively small cellular responses, such as the production and/or re-
lease of a chemical compound, to more dramatic responses, such as cellular division and
even suicide.

Membrane-bound receptors can be classified according to their types of responses to
ligand binding:

1. Ion channels

2. Tyrosine kinases

3. Serine and threonine kinases

4. Guanylate cyclases

5. Cytokine receptors (defined by ligand type)

6. G protein-coupled receptors (GPCRs)

GPCRs are by far the largest and most common family of membrane receptors. They are
widely represented in most life forms*1; in vertebrates they constitute 1% to 5% of the entire
genome [336–338], and in the human genome they are encoded by more than 800 genes [339].

*1GPCRs seem to be missing in plants, although this matter is controversial. G-proteins do exist in plants,
but it has been claimed that they are activated by receptor-like kinases (RLKs) rather than by GPCRs [335].
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Another impressive trait of GPCRs is their ability to respond to a huge variety of external
messengers, including proteins, peptides, small organicmolecules, elemental ions, and even
photons of light.Thesemessengersmay function as hormones, neurotransmitters, local me-
diators, pheromones, or environmental factors. Accordingly, GPCRs participate in numer-
ous physiological processes [340], and are involved in many diseases and pathological syn-
dromes, in which they are either inactive or overactive*1. These diseases include hyperten-
sion, congestive heart failure, stroke, cancer, thyroid dysfunction, congenital bowel obstruc-
tion, abnormal bone development, night blindness, and neonatal hyperparathyroidism [343].
Clearly, GPCRs are promising drug targets, and indeed, it is estimated that 30% to 50% of
clinically prescribed drugs act by binding to GPCRs and changing their activity [343–346].

7.5.2 GPCR signaling
7.5.2.1 General view
As their name implies, GPCRs relay signals into cells primarily via large GDP/GTP-binding
proteins, called G-proteins. Once activated, G-proteins may activate different effector pro-
teins in a process resembling a cascade.That is, eachmolecule activates a number of effector
proteins, and the number of activated proteins grows as the signal advances downstream of
the pathway. Thus, the end result of GPCR signaling usually involves either the activation
or inhibition of a large number of effector proteins, which include enzymes, ion channels,
proteins associated with transport vesicles, and others. The types of proteins activated in
a given GPCR pathway depend on the messenger molecule, GPCR, and G-protein that
are activated. For example, in the cAMP-PKA pathway (Figure 7.31b), signaling via certain
GPCR and G-protein types leads to activation of adenylyl cyclase (AC) and the produc-
tion of the second messenger cAMP. The latter activates protein kinase A (PKA), which in
turn phosphorylates numerous cytoplasmic proteins. The phosphorylation activates some
of the proteins, while inactivating others. In another universal signaling pathway, the G-
protein activates phospholipase C (PLC) instead of adenylyl cyclase. PLC hydrolyzes the
membrane lipid phosphatidylinositol 4,5-bisphosphate to two second messengers, diacylglyc-
erol (DAG) and inositol 1,4,5-trisphosphate (IP3). The combined action of both messengers
leads, through a massive, yet short-lived Ca2+ influx into the cytoplasm, to the activation of
protein kinase C (PKC), which phosphorylates different proteins than does its PKA coun-
terpart, thus leading to different outcomes.

Because it involves multiple components, GPCR signaling is inherently complex. This
complexity is compounded by the following properties:

1. A single GPCR may activate different G-proteins, and even certain non-G pro-
teins [349]. For example, the 𝛽2-adrenergic receptor is known to activate the MAP ki-
nase pathway.

2. Most GPCRs tend to have some degree of baseline activity [350].That is, they are active
to some extent even when not binding their activating ligands (agonists).

*1For example, overactive GPCRs may affect the formation and spreading of tumors by trans-activating
cancer-related receptors such as the epidermal growth factor receptor (EGFR) [341], and by promoting cell
migration during metastasis [342].
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(a)

(b)

FIGURE 7.31 Themain players in a typical signal transduction cascade. (a) A general scheme
showing the principal components in a signal transduction cascade. Stimuli (e.g., hormones, neuro-
transmitters or growth factors) act on cell-surface receptors, which activate transducers to relay the
signal into the cell. The transducers use amplifiers to generate internal messengers, which either act
locally or diffuse throughout the cell. These messengers then engage sensors that are coupled to the
effectors responsible for activating cellular responses. Note that the order of some of the components
may differ somewhat across different signaling pathways. For example, messengers may be used to
activate amplifiers instead of being produced by them (see panel (b)). The green arrows indicate ON
mechanisms, which enable information to flow down the pathway, and the red arrows indicate op-
posing OFF mechanisms, which switch off the different steps of the signaling pathway. Virtually all
of the components mentioned above may be proteins. The image is taken from [347]. (b) The cAMP-
PKA cascade. Binding of an external chemical messenger (hormone, neurotransmitter, etc.) to a
membrane-bound protein receptor induces the activation of an enzyme called a G-protein, which
acts as a transducer. The activation of the G-protein leads to the activation of adenylyl cyclase (AC),
which catalyzes the conversion of ATP into cyclic AMP. The latter acts as an intracellular messen-
ger. It binds to and activates the enzyme amplifier PKA, which, in turn, phosphorylates a large set
of cytoplasmic proteins. The phosphorylated proteins may activate other cellular components, or
perform a certain function (that is, they may act as sensors and/or effectors). In any case, this signal
transduction eventually leads to changes in the cell’s behavior, i.e., to a biological response.
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3. A single GPCR may respond to different types of ligands, each eliciting a different
outcome [351] (Figure 7.32):

• Full agonists induce maximal receptor activity by stabilizing an active confor-
mation.

• Inverse agonists decrease the baseline (constitutive) activity of the receptor by
stabilizing an inactive conformation.

• Partial agonists induce partial activity since they have some affinity to both active
and inactive conformations.

• Antagonists prevent other ligands from binding to the GPCR and activating it.

These observations are in line with two currently accepted models of protein dynam-
ics [350]. The first, referred to as the ‘pre-existing equilibrium’ model [352–362] (see Chap-
ter 5), stipulates that even in the absence of a bound agonist, the active conformation
of the protein is sampled sufficiently to yield some degree of baseline activity [363].The
second is the so-called ‘conformational selection’ model [364–370] (see Chapter 8), which
stipulates that each ligand binds and stabilizes a different conformation of the GPCR,
which has a different intrinsic activity. Since a single GPCR can modulate different
pathways, the same ligand may have opposing effects on two different pathways that
are modulated by the same GPCR, by stabilizing a conformation of the GPCR that is
compatible with only one of the pathways [371]. This phenomenon is often used in the
design of drugs acting on GPCRs.

4. The activity of GPCRs may be affected by their oligomerization (see below), by their
localization to certain membrane compartments, or by the lipid composition of the
membrane [371].

Ligand concentration

Re
sp
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se

Full agonist

Partial agonist

Neutral agonist

Inverse agonist

FIGURE 7.32 Idealized dose response curves of a cellular receptor to a full agonist, partial ag-
onist, neutral antagonist, and inverse agonist.The constitutive activity of the receptor is assumed
to be zero. Note, however, that many receptors have a baseline activity even in the absence of an
agonist. Adapted from [348].
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7.5.2.2 G-protein mechanisms and regulation
As explained above, GPCRs relay external signals into the cell via G-proteins. Each of these
proteins contains three subunits, 𝛼, 𝛽, and 𝛾 (or G𝛼, G𝛽 and G𝛾 , respectively), which may
appear in different forms; so far, 23 genes have been found to code for G𝛼, 5 for G𝛽, and
12 for G𝛾 [338]. Based on the G𝛼 types, G-proteins have been classified into four different
families, each of which tends to activate or inhibit specific targets [372]:

• G𝛼s – activates adenylyl cyclase → cAMP-PKA signaling cascade. This family is also
over-activated by the cholera toxin via covalent modification.

• G𝛼i/o – inhibits adenylyl cyclase and activates c-Src tyrosine kinases; covalently inac-
tivated by the pertussis toxin.

• G𝛼q/11 – activates PLC𝛽 → IP3-PKC signaling cascade.
• G𝛼12/13 – leads to Rho activation.
• G𝛼transducin – activates cyclic GMP (cGMP) phosphodiesterase (transducin) in the

retina.
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In the G-protein’s resting state, its three subunits, G𝛼, G𝛽 and G𝛾 , are bound tightly to each
other, and G𝛼 binds the guanine nucleotide GDP (Figure 7.33). The G-protein is attached
to the membrane via covalently-bound lipid chains; a palmitoyl or myristoyl chain bound
to G𝛼’s N-terminus, and an isoprenyl chain bound to the C-terminal CAAX motif of G𝛾
(not shown). G𝛽 is tightly bound to G𝛾 via nonpolar interactions and therefore need not be
attached to themembrane covalently.The ‘resting’ G-proteinmay bind to an active (agonist-
bound) or inactive GPCR, or just drift in themembrane. However, when it binds to an active
GPCR, it switches from a resting state to an active state. Specifically, the activated, agonist-
inducedGPCR conformation induces a conformational change in theG-protein’s 𝛼 sub-
unit (G𝛼), leading to the exchange of GDP with GTP (Figure 7.33, step 2).Thus, the im-
mediate role of GPCRs is to act as GDP/GTP exchange factors (GEF)*1. The binding of GTP
to G𝛼 leads to the departure of the latter from the G𝛽𝛾 complex, and the binding of G𝛼
to an effector protein (Figure 7.33, step 3). This binding activates the effector protein. The
G𝛽𝛾 complex also has its effectors, which may be different from or identical to those of G𝛼
(e.g., PLC [376]). G𝛼 possesses GTPase activity, and after a short while hydrolyzes its bound
GTP to GDP. This returns G𝛼 to its original conformation, allowing it to reattach to the 𝛽𝛾
subunits (Figure 7.33, step 4). The resting state is restored, and the entire system is ready for
another activation cycle. Interestingly, the intrinsic GTPase activity of G𝛼, though present,
is too slow for cellular requirements. G-proteins must therefore use the assistance of pro-
teins referred to as ‘regulators of G protein signaling’ (RGSs) to accelerate GTP hydrolysis
to the required speed [377]. The GPCR cycle also includes regulative steps that ensure the
inactivation and internalization of the GPCR (Figure 7.33, steps 4 through 6). The steps are
discussed below.

FIGURE 7.33 TheGPCRsignaling cycle. (Opposite)The cycle includes six basic steps: (1) binding
of agonist (aquamarine spheres) to the extracellular domain of the inactive GPCR (orange ribbon),
followed by the binding of G-protein to the intracellular part of the GPCR. The GPCR structures
shown here are those of the 𝛽2-adrenergic receptor: the inactive structure is taken from PDB entry
2rh1 and the active structure is taken from entry 3sn6. In the G-protein’s resting state, the G𝛼 sub-
unit, represented by the green ribbon, is attached to the 𝛽𝛾 subunits, represented by the purple and
blue ribbons, respectively. G𝛼 in this state is bound to GDP (yellow sphere). The G𝛼 subunit and the
G𝛾 subunit are covalently attached to the membrane (short wavy curves). (2) and (3) Activation of
the G-protein, which involves exchange of GDP with GTP (red sphered) in G𝛼’s nucleotide binding
site (2), separation of G𝛼 from G𝛽𝛾 and binding of G𝛼 to an effector protein (3). The G𝛼-effector
complex shown here is taken fromPDB entry 1cul.The effector in this complex is the enzyme adeny-
lyl cyclase, and only the catalytic subunits are shown (yellow ribbon). The entire region of adenylyl
cyclase, which also consists of a transmembrane domain, is marked by the dashed line. The binding
of the G𝛽𝛾 complex to its effector protein is not shown. (4) after a certain amount of time G𝛼 hy-
drolyses its bound GTP molecule, which causes G𝛼 to separate from its effector protein and re-bind
to the G𝛽𝛾 complex. Following the activation of the GPCR and G-protein, the GPCR undergoes
deactivation to terminate the signal. This process includes binding of a G protein-coupled receptor
kinase (GRK) to the intracellular domain of the GPCR (3), phosphorylation of the domain by the
GRK (4), and binding of arrestin (cyan) to the phosphorylated domain (5, PDB entry 4zwj). The
binding prevents the GPCR from re-binding to the G-protein and also induces the internalization
and recycling of the GPCR (see Subsection 7.5.5).The entire activation-deactivation cycle is brought
to completion with arrestin’s departure from the GPCR and return of the system to its resting state
(6).

*1Note that while GPCRs can bind several types of G-proteins, each GPCR has a strong preference for one
G-protein [375].
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7.5.3 GPCR structure
7.5.3.1 General features
As in the case of other membrane-bound proteins, GPCRs’ structures have also been late to
arrive due to technical difficulties. However, in recent years the difficulties have been suc-
cessfully tackled, and numerous structures of GPCRs have emerged, although most of these
belong to class A*1. Many of these structures have been solved by Brian Kobilka’s group. Ko-
bilka and Robert Lefkowitz received the 2012 Nobel Prize in Chemistry for their work on
GPCRs, starting from the detection of the 𝛽-adrenergic receptor and identification of the
gene that codes for it. As of the end of 2017, the PDB contained 220 GPCR structures that
have been experimentally determined. These correspond to ~25 different receptors (with-
out counting subtypes), including those for adrenaline, adenosine, dopamine, histamine,
acetylcholine, serotonin, glutamate, opioids, sphingosine, chemokines, neurotensin, purine
nucleosides, and free fatty acids (see reviews in [378,379]).These studies indicate that GPCRs
share several common structural characteristics, the primary characteristic being a
transmembrane core containing seven 𝛼-helical segments, termed TM1 through TM7,
and arranged in a counter-clockwise configuration (when viewed from the extracellular
side; Figure 7.34a–e) [336,372]. Although not all seven-transmembrane receptors are GPCRs,
most are. The seven helices are preceded by the extracellular N′, and followed by the intra-
cellular C′. The transmembrane segments are interconnected by loops of different lengths
at both the extracellular and intracellular sides (these loops are termed ECL1-3 and ICL1-3,
respectively). Spectroscopic studies focusing on the refolding of bacteriorhodopsin (a seven-

FIGURE 7.34 G protein-coupled receptors (GPCRs). (Opposite) (a) The overall structure of the
GPCR–G-protein system. (I) A schematic depiction of GPCRs, taken from [336]. The left side of the
image shows a GPCR dimer, bound to its cognate G-protein. The upper-left side shows the differ-
ent ligands that may bind to the extracellular side of the GPCR and activate it, and the upper-right
side shows examples of two of the possible ligands, i.e., proteins and small molecules. The effector
molecule, i.e., the enzyme or channel that may be affected by the activated GPCR, and as a result
induce the action of a second messenger, is shown on the right side of the figure. (II) The three-
dimensional structure of the 𝛽2-adrenergic receptor in complex with Gs-protein (PDB entry 3sn6).
The GPCR is shown in orange, with the agonist presented as grey spheres. The 𝛼, 𝛽, and 𝛾 subunits
of the G-protein are colored in green, magenta, and blue, respectively. (b) The crystal structure of
inactive bovine rhodopsin (PDB entry 1hzx). The N′ of the polypeptide chain faces the extracellular
side of the membrane. Each of the seven transmembrane helices in the core of the protein is col-
ored differently. (c) through (e) Other GPCRs of known structure positioned similarly to rhodopsin
in (b), colored by secondary structure (top) and evolutionary conservation level (bottom). Conser-
vation levels (cyan – lowest, maroon – highest; see color code in figure) are estimated using ConSurf
(http://consurf.tau.ac.il) [373,374]). (c) The 𝛽1-adrenergic receptor bound to the antagonist cyanopin-
dolol (PDB entry 2vt4). The structure contains several point mutations in the transmembrane re-
gion, as well as deletions in the C′ region, which were introduced to increase its stability. (d) The
𝛽2-adrenergic receptor bound to the inverse agonist carazolol (PDB entry 2rh1). (e) The adenosine
(A2A) receptor bound to the antagonist ZM241385 (PDB entry 3eml). It is noteworthy that one of
the transmembrane spans forms a banana-like helix.

*1For a list of all known GPCR structures, including annotations on co-crystallized ligands and their func-
tional effects, see the GPCRDB database (URL: http://gpcrdb.org/).

http://gpcrdb.org/
http://consurf.tau.ac.il
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transmembrane protein that does not interact with a G-protein) in lipid vesicles imply that
the common seven-transmembrane core of GPCRs is not accidental, as seven is theminimal
number of transmembrane helices required for preserving the environment of the ligand.
On the basis of that observation, White speculated that seven helices can “provide ample
space for ligands, through relatively minor helix distortions and reorientations, without the
need to increase or decrease the number of transmembrane helices” [161]. Besides the number
of transmembrane helices and loops, most GPCRs also share certain sequence motifs
(see below), and a disulfide bond between a cysteine residue at the extracellular tip of
TM3 and another cysteine residue in ECL2*1. The disulfide bond is important in shaping
the entrance to the ligand-binding pocket. As we will see below, the extracellular domain
(ECD) of GPCRs is the principal ligand-binding site, although in many GPCRs the ligand
may also interact with parts of the transmembrane domain (TMD) [380].

Despite sharing several structural characteristics, GPCRs differ in several ways, and
these differences give rise to diversity. Most of the differences are localized at the intra-
and extracellular regions of the protein, but some are in the transmembrane region. For ex-
ample, a GPCR may contain additional helices beyond the seven that span the membrane.
This is the case in the 𝛽-adrenergic receptors, which contain an eighth helix, positioned
along the extracellular membrane plane (Figure 7.34c–d). There have also been reports of
a 𝜇-opioid receptor variant that has only six transmembrane helices [381,382], as well as of
a GPCR-like sequence with a predicted transmembrane domain comprising only five he-
lices [383], but these predictions have not been confirmed structurally. Phylogenetic analysis
shows that GPCRs can be grouped into six classes, based on their similarity (see [336] for
further detail):

• Class A or 1 (rhodopsin class). This class includes most GPCRs (~85%); members
of this class respond to both endogenous and exogenous (odorants, pheromones) lig-
ands. Proteins in this class can be further grouped into the following subclasses:

Subclass I includes receptors that respond to small ligands (e.g., neurotransmitters
or even light photons), and whose ligand-binding sites reside within the trans-
membrane region. Clustering of GPCRs belonging to this subclass [384] suggests
that they can be further divided into the following groups: amine, opsin, mela-
tonin, prostaglandin, andMECA (melatonin, EDG, cannabinoid and adenosine).

Subclass II includes receptors for peptides. The ligand-binding site of each member
of this subclass is built from several segments on the protein’s extracellular side.

Subclass III includes receptors for glycoprotein hormones. The binding site of each
protein in this subclass resides primarily in the protein’s very large extracellular
domain.

• Class B or 2 (secretin class). These proteins are similar to class AIII despite a lack of
sequence similarity. They respond to large protein and peptide hormones such as:

Gastrointestinal hormones and factors: glucagon, secretin, vasoactive intestinal
peptide (VIP), glucagon-like peptide 1 (GLP-1), glucose-dependent insulinotropic
polypeptide (GIP), and others.

*1Many GPCRs contain multiple disulfide bonds in the extracellular domain; these bonds stabilize the pro-
tein’s structure.
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Other hormones and factors: corticotropin-releasing factor (CRF), growth hor-
mone-releasing factors (GRF), calcitonin, pituitary adenylate cyclase activating
polypeptide (PACAP), and parathyroid hormone (PTH).

Class B GPCRs are also targeted by 𝛼-latrotoxin, the toxin produced by the black
widow spider.

• Class C or 3 (glutamate class). This class includes metabotropic glutamate re-
ceptors (mGluRs), Ca2+-sensing receptors (CaSRs) of the parathyroid, kidney, and
brain [385], GABAB receptors, pheromone receptors, sweet and amino acid taste re-
ceptors (TAS1R), and odorant receptors in fish [386].

• Class D or 4 includes fungal mating pheromone receptors.

• Class E or 5 includes cAMP receptors inDictyostelium discoideum (slimemold).They
are involved in developmental control of the organism.

• Class F or 6 (Frizzled/Smoothened class). Members of this class are involved in
many cellular and physiological processes (e.g., embryonic development). They ac-
tivate key signaling pathways, such as the Wnt pathway.

Note that all classes also include orphan receptors, i.e., proteins that share structural char-
acteristics with known receptors, but are activated by natural ligands that are yet to be
found [387].

In the following subsections we will focus on class A GPCRs, for which we have ample
structural knowledge. In Subsection 7.5.6 we discuss GPCRs of classes B, C, and F.

GPCRs were initially assumed to work as single polypeptide chains, in contrast to re-
ceptor tyrosine kinases, which are known to dimerize. Today, however, it is recognized that
manyGPCRsdimerize or oligomerizewithinbiologicalmembranes [336,388–390], and such
events are believed to have a role in GPCR signal transduction and crosstalk between
different signaling pathways [391,392]. Much of the information gathered on GPCR dimer-
ization comes from class C receptors, which are active only in their dimeric form [393,394].
Whereas some of these, such as mGluRs, are homodimers, others, such as the GABAB re-
ceptor, are heterodimers. In the case of the GABAB receptor, one polypeptide chain binds
the ligand whereas the other binds the G-protein [395], and is also needed for bringing the
entire receptor to the cell surface. Dimerization and oligomerization, with a preference for
homodimers, have also been observed in class A GPCRs [396–399] (Figure 7.35). Interest-
ingly, in this class the monomeric form is also active [397,400], and the role of dimerization
(or oligomerization) is probably regulatory for the most part. That is, dimerization facili-
tates better regulation of GPCR activity through cooperativity, crosstalk between different
GPCRs in the same heterodimer, etc. [389] Dimerization is usually mediated by the trans-
membrane region of the GPCRs, but other regions may contribute as well [379]. For example,
in the 𝛽1-adrenergic receptor the dimer has two interfaces, involving residues from trans-
membrane helices, as well as from extracellular and intracellular loops [401].Moreover,mem-
brane lipids may also contribute to dimerization, as has been suggested in the case of the
𝛽2-adrenergic [402], 𝜇-opioid [403], and mGlu [404] receptors.
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(a) (b)

FIGURE 7.35 A two-fold symmetric dimer formed by the 𝜇-opioid receptor [396]. The receptor
(PDB entry 4dkl) is shown in a surface representation from (a) the side and (b) the top (extracellu-
lar). Eachmonomer is colored differently.The two bound ligands (one in eachmonomer) are shown
as spheres. The red and blue lines mark the predicted boundaries of the membrane (the OPM data-
base [117]). The dimerization is mediated by a four-helix bundle motif, formed by TM5 and TM6
(shown as cylinders). On their opposite faces TMs 5 and 6 line the ligand-binding sites, which may
be related to the role of dimerization in regulating receptor activity.

7.5.3.2 Structural variations among GPCRs
Since the year 2000, bovine rhodopsin in its inactive state has been the only source for ac-
curate structural analysis of GPCRs. Rhodopsin is a light-activated protein in retinal rod
cells, whose function is to convert visual input into neuronal signals that can be transmit-
ted to the brain (via the optic nerves) for processing. Although it has a highly specialized
function, rhodopsin has always been a model for the structure of class A GPCRs, mostly
because of its overwhelming abundance*1 and stability; in complete darkness, it assumes
only a single (inactive) conformation. These properties enabled scientists to characterize
the structure of rhodopsin much earlier compared with other GPCRs, and to study the pro-
tein extensively using various approaches [405]. 𝛽-adrenergic receptors, which respond to
catecholamines (see Box 7.2), have also served as popular models of class A GPCRs. As in
the case of rhodopsin, their popularity stems from historical reasons; the 𝛽-adrenergic re-
ceptors were the first GPCRs to be sequenced and cloned after rhodopsin [406], and their
three-dimensional structures were also solved quite early. Compared with rhodopsin, how-
ever, adrenergic receptors and many other GPCRs are considerably less stable, and their
crystallization requires the use of stabilization methods. These usually include mutations or
truncation of unstable parts (e.g., the third intracellular loop, ICL3) and attachment of these
parts to an antibody fragment or to another protein (e.g., T4-lysozyme). Lower stability is
often related to increased flexibility, which suggests that even when the GPCR is agonist-
free and inactive, it can still sample other conformations, including the active one. Indeed,
as noted above, most GPCRs are characterized by baseline activity even in the absence of an
activating signal, whereas rhodopsin has no baseline activity.

*1It constitutes 90% of the protein in purified retinal rod outer segments.
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As explained above, GPCRs share very similar structures (especially within each class),
which is remarkable considering the low sequence identity among members of the group.
For example, rhodopsin and the 𝛽2-adrenergic receptor share only 21% identical amino
acids, yet the r.m.s.d. between their structures is merely 2.3 Å, and in the transmembrane
region it is 1.6 Å. Nevertheless, some differences do exist between GPCRs, and these merit
analysis. In the following paragraphs we review the main conclusions obtained thus far for
class A GPCRs, by addressing the three different regions of GPCRs (i.e., extracellular, trans-
membrane and intracellular) separately.

1. The extracellular (EC) region
As expected, most of the differences between GPCRs are localized to the extra-
cellular domain (ECD), and particularly to the ligand-binding site and adjacent
loops [371]. ECL2 is particularly important in distinguishing among GPCR structures,
as it is the largest loop and can therefore assume different conformations. In contrast,
ECLs 1 and 3 aremuch shorter and usually do not have a distinct secondary structure.
Here are a few examples:

Rhodopsin (Figure 7.36a): The EC region has a compact, rigid tertiary structure,
which significantly restricts the access of solvent and other molecules to the
ligand-binding pocket [407]. This is not surprising; first, rhodopsin’s ‘ligand’ is
light (i.e., photons), which does not require a wide entrance. Second, solvent ac-
cess to the retinal cofactor (see Subsection 7.5.4 below) would result in hydrol-
ysis of the bond connecting the retinal to the polypeptide chain [371]. The main
structural element preventing the solvent from reaching the retinal is ECL2,
which forms a short 𝛽-sheet. It also blocks the main entrance to the ligand-
binding pocket and prevents movement of the transmembrane helices [405].

𝛽-adrenergic receptors (Figure 7.36b): These represent the opposite case, with an
open EC region. In particular, ECL3 does not interact with any of the other
loops, ECL2 forms a very short helix, and the N′ is altogether disordered [371,407].

Adenosine (A2A) receptor (Figure 7.36c): ECL2 lacks secondary structure, yet re-
mains rigid due to disulfide bridges that stabilize it and the entire extracellular
region of the receptor. Polar and van der Waals interactions involving the three
loops also contribute to stabilization. It has been suggested that the role of the
disulfide bridges is to constrain segments of the EC regions that are involved in
ligand binding [407].

Neurotensin receptor (Figure 7.36d) and other peptide-binding GPCRs: The ex-
tracellular region is more open than that in non-peptide-binding GPCRs, and
ECL2 forms a hairpin structure.

Sphingosine1-phosphate receptor (Figure7.36e) andother lipid-activatedGPCRs:
The extracellular region is capped by the N′ (organized as a helix) and ECL1,
which block the entrance of the ligand to its binding pocket. In these GPCRs,
the highly hydrophobic ligands are thought to gain access to their binding pock-
ets through the membrane.

2. The transmembrane region and ligand-binding pocket
This region is where GPCRs vary the least, especially those that belong to the same
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(a) (b) (c)

Rhodopsin 𝛽2-adrenergic receptor Adenosine (A2A) receptor

(d) (e)

Neurotensin receptor Sphingosine 1-phosphate receptor

FIGURE 7.36 The extracellular regions of different class A GPCRs. (a) Bovine rhodopsin (PDB
entry 1hzx).The first, second and third extracellular loops are in blue, orange, and red (respectively),
whereas the N-terminus is in green (the loop numbers are also noted in the image). The retinal
cofactor is presented as magenta spheres, within the transmembrane region (in grey). (b) Human
𝛽2-adrenergic receptor (PDB entry 2rh1). The ligand, carazolol, is presented as magenta spheres.
(c) Human adenosine (A2A) receptor (PDB entry 3eml). Sulfur atoms of loop-related disulfide bonds
are shown as small cyan spheres, and the ligand as magenta spheres. (d) Rat neurotensin receptor
(PDB entry 4xee). (e) Human sphingosine 1-phosphate receptor (PDB entry 3v2w).
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class. Still, even this region contains parts that are structurally more similar than oth-
ers.This is evident in a structural alignment between the various structures, showing a
core of 97 residues that have a Cα-r.m.s.d. of only 1.3 Å [407].The other, less structurally
similar residues, are expected to be involved in those functions that make GPCRs dis-
tinct from each other, i.e., ligand- and G-protein-binding. One of the common struc-
tural characteristics of the GPCRs listed above is the chemical environment of the
highly conserved NPxxY motif, located at the intracellular end of TM7 [371]. This re-
gion is involved in key conformational changes occurring during GPCR activation
(see Subsection 7.5.4 below). Interestingly, the helix in all the above GPCR structures
is distorted in this region due to the presence of Pro in the sequencemotif.The helical
distortion is, however, stabilized electrostatically by hydrogen bonds to other residues
or adjacent water molecules (Figure 7.37).

FIGURE 7.37 Stabilization of helical kink by hydrogen bond.TM7 of the 𝛽2-adrenergic receptor
is shown as a red ribbon.Thekink of the helix is seen clearly.Theproline residue that induces the kink
is presented as sticks. The kink breaks the backbone hydrogen bond involving the carbonyl oxygen
of Ser-336. However, the latter is stabilized by Asn-59 of TM1 (blue ribbon), which hydrogen-bonds
to Ser-336 (dotted black line).

The structure of the 𝛽2-adrenergic receptor [402,408] provides interesting insights re-
garding GPCR-lipid interactions. The structure contains a cholesterol-binding site
between transmembrane helices 2 through 4, which comprises evolutionarily con-
served residues.These include Trp-158 and Ile-154 on TM4, and Ser-74 on TM2 (Fig-
ure 7.38). Trp-158, which is highly conserved, is geometrically compatible with the
ring(s) of the bound cholesterol. This compatibility optimizes the nonpolar, van der
Waals and CH-𝜋 interactions between Trp-158 and cholesterol. It has been suggested
that the cholesterol-binding residues constitute an allosteric site of GPCRs [407], in
accordance with the proposed role of cholesterol as a modulator of the function of
membrane proteins in general [409,410], and of GPCRs in particular [411–413]. As men-
tioned above, cholesterol and other membrane lipids are also thought to contribute
to the dimerization of GPCRs, which itself is believed to participate in the regulation
of GPCR signaling.
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FIGURE 7.38 Cholesterol binding to the 𝛽2-adrenergic receptor (PDB entry 3d4s).The choles-
terol molecules are shown as sticks (colored by atom type), whereas the receptor is represented as
ribbons, colored according to evolutionary conservation level (cyan – lowest, maroon – highest; see
color code in figure). The conservation levels are calculated using ConSurf (http://consurf.tau.ac.
il) [373,374]. The evolutionarily conserved residues Trp-158, Ile-154 and Ser-74 are shown as sticks.
These residues are adjacent to the site of many therapeutic agents that act on class A GPCRs [407],
and their location is an attractive target for future drugs.

Though the ligands of all class A GPCRs interact with both the transmembrane and
EC domains, the position of the binding pocket varies significantly across the differ-
ent receptors, although not in all cases. For example, the pockets of rhodopsin and
the 𝛽-adrenergic receptors are quite similar to each other, with the ligand extend-
ing between TMs 3 and 7 and the interface between TMs 5 and 6 [407]. However, in
rhodopsin the bound retinal cofactor extends further and is in physical proximity
with Trp-265 on TM6, which is part of the conserved CWxP motif (Figure 7.39a).
This residue, together with Phe-208, is part of a mechanism called the ‘transmission
switch’ [414], which participates in the propagation of the signal to the intracellular
part of rhodopsin upon activation (see Subsection 7.5.4 below). In the 𝛽-adrenergic
receptors the inverse agonist is separated from Trp-286 (the equivalent of Trp-265)
by aromatic residues. In contrast to rhodopsin and the 𝛽-adrenergic receptors, the
binding pocket of the adenosine (A2A) receptor has a very different location. First, it
is located closer to the interface between TM6 and TM7, where the ligand can interact
with the second extracellular loop, ECL2. Second, the ligand extends perpendicularly
to the membrane plane, and seems to be shifted towards the membrane-solvent in-
terface, where part of it is solvent-exposed [117].
Peptide-binding GPCRs such as the chemokine, neurotensin, and opioid receptors
have to accommodate ligands that are larger than biogenic amines like adrenaline,
or nucleotides like adenosine. As a result, the binding sites in these GPCRs tend to
be shallower than those in the other class A GPCRs, and the peptide ligands tend to
bind closer to the extracellular domain (Figure 7.39b). Still, as in GPCRs that bind
small molecules, there is variability in ligand locations and interactions within the
peptide-binding GPCRs [378].

http://consurf.tau.ac.il
http://consurf.tau.ac.il
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(a)

(b) (I) (II) (III)

NTS1 receptor 𝛿-opioid receptor CXCR4

FIGURE 7.39 Ligand binding sites in class A GPCRs. (a) The sites of rhodopsin, the 𝛽2-
adrenergic receptor, and the A2A receptors are represented by their respective ligands, as blue, red,
and green sticks. Rhodopsin’s Trp-265 is shown in magenta. For clarity, only rhodopsin’s helices are
shown, in grey. (b) Peptide binding to class A GPCRs. (I) the neurotensin 1 (NTS1) receptor (PDB
entry 4xee), (II) the 𝛿-opioid receptor (PDB entry 4rwa), and (III) CXCR4 (the human chemokine
receptor 4, PDB entry 3odu). As the image demonstrates, in peptide-binding receptors, the peptides,
shown as yellow sticks, tend to bind closer to the extracellular domain of the GPCR than compared
to the small ligands of other class A GPCRs.

3. The intracellular region
The structure of the intracellular region of GPCRs is relatively conserved, proba-
bly because of the limited diversity of potential binding partners, which include
G-proteins, arrestins, and G protein-coupled receptor kinases (GRKs; see Subsec-
tion 7.5.5 below). Members of class A GPCRs have several distinct structural char-
acteristics, one of which is the conserved sequence motif D/ERY at the intracellular
side of TM3 [336]. The three-dimensional structure of rhodopsin, which was the first
GPCR structure to be determined, demonstrated an electrostatic interaction, referred
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to as the ‘ionic lock’, between Arg-135 of the motif and the adjacent Glu-247 on TM6
(Figure 7.40). The sequence involved in the ionic lock was conserved, suggesting that
the interactionwas important. Furthermore, it was found that activation of rhodopsin
leads to the disruption of the ionic lock (see below). On the basis of these data, in ad-
dition to data obtained from mutational studies, it was suggested that the ionic lock
is important for the stabilization of the inactive state of GPCRs, and possibly for their
activation or signaling as well [371,407]. However, when the three-dimensional struc-
tures of other inactive GPCRs (e.g., the 𝛽-adrenergic receptors, the A2A receptor, and
the muscarinic (M2) receptor) were determined, the ionic lock was found to be ab-
sent in these structures.Other studies of 𝛽-adrenergic receptors have indicated that
the ionic lock is in fact in constant equilibrium between two conformations, one
in which it is formed and the other in which it is broken [415,416]. The partial or
complete absence of the ionic lock in the inactive forms of 𝛽 and A2A receptors
may explain why these receptors have measurable baseline activity in their inac-
tive states, whereas rhodopsin does not [417].
Another interesting point emerges from comparing the structures of vertebrate and
invertebrate rhodopsins, represented by bovine [418] and squid [419,420] rhodopsins,
respectively. As far as their function is concerned, the two proteins respond to the
same agonist and differ only in their G-protein specificity. Intriguingly, this differ-
ence seems sufficient to create detectible topological differences in the intracellular
regions of the two structures [407]. The largest difference is in the third intracellular
loop, ICL3, which is attributed to the longer sequence of squid rhodopsin in that re-
gion [421]. Indeed, ICL3 is considered to confer specificity to the intracellular binding
partner; swapping this part between GPCRs results in switching the receptors’ G-
protein selectivity [422].

FIGURE 7.40 TheD/ERY motif. The figure shows the Arg residue of the D/ERY motif in the in-
tracellular domain of rhodopsin (colored by atom type) and the 𝛽2-adrenergic receptor (red). In
rhodopsin, this residue forms an ionic interaction (dashed line) with an adjacent Glu residue (col-
ored by atom type). However, in the 𝛽2-adrenergic receptor it is too far from its respective Glu (red)
to be engaged in a salt bridge.
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BOX 7.2 ADRENERGIC RECEPTORS: FIGHT YOUR ASTHMA AND YOUR
ENEMIES

Adrenergic receptorsmediate the physiological effects of adrenaline and noradrenaline
in the animal body [423] (Figure 7.2.1)*a. Adrenaline and noradrenaline belong to a
group of hormones and neurotransmitters called ‘catecholamines’, which are produced
from the amino acid tyrosine [424–426]. There are two sources of catecholamines in the
animal body: the nervous system and themedulla (core) or the adrenal glands.Thener-
vous system implicates catecholamines in neurotransmission*b, whereas the medulla
implicates them — and particularly adrenaline — in hormonal action. The two cate-
cholamines have a very important function; they prepare the body for a situation called
‘fight-or-flight’ [428] (Figure 7.2.2). It is easy to understand this situation when consid-
ering the lives of wild animals and prehistoric man. In both cases, life in the wild is full
of danger for the individual. The danger can appear abruptly, in the form of a preda-
tor, competitor, and even a routine, yet catastrophic, act of nature. In such cases, the
difference between life and death often lies in the ability of the individual to respond
very quickly to the danger. This response involves perceiving the danger and taking
appropriate action.

Noradrenaline Adrenaline

FIGURE 7.2.1 Themolecular structures of adrenaline and noradrenaline. Adrenaline is
formed by N-methylation of noradrenaline.

Indeed, upon detection of danger, the brain, which collects input from sensory organs,
innervates other organs (via sympathetic nerves) in order to get them ready for action.
Innervation of the two adrenal glands, located on top of the kidneys, stimulates their
neurosecretory cells to secrete adrenaline (and to a lesser extent noradrenaline) into
circulation, which further enhances the body’s readiness to handle the danger.

As the term ‘fight-or-flight’ implies, the immediate response of the body to danger,
following the action of adrenaline and noradrenaline, may be reduced to two simple
options: fighting or fleeing, depending on the situation. Both types of responses require
top performance of several body systems. First, sensory organs, such as the eyes, must
collect as much information as possible from the environment, so as to be able to alert
the body to danger. Second, skeletal muscles must be ready to respond quickly and

*aAdrenaline and noradrenaline are also called epinephrine and norepinephrine, respectively.
*bAlthough both adrenaline and noradrenaline are used as neurotransmitters in the central nervous sys-

tem (CNS), and the sympathetic branch of the autonomic nervous system (ANS), noradrenaline is much more
common in this capacity [427].
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powerfully. This response involves the functions of several organs; the heart and lungs
must supply ample oxygen to the skeletal muscles, and the body’s sugar stores in the
liver and muscles must be broken down quickly to supply the muscles with available
fuel. In addition, bodily functions that usually take place in the resting state and require
the functioning of certain organs (e.g., digestion by the gastrointestinal (GI) system),
must be inhibited, so as to allow peripheral blood to reach themuscles in high volumes.

FIGURE 7.2.2 A wolf in a fight-or-flight posture. The image is taken from [429].

Clearly, some of these responses are neurological in nature (e.g., activation of skeletal
muscles), whereas others are metabolic (e.g., breakdown of sugar stores). Adrenaline
participates in both types of responses, whereas noradrenaline specializes in the for-
mer.The two catecholamines carry out their functions via a set of adrenergic receptors,
which reside in various tissues. The specific effects of activating these receptors are de-
tailed in Table 7.2.1. These effects mainly include constriction or dilation of blood ves-
sels (depending on the organ), as well as contraction of some muscles and relaxation
of others. Together, these effects create the following physiological outcomes [424]:

1. Increased heart rate and stroke volume*a.

2. Diversion of blood from the skin and GI tract to the heart, lungs, brain, and
skeletal muscles.

3. Increased blood pressure.

4. Pupil dilation.

5. Windpipe dilation.

6. Relaxation of GI smooth muscle.

7. Increased blood clotting rate → less danger of hemorrhages following injury.

8. Increased sweating → cooling down of overworked body.

9. Increased metabolic rate, resulting from the breakdown of both liver lipid stores
and muscle glycogen stores.

*aThe amount of blood the heart can pump out in a single beat.
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TABLE 7.2.1 Some of the physiological effects of adrenergic receptors.

Receptor
Subtype Location Effect

𝛼1 Blood vessels Smooth muscle contraction ⟶ Vasoconstriction
Heart Increased cardiac contraction and rate

𝛼2 Blood vessels Smooth muscle relaxation ⟶ Vasodilation

𝛽1 Heart Increased cardiac contraction and rate
Kidney Activation of renin-angiotensin-aldosterone system

⟶ Na+−K+ exchange ⟶ Na+ retention

𝛽2 Blood Vessels Smooth muscle relaxation ⟶ Vasodilation
Heart Increased heart rate and output
GI tract Smooth muscle relaxation
Pancreas Glucagon secretion

⟶ glycogen breakdown and gluconeogenesis

𝛽3 Liver Lipid breakdown

The adrenal glands act not only in response to fight-or-flight threats, which are imme-
diate and potentially life-threatening, but also tomore prolonged types of threat, called
stress [430]. In the latter case, however, the adrenal glands are activated hormonally by
the brain; the hypothalamus, which is the hormonal control center of the brain, stim-
ulates the pituitary adrenocorticotropic hormone (ACTH). This physiologically-active
peptide is secreted from the anterior pituitary gland into circulation under orders from
the brain’s central metabolic coordinator, the hypothalamus. This mode of stimulation
is referred to as the ‘hypothalamic-pituitary-adrenal (HPA) axis’; it also stimulates the
cortex of this gland to secrete large amounts of glucocorticoid hormones, primarily cor-
tisol, into the circulation. Cortisol is implicated in the stress response, which is less im-
mediate than the fight-or-flight response. Indeed, like many other steroid hormones,
cortisol acts more slowly than adrenaline and noradrenaline, but has extensive effects
on the body. For example, its metabolic effects are anabolic in the liver and catabolic
in muscle and fat cells, and act to increase blood glucose levels. Cortisol also affects
other systems, such as the cardiovascular system, the central nervous system, the im-
mune system, and the kidneys. Most importantly, cortisol inhibits the inflammatory
response, which can be potentially hazardous following injury.

The effects of the adrenaline-noradrenaline system on multiple organs have made
it a target for many medicinal drugs [425]. These can be separated into the following
groups:

1. Adrenergic agonists. 𝛽2 receptors can be bound in the trachea (windpipe) and
bronchi. Therefore, 𝛽2 agonists, such as albuterol, are used to treat asthma. The
𝛼 receptors can be found on smooth muscles, such as those controlling the di-
ameter of blood vessels. Whereas the activation of 𝛼1 receptors leads to smooth
muscle contraction and the consequent constriction of blood vessels (vasocon-
striction), 𝛼2 receptors function in regulating their 𝛼1 counterparts, and their
activation leads to the opposite effect (vasodilation). Thus, 𝛼2 agonists, such as
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clonidine, are used as antihypertensive drugs, i.e., to treat high blood pressure.
High blood pressure has been termed ‘the silent killer’ because of its devastating
effects on untreated individuals and the relative absence of symptoms.

2. Adrenergic antagonists (blockers). 𝛽1 receptors reside primarily in the heart,
and their antagonists (e.g., atenolol) are used for treating angina pectoris, hyper-
tension, and some arrhythmias.

3. Reuptake inhibitors. The action of adrenaline and noradrenaline in the ner-
vous system is stopped primarily by their uptake or reuptake away from the
synapse and into their secreting cells. These processes are carried out by trans-
porters, which have become targets for drugs termed ‘reuptake inhibitors’. These
drugs block transporters in order to elevate the levels of these neurotransmitters
in the synapse, thereby intensifying their action. The primary medical use for
adrenaline and noradrenaline reuptake inhibitors is fighting depression. Some
of the older-generation antidepressants, such as the tricyclics (e.g., desipramine)
inhibit the reuptake of both catecholamines and indoleamines (e.g., serotonin).
Antidepressants of newer generations (SSRIs) are more specific; they are de-
signed to boost only serotonin levels. Yet, a relatively new class of antide-
pressants (SNRIs) elevate the levels of both serotonin and noradrenaline. The
catecholamine reuptake system is also a target for certain types of drugs of
abuse, i.e., amphetamines (cocaine, MDMA). These drugs work similarly to the
adrenaline-noradrenaline reuptake inhibitors mentioned above, but with much
higher intensity. Amphetamines are addictive, and have serious adverse effects
on the cardiovascular system.

4. Monoamine oxidase (MAO) inhibitors. MAO is an enzyme that catalyzes the
oxidative deamination of catecholamines and of indoleamines. Its inhibition
therefore increases adrenergic and serotonergic effects. MAO inhibitors (e.g., se-
legiline) are used primarily as antidepressants.

In addition to the drugs listed above, there are other drugs that achieve similar results
by acting on the opposite branch of the autonomic nervous system, i.e., the parasym-
pathetic system. For example, an antagonist of the receptor for acetylcholine (the prin-
cipal neurotransmitter in the parasympathetic system), such as atropine, induces some
of the physiological effects of agonists of adrenergic receptors.

7.5.4 GPCR and G-protein activation
Much of what we know today about the changes that GPCRs undergo following activa-
tion comes from extensive biochemical and biophysical studies performed on class A re-
ceptors [336]. Studying the activation process requires knowledge of GPCRs in both inactive
and active states. There are currently many structures of GPCRs, which have been crystal-
lized in complex with an agonist. However, such structures are only partly activated; studies
show that in order to assume a fully active conformation, the GPCR must also bind a G-
protein or a protein mimicking it (e.g., part of an antibody) on its intracellular side [431–433].
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To date, only three GPCRs, all of which belong to class A, have been crystallized in fully
active conformations:

• Rhodopsin. Two active structures have been determined, one bound on its intracel-
lular side to an 11-amino acid fragment representing the C-terminus of G𝛼 [434], and
the other bound to an antibody.

• The 𝛽2-adrenergic receptor. Two active structures have been determined in complex
with an agonist, one bound to an entire G-protein molecule [435] on its intracellular
side, and the other bound to a nanobody (the heavy chain of an antibody) [436].

• Themuscarinic (M2) receptor. Two active structures have been determined; each is
in complex with an agonist and bound to a nanobody on its intracellular side [437].
One of these structures is also bound to an allosteric activator.

In our discussion of GPCR activation below, we focus on these three GPCRs, but also refer
to some of the other GPCRs, such as the A2A receptor, for which a partly active structure is
known. In the case of the 𝛽2-adrenergic receptor, we refer only to the active structure bound
to a G-protein molecule, as it has been found to be very similar to the nanobody-bound
structure. For a more detailed account of the data obtained from known GPCR structures,
please see the review by Shonberg et el. [378].

7.5.4.1 Structural changes in GPCRs upon activation
Rhodopsin was the first GPCR for which 3D structures of both the active and inactive states
were obtained (Figure 7.41a), and it was therefore the first source of knowledge about the
activation process. Rhodopsin is a photoactivated protein residing in the membranes of
retinal rod cells; it enables these cells to relay visual input to the brain. Since polypeptide
chains are not well suited for responding to electromagnetic photons, rhodopsin uses an
organic cofactor called ‘11-cis-retinal’ (a vitamin A derivate, Figure 7.41b, left) as the photo-
reactive element. This molecule is covalently, yet reversibly bound to the polypeptide chain
via a Schiff base to Lys-296 (on TM7). In the inactive state, the protonated (i.e., positively
charged) Schiff base is stabilized by Glu-113 on TM3 (the ‘3 to 7 lock’). When hit by light,
the retinal responds by undergoing isomerization. That is, it changes from an 11-cis to an
all-trans configuration (Figure 7.41b, right)*1.This, in turn, induces conformational changes
in the protein, which create a binding site for rhodopsin’s cognate G-proteins*2. The 𝛼 sub-
unit of the G-protein binds to the intracellular side of rhodopsin, and stabilizes its active
conformation*3. After activation, rhodopsin is bleached. That is, the Schiff base binding the
retinal is hydrolyzed, allowing the retinal to leave the receptor and render the latter inactive,
for about 30minutes.The retinal-free polypeptide chain that remains, which also represents
the active form of rhodopsin, is referred to as ‘opsin’.

In 2011, two structures of fully active rhodopsin were determined in the presence of all-
trans retinal, one of the structures also bound to aGs-derived 11-amino-acid fragment in the
intracellular domain [434]. A first glance at the superimposed structures of inactive and active

*1Thus, 11-cis retinal is in fact a covalently-bound inverse agonist.
*2Transducin is the main rhodopsin-related G-protein.
*3This means that there are two factors stabilizing the active GPCR: its agonist, and its cognate G-

protein [405].
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states of rhodopsin reveals only modest changes in conformation, which mostly involve
helices 5, 6, and 7 [405] (Figure 7.41a). A closer look at the retinal pocket seems to confirm
the first impression, with relatively subtle changes observed in that region. For example:

• Certain side chain movements create room and promote the cis-to-trans change of
the retinal cofactor. These movements involve the side chain of Phe-208 on TM5, and
that of Trp-265 on TM6, whichmoves into a space formerly occupied by the 𝛽-ionone
ring of the retinal cofactor (Figure 7.41c).

• A distance is created between TM3 and TM7, mainly due to a shift in TM7. This in-
creases the distance between Glu-113 and the Schiff base, from 3.5Å to 5.3Å, which
disrupts the salt bridge between them (i.e., the 3 to 7 lock). However, the conforma-
tional change also strengthens the existing salt bridge between the Schiff base and
Glu-181, which replaces Glu-113 as the main stabilizer of the Schiff base.

NMR studies also suggest a disruption of hydrogen bonds between ECL2 and the extracel-
lular parts of helices 4, 5, and 6, occurring just before the dissociation of the retinal cofac-
tor [438].

FIGURE 7.41 Structural changes in rhodopsin following its activation. (Opposite) (a) General
view of activation-induced shifts of helices. The two structures presented here are of inactive (grey;
PDB 1gzm) and active rhodopsin (orange; PDB 3pqr). For clarity, the loops have been removed.
The red and blue lines mark the predicted boundaries of the membrane (the OPM database [117]).
(b) The retinal cofactor. The figure shows in one step the activation process in which 11-cis retinal
(left) transitions into all-trans retinal (right) using the electromagnetic energy of a photon (ℎ𝜈). Car-
bon atoms 11 and 12 are noted, and the rotation around the bond connecting them is represented by
the circular arrow. (c) Conformational changes in the retinal-binding pocket. The backbone of the
inactive state (PDB 1gzm) is shown from the extracellular side as grey ribbons. Residue conforma-
tions corresponding to the inactive state are colored by atom type, whereas those corresponding to
the active state (PDB 3pqr) are in orange.Movements of specific residues aremarked by blue arrows.
The movements of Trp-265 and Phe-208 are clearly seen, as well as the breaking of the salt bridge
between Glu-113 and Lys-296 (dashed line). (d) Changes on the intracellular side of rhodopsin, al-
lowing the binding of transducin. The structures and representation of the active and inactive forms
of rhodopsin are the same as in panel (a), but the view is from the intracellular side. (I) Transducin
binding. The C-terminal 11 amino acids of transducin are presented as a purple ribbon. The white
arrows denote the direction of movement of TMs 3, 5, and 6, as well as of ICL3, when rhodopsin
shifts from the inactive state to the active state. This movement clearly creates space for the trans-
ducin fragment. (II) The conformational change disrupts the inactive state-related ionic lock, which
involves Glu-247 of TM6 and Arg-135 of TM3’s D/ERY motif. In its new position, Arg-135 is stabi-
lized by a hydrogen bond with Tyr-223 (dashed line). (III) The conformational change of rhodopsin
also includes a largemovement of Tyr-306 of theNPxxY motif, which stabilizes the active conforma-
tion. A hydrogen bond between Tyr-306 and TM6 is shown. (e) Stabilization of rhodopsin’s active
conformation by transducin. Transducin is presented as a green ribbon. Residues of rhodopsin that
interact with transducin are shown as sticks, colored in magenta (helix 5) cyan (helix 6), and or-
ange (other secondary elements). The hydrogen bonds of transducin with Arg-135 and Val-138 are
presented as dashed lines.
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However, inspection of the intracellular side of rhodopsin’s TMD reveals larger changes
in TMs 3, 5, 6, and 7. The shifts of TMs 3 and 6*1 away from each other and from the
center of the protein create a space for transducin binding (Figure 7.41dI). These con-
formational changes result from the localmovements of Trp-265 (the CWxPmotif) and
Phe-208 in the retinal-binding pocket (i.e., the transmission switch) [414].The space cre-
ated between TMs 3 and 6 leads to disruption of the ‘ionic lock’ between Glu-247 and
Arg-135 of the D/ERY motif (Figure 7.41dII). The loss of this interaction is partly com-
pensated for by new interactions formed between Arg-135 and some of the residues of TM5
(e.g., Tyr-223) and TM6, which become closer due to the shifts. As explained above, in the
other structurally determined GPCRs the ionic lock is absent, in at least some cases, which
has been proposed to account for the differences in baseline activity between the GPCRs.
Indeed, whereas rhodopsin is completely inactive in the dark, the other three GPCRs (like
many others) retain some activity even when they do not bind their agonists. This activ-
ity can be inhibited by inverse agonists, such as carazolol, which acts on the 𝛽2-adrenergic
receptor [440].

As mentioned above, the NPxxY motif in TM7 differs from the D/ERY motif in that it
is involved in the activation of GPCRs, rather than in stabilizing the inactive state. Indeed,
Tyr-306 of the motif inserts into a space previously occupied by TM6 (Figure 7.41dIII),
which stabilizes the active conformation of rhodopsin. Similarmovements are observed also
in the equivalent positions of Tyr-306 in the 𝛽1- and 𝛽2-adrenergic receptors, themuscarinic
(M2) receptor, and the A2A receptor upon activation, and it is believed that in these GPCRs,
too, the movements participate in the activation process. In the 𝛽2-adrenergic receptor, sta-
bilization of the active site, conferred by the Tyr-306-equivalent position, relies in part on
a water-mediated hydrogen-bond with the Tyr-223-equivalent position on TM5 [441]. The
active structure of the M2 receptor does not contain water molecules, but the same water-
mediated interaction between the two tyrosine residues is thought to happen there too [437].
The conservation of this interaction and the similar positions of the two tyrosine residues
in the three activated GPCRs suggests that the interaction is a hallmark of GPCR activation.

In conclusion, the changes described above, though they involve different parts of
rhodopsin, are overall small, i.e., within 2 to 6Å [421]. Nevertheless, they serve their pur-
pose, in creating a space between transmembrane helices 3, 5, 6, and 7, which serves as
a binding site for transducin [371,405]. As we will see later, the 𝛽2-adrenergic receptor and
theM2 receptor display similar changes in their overall conformations upon activation.
The experimentally determined structures of the rhodopsin-transducin complex (PDB en-
tries 3cap and 3pqr) show multiple interactions, both polar and nonpolar, between residues
of transducin and those of rhodopsin, which stabilize the active conformation of the latter
(Figure 7.41e). The direct interaction between Arg-135 of the D/ERY motif and a back-
bone group in transducin may seem important, considering the high conservation level
of Arg-135. However, this interaction is absent in the 𝛽2-adrenergic receptor, which has
been crystallized in complex with a complete G-protein molecule (see below). Rhodopsin-
transducin binding seems to be driven by nonpolar interactions, with hydrogen bonds ren-
dering the orientation of the transducin-derived peptide specific [371].

*1In agreement with spectroscopic data showing a 5Å outward rotation of TM6 [439].
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7.5.4.2 Agonist effect and G-protein activation
In the previous subsection we described the conformational changes that GPCRs undergo
when activated. The ultimate goal of GPCR research, however, is to understand how these
changes are induced by ligand binding, and how they lead to the activation of the G-protein.
This aspect also has important pharmacological implications, since different ligands de-
signed to bind to the same pocket in the GPCR may induce different responses; some may
act as agonists, whereas others may act as antagonists or inverse agonists. These questions
cannot be answered by the aforementioned structures of rhodopsin, since this GPCR has a
non-diffusible agonist (i.e., the covalently-bound all-trans retinal)*1, and the corresponding
structure of the activated receptor is bound to a small fragment of the Gs-protein. Fortu-
nately, the fully active structures of both the 𝛽2-adrenergic receptor and themuscarinic (M2)
receptor have been determined.

The active structure of the 𝛽2-adrenergic receptor was crystallized in 2011, bound to
a high-affinity agonist (BI-167107) and an entire Gs-protein (see above for details) [435].
The G-protein in the crystallized structure is nucleotide-free, which means it was captured
in the middle of the GDP-GTP exchange process. Comparison between the active struc-
ture of the 𝛽2-adrenergic receptor and its inactive structure, bound to the inverse agonist
carazolol, reveals the following [442]. As in rhodopsin, activation of the 𝛽2-adrenergic re-
ceptor induces only small structural changes on the protein’s extracellular side and larger
changes on its intracellular side (Figure 7.42a). The bound agonist forms three hydrogen
bonds with residues in TM5: two with Ser-203 and one with Ser-207. These interactions
seem to pull TM5 slightly inward (2Å at position 207, Figure 7.42b). This small movement
leads to rearrangement of the hydrophobic interaction network formed between Phe-208
(TM5), Pro-211 (TM5), Ile-221 (TM3), and Phe-282 (TM6) [443]. As a result, TM6 (and
to a lesser extent TM5) undergoes a hinge movement that pushes its intracellular tip out-
ward (Figure 7.42c); this movement is accompanied by much smaller inward movements
of TMs 3 and 7 (not shown). The movements of TMs 5 and 6 create sufficient room for
accommodating the carboxyl end of the G-protein’s 𝛼5 helix, which is pushed to a par-
tial extent into the transmembrane core of the receptor*2. This process leads to a large
displacement of one of G𝛼’s domains with respect to the other, both of which hold the GDP
cofactor in the inactive G-protein (Figure 7.42d), and this displacement is suggested to pro-
mote the exchange of GDPwith GTP during activation [444]. Note that the overall conforma-
tional change of the 𝛽2-adrenergic receptor is relatively similar to the changes observed in
rhodopsin, the 𝛽1-adrenergic receptor, and the muscarinic (M2) receptor (Figure 7.42e, see
also below). Interestingly, the displacement of TM6 in the 𝛽1-adrenergic receptor is much
smaller than that observed in the 𝛽2-adrenergic receptor. This difference may have to do
with the fact that of the two structures, only that of the 𝛽2-adrenergic receptor was crystal-
lized when bound to a G-protein, which was likely to have induced larger conformational
changes. Small displacements of helices are also observed in the adenosine (A2A) receptor,
whose active structure, like the active structure of the 𝛽1-adrenergic receptor, was crystal-
lized in the absence of a G-protein [445,446]. Indeed, G𝛼 binding has been shown by NMR

*1Although the all-trans and cis retinal can be considered as an agonist and an inverse agonist, respectively.
*2This is alsomade possible by conformational changes in the second intracellular loop, ICL2.These changes

involve rearrangement of the interactions betweenAsp-130 of theD/ERY motif, Asn-68, andTyr-141, resulting
in displacement of the latter from the space, now occupied by the 𝛼5 helix. In its new position, the 𝛼5 helix
interacts with different residues in TMs 3, 5, and 6, as well as in ICL2.



594 ■ Proteins: Structure, Function & Motion

(a) (b)

(c) (d)

(e) (I)

Rhodopsin

(e) (II)

𝛽2-adrenergic receptor
(e) (III)

𝛽1-adrenergic receptor

(e) (IV)

M2 receptor



Membrane-Bound Proteins ■ 595

and molecular dynamics studies to be required for fully stabilizing the conformational
changes induced by the agonist [431–433].

We have seen that the chain of events leading to the large conformational changes on the
intracellular side of the 𝛽2-adrenergic receptor starts with the hydrogen bonds formed be-
tween the agonist and serines 203 and 207 in TM5. These interactions pull TM5 slightly in-
ward, causing rearrangement of other, more downstream interactions, in addition to move-
ment of TM6. Interestingly, whereas Phe-208 is involved in this rearrangement, the other
residue included in the transmission switch, Trp-286, does not seem to play a part in the
activation of the 𝛽-adrenergic receptor. The involvement of serines 203 and 207 in the ac-
tivation is not surprising considering their high conservation levels in aminergic recep-
tors [447]. Carazolol, which is bound to the inactive structure of the 𝛽2-adrenergic receptor,
also interacts with TM5. However, it forms only a single hydrogen bond with Ser-203, and
it seems that this interaction, which is weaker than that of BI-167107 in the active struc-
ture, is insufficient to induce the aforementioned structural changes. This may explain why
carazolol acts as an inverse agonist, whereas BI-167107 acts as an agonist. The same dif-
ferential interactions with TM5 are observed in the 𝛽1-adrenergic receptor; in this case,
they involve the agonist isoprenaline and the antagonist cyanopindolol, although the re-
sulting conformational changes observed in this GPCR are much smaller. In contrast, in
the A2A receptor, TM2 and TM7 are the helices that interact differently with the agonist

FIGURE 7.42 Structural changes in the 𝛽2-adrenergic receptor following its activation. (Op-
posite) (a) Superimposition of the active and inactive structures of the 𝛽2-adrenergic receptor. The
inactive structure (grey; PDB entry 2rh1) is bound to the inverse agonist carazolol, and the active
structure (orange; PDB entry 3sn6) is bound to the agonist BI-167107. The red and blue lines mark
the predicted boundaries of the membrane (the OPM database [117]). (b) Agonist-induced move-
ments of TMs 5 and 6, and of key residues that act as molecular switches. The agonist is shown
as sticks, colored by atom type. The hydrogen bonds between the agonist and residues in TM5 are
shown as dashed lines.The resultingmovement of TM5 leads to localmovements of the downstream
nonpolar residues Phe-208, Pro-211, Ile-121, and Phe-282, and the hydrophobic contacts between
them.Themovement of each of the above residues is marked by arrows. (c) Conformational changes
on the intracellular side of the receptor upon agonist binding. The changes described in (b) induce
a large hinge movement (curved arrow) in TM6, which creates room on the intracellular side for
the 𝛼5 helix of Gα (marked). In addition, ICL2 shifts away from TM6, with a large change in the
position of Tyr-141. Smaller changes in the positions of TM3 and TM7 are not shown. As can be
clearly seen, the position of TM6 in the inactive state clashes with the helix of G𝛼, which prevents the
binding of the latter to the GPCR. (d) Superimposition of the structure of G𝛼 in complex with the
𝛽2-adrenergic receptor (PDB entry 3sn6; G𝛼 is colored in green and the 𝛽2-adrenergic receptor is
colored in orange) and free G𝛼 bound to 5′-guanosine-diphosphate-monothiophosphate (GTP𝛾S)
(PDB entry 1gia; G𝛼 is colored in magenta). The superimposed structures are shown from two an-
gles, rotated 90° from each other. The superimposition shows that the activation of G𝛼 involves a
substantial displacement of one of its domains with respect to the other (red arrow). (e) Comparison
between movements of helices in rhodopsin and those in the 𝛽2-adrenergic receptor, 𝛽1-adrenergic
receptor (where the inactive and active structures correspond to PDB entries 2vt4 and 2y03, respec-
tively) and muscarinic (M2) receptor. The inactive and active conformations of all three GPCRs are
colored in grey and orange, respectively. The arrows mark movements of the intracellular sides of
the helices, where the length of each arrow is proportional to the degree of movement. For clarity,
the helices are shown as cylinders, and the loops are not shown.
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(NECA) as compared to the inverse agonist (ZM241385), and the conformational changes
are transmitted to the intracellular side by TMs 3, 6, and 7, rather than TM5 [445]. Thus, it
seems that whereas the interactions of antagonists and inverse agonists with their re-
spective ligand-binding pockets generally differ from the interactions of agonists, the
exact mechanisms through which these interactions inhibit or activate the GPCR may
differ across GPCRs, and involve different molecular switches and/or transmembrane
segments.

Muscarinic receptors belong to the same class as rhodopsin and the 𝛽-adrenergic re-
ceptors (class A𝛼). These receptors, which mediate cholinergic transmission, include five
subtypes. They modulate a variety of physiological functions and are targeted by drugs for
treating different diseases (e.g., Alzheimer’s disease, Parkinson’s disease, and schizophre-
nia). In 2012 the antagonist-bound inactive structures of the M2

[448] and M3
[449] receptor

subtypes were determined, and a year later the fully active structure of the M2 receptor was
determined, bound to the agonist iperoxo and to a nanobody on its intracellular side [437].
Comparison between the inactive and active structures of theM2 receptor shows conforma-
tional changes at the ligand-binding site that involve TMs 5, 6, and 7, and which are larger
than those seen in rhodopsin and the 𝛽2-adrenergic receptor. These changes lead to the
complete burial of the agonist inside the pocket, occluded from the solvent (Figure 7.43a,
top). This occlusion is created by an ‘aromatic lid’ above the agonist, composed of Tyr-104,

FIGURE 7.43 Activation of M2 receptor and allostery. (Opposite) (a) Conformational changes
in the ligand-binding site of the M2 receptor. Top: A cross-section through the binding site of the
inactive (grey; PDB entry 3uon) and active (orange; PDB entry 4mqs) structures of the M2 recep-
tor. The inactive structure is bound to the antagonist QNB, and the active structure is bound to
the agonist iperoxo. The aromatic lid residues above the ligands are colored in yellow. Activation
induces conformational changes that lead to the complete occlusion of the agonist from the sol-
vent. Bottom: Activation-induced closure of the aromatic lid (yellow sticks). (b) Propagation of the
conformational change in TM6 from the ligand-binding site to the intracellular site of the recep-
tor. The image shows a superimposition of the active and inactive structures of the M2 receptor.
For clarity, only TMs 3 and 6 are shown. In the inactive state the antagonist is hydrogen-bonded to
Asn-404 on TM6 (black dashed line). Activation of the GPCR induces a small movement of TM6
towards TM3 and allows Asn-404 to remain hydrogen-bonded to the agonist (orange dashed line),
which is located further away from TM6 than the antagonist is. The pivot motion of TM6 around
Thr-399 (curved white arrow) converts the small movement of the helix near the ligand-binding site
into a large movement at the intracellular site, away from TM3. A coordinated movement of TM3
away from TM6 allows a hydrogen bond to be formed between Asp-120 and Asn-58. The activa-
tion also involves a conformational change in TM7, which changes the orientation of Tyr-440 (the
NPxxY motif), thus allowing it to interact with Tyr-206. Note that although the interaction is shown
here as a direct hydrogen bond (black dashed line), in reality it is mediated by a water molecule,
which is missing in the solved structure. (c) Binding of the allosteric activator LY2119620 to the
agonist-bound M2 receptor (PDB entry 4mqt). LY2119620 binds above the agonist pocket, where it
is separated from the agonist iperoxo by the aromatic lid residues (in yellow). (d) Membrane-facing
position of an allosteric site in the P2Y1 receptor (PDB entry 4xnv). The allosteric site is occupied by
the negative modulator BPTU (with blue carbon spheres). The orthosteric site, which resides in the
extracellular loop region of the receptor, is shown with a bound antagonist (orange spheres; PDB
entry 4xnw). Co-crystallized lipid molecules are also shown, in pink. The red and blue lines mark
the predicted boundaries of the membrane (the OPM database [117]).
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Tyr-403, and Tyr-426 (yellow patch in Figure 7.43a, top). In the receptor’s inactive state the
lid is partly open, but upon activation, movements of these residues, especially Tyr-403 and
Tyr-426, allow them to hydrogen-bond with each other and close the lid (Figure 7.43a, bot-
tom).

On the muscarinic receptor’s intracellular side, the conformational changes that follow
activation are overall similar to those observed in rhodopsin and in the 𝛽2-adrenergic re-
ceptor (Figure 7.42eIV). In particular, the outward movements of TMs 6 and 2, and the
accompanying inward movements of TMs 7 and 3, are very similar to the movements seen
in the 𝛽2-adrenergic receptor, and create the G-protein binding site in a similar manner. As
in the other GPCRs, the large conformational change of TM6 begins in the ligand-binding
pocket and propagates to the intracellular side. In the ligand-binding pocket both the antag-
onist and the agonist hydrogen-bond with Asn-404. However, the agonist, which is smaller
than the antagonist, is further away from TM6 and closer to TM3 than the antagonist is.
The interaction between the agonist and Asn-404 therefore pulls TM6 closer to TM3 in
this region (Figure 7.43b). TM6 undergoes a pivot motion around Thr-399, and its intra-
cellular side is displaced farther away from TM3. In light of the above, in addition to the
results of mutational studies [437,450], Asn-404 is thought to be a key residue in the activation
of the M2 receptor. The distance created between TMs 3 and 6 upon activation is also the
result of a slight displacement of TM3, which involves the formation of a stabilizing hydro-
gen bond between Asp-120 of the D/ERY motif and Asn-58 (the equivalent of Asn-68 in
the 𝛽-adrenergic receptor). We have already encountered this interaction in the active 𝛽2-
adrenergic receptor, suggesting that it plays a general role in GPCR activation, and refuting
the association of the D/ERY motif with stabilization of the inactive state. The second motif
implicated in GPCR activation, NPxxY, also seems to be important for the activation of the
M2 receptor. Specifically, Tyr-440 of the motif (the equivalent of rhodopsin’s Tyr-306) on
TM7 becomes closer to Tyr-206 (the equivalent of rhodopsin’s Tyr-223) on TM5, and the
water-mediated interaction that is thought to occur between them is expected to stabilize
the active state of the receptor.

The study described above also investigated allostery in theM2 receptor [437].The protein
was crystallized in complex with the agonist iperoxo and the positive allosteric modulator
LY2119620. The allosteric activator binds directly above the agonist (Figure 7.43c). Exclud-
ing a few small adjustments of the GPCR structure to the activator, mainly involving
residues that interact with the latter, the two structures (i.e., bound and unbound to the
activator) are very similar, indicating that the allosteric site is pre-formed by the ago-
nist. This idea is in line with our current view of allostery, which posits that allosteric
activators stabilize an active conformation of the protein, whereas allosteric inhibitors
stabilize an inactive conformation (see Chapter 5 for more details). Allosteric modula-
tors have been recognized in many class A GPCRs, including the adenosine, dopamine, his-
tamine, serotonin and chemokine receptors, as well as in class C GPCRs [451]. The allosteric
sites identified in these GPCRs reside in the extracellular or transmembrane domains [379].
The modulators are chemically diverse and include lipids (e.g., fatty acids, phospholipids,
and cholesterol), amino acids, ions (e.g., Na+), and various small molecules. In fact, the G-
proteins and other intracellular binding partners of GPCRs (e.g., GRK and arrestins, see
following subsection) can also be regarded as allosteric modulators, as each binds prefer-
entially to an active or inactive conformation of the receptor and stabilizes it. As discussed
in Section 7.5.7 below, allosteric modulators are highly sought-after by the pharmaceutical
industry, for various reasons. Allosteric sites in GPCRs may appear in different locations of
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the protein, including the outer, membrane-facing surface. Such a position of an allosteric
site is observed, e.g., in the P2Y1 (purine) receptor [452] (Figure 7.43d).

To conclude, the studies discussed above, as well as many others carried out in recent
years, have produced the following insights about the activation of class A GPCRs:

• The activation process usually involves relatively small conformational changes in the
extracellular and ligand-binding domains. One exception is the P2Y12 receptor, where
5 to 10Å shifts are observed on the extracellular sides of TM6 and TM7.

• Theactivation results in the transmission of small, local conformational changes from
the ligand-binding site of the GPCR to its intracellular side by a variety of molecular
triggers, which include ionic locks and transmission switches (see [453] for a more de-
tailed description). Although these triggers do not act identically in all GPCRs, they
involve physically similar mechanisms and structurally equivalent positions, which
are included in highly conserved motifs, such as D/ERY and NPxxY.

• The local conformational changes are amplified as they propagate towards the intra-
cellular side, resulting in relatively large shifts of transmembrane helices, especially
TM6, and to a lesser extent TMs 3, 5, and 7, which create a binding site for the G-
protein.

• Therearrangements of helices on the intracellular side are overall similar in both light-
activated rhodopsin and agonist-activated GPCRs.

• G𝛼 undergoes large conformational changes upon binding to its receptor, which in
turn promotes nucleotide exchange and activation of downstream signaling.

Nevertheless, there are aspects of the activation process that are yet to be clarified. These
include the following:

• The generality of the structural changes observed in rhodopsin and in the 𝛽-
adrenergic receptors. Evaluating generality would require the determination of ad-
ditional fully-active GPCR structures, i.e., bound simultaneously to an agonist and to
an intracellular binding partner. It is particularly important to gain such information
forGPCRs of other classes beyondA, for which no fully active structures are available.

• The GDP-GTP exchange. The 𝛽2-adrenergic receptor was determined in complex
with nucleotide-free Gs. To obtain a complete view of the activation process, it is nec-
essary to carry out additional studies on the GTP-bound form of GPCRs, as well as
on the intermediates that may exist between the two states. It should be noted that
crystallizing the active state of the GPCR with GTP-bound G-protein is not trivial, as
the presence of GTP promotes dissociation of the G-protein from the receptor.

• Ligand selectivity. Additional studies are required to understand the mechanistic ef-
fects of ligands with different functionality (agonists, antagonists, inverse agonists)
and receptor subtype specificity, as well as the effects of biased ligands, that is, ligands
whose binding to the GPCR leads to activation of specific signaling pathways [454,455].
Moreover, GPCRs may also be affected by allosteric ligands, and it will be interesting
to characterize the mechanisms of activation or inhibition employed by such ligands.
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• At the system level it is intriguing that GPCRs are an order ofmagnitudemore diverse
than theirG-proteins (~600 versus ~20). Froma signal processing view onemaywon-
der what benefit is obtained from having such a diverse ‘sensing end’ (GPCRs) that
eventually reduces to the limited G-protein repertoire.

7.5.5 GPCR desensitization
Part of the regulation of GPCR action involves GPCR inhibition following short or pro-
longed activation, so as to prevent over-stimulation of the signaling system [456]. The first
type, i.e., downregulation that occurs very soon after the activation of the GPCR, is called
desensitization [336,457,458]. There are two types of desensitization:

1. Homologous desensitization acts on the activated receptor and is mediated by phos-
phorylation of Ser and Thr residues in ICL3 or the C′ of the GPCR (Figure 7.33,
step 4). The phosphorylation is carried out by a specific group of Ser/Thr kinases
called GRKs [459], which act only on the agonist-bound conformation of the recep-
tor. The phosphorylation serves to increase the affinity of the GPCR to proteins of the
arrestin family, and facilitate their binding to the receptor (Figure 7.33, step 5). The
binding to arrestin has two outcomes: first, it prevents the GPCR from interacting
with its cognateG-protein, thus stopping the signaling. Second, it recruits clathrin and
its adaptor protein AP-2, which induces the internalization of the GPCR into the cell
via clathrin-coated vesicles [460], after which the receptor is recycled or degraded [461].
Interestingly, class A GPCRs lose the clathrin coat and become dephosphorylated fol-
lowing internalization; as a result, it is thought that they may be able to continue sig-
naling even when inside the endosome [462]. In such a case, however, the GPCR and
its effectors are closer to the cell’s nucleus compared to their initial location in the
plasma membrane, which might make the activation of the transcriptional pathway
more efficient [463]. In contrast, class B GPCRs remain bound to arrestin following in-
ternalization, which leads to their ubiquitylation and degradation. It should be noted
that, according to recent studies, arrestins’ involvement in cellular signaling is much
more complicated than that mentioned above [464]. Specifically, it seems that arrestins
are involved in biased agonism: by binding to GPCRs they stabilize certain confor-
mations that block certain signaling pathways and promote other pathways [455,464].
Thus, arrestins should be viewed as multifunctional adapter proteins rather than sig-
nal terminators [464].

2. Heterologous desensitization acts on other receptors and is mediated by second
messenger-activated kinases, such as PKA or PKC.

There are additional downregulation mechanisms that act on activated GPCRs following
prolonged stimulation of the receptor. These may act at several levels, including gene tran-
scription and translation [461].

In 2015 the structure of active rhodopsin bound to visual arrestin [465] was deter-
mined (Figure 7.44a). Interestingly, the structure showed that arrestin binds to rhodopsin
asymmetrically, which should allow arrestin’s conserved hydrophobic residues (Phe-197,
Phe-198, Met-199, Phe-339, and Leu-343, Figure 7.44a, pink area) to touch, or even insert
into the nonpolar region of the membrane. In contrast to G-proteins and GRKs, arrestins
are not attached to hydrophobic chains (palmitoyl or prenyl) that anchor them to the mem-
brane. Thus, the conserved hydrophobic patch may be the only means by which arrestins
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can become anchored to the membrane, and this anchoring may in turn stabilize arrestin’s
interaction with the GPCR [465]. Indeed, mutation of any of these residues to alanine affects
the binding of arrestin to rhodopsin [466]. The highly asymmetric shape of the rhodopsin-
arrestin complex has also been suggested to affect the curvature of the membrane, perhaps
as part of arrestin’s role in initiating rhodopsin’s endocytosis [465].

From the arrestin end, binding to rhodopsin ismediated by several elements. A short he-
lical segment of arrestin inserts into the intracellular side of rhodopsin, in a process similar
to the insertion of the G𝛼 subunit of rhodopsin’s G-protein, transducin (Figure 7.44b). The
helical segment of arrestin interacts with the carboxy-terminus of TM7 and with the amino
terminus of helix 8. Indeed, both of these elements have been implicated in previous studies
as important for arrestin binding [467,468]. Thus, arrestin directly competes with transducin.
Another interesting interaction occurs between arrestin and the second intracellular loop
of rhodopsin (ICL2, Figure 7.44b left). In its apo form (detached from rhodopsin), arrestin
assumes a closed conformation in which the interaction region is inaccessible (Figure 7.44c,
left). Upon binding it opens up, to accommodate rhodopsin’s ICL2 (Figure 7.44c, right). In
arrestin-bound rhodopsin, ICL2 adopts a helical conformation, whereas in arrestin-free,
active rhodopsin it is organized as a loop.

As mentioned above, arrestin binds with high affinity to activated rhodopsin only after
the latter has been phosphorylated by a GRK. In the rhodopsin-arrestin structure described
above, rhodopsin is not phosphorylated and the bindingwasmade possible by the introduc-
tion of mutations into the two binding partners. Thus, the structure of arrestin in that case
represents a pre-activated state of the protein. Determining the structure of phosphorylated
rhodopsin bound to activated arrestin will enable us to understand the process of arrestin
activation and also, hopefully, the initiation of signaling pathways associated with arrestin
binding.

7.5.6 GPCRs of other classes
The number of structures determined for GPCRs outside class A is much smaller than the
number of class A structures. Known non-class-A structures include the following:

Class B – glucagon and corticotropin-releasing factor (CRF) receptors

Class C – mGlu1, mGlu5, and GABAB receptors

Class F – Smoothened protein (SMO, a GPCR-like receptor)

7.5.6.1 Class B GPCRs
Class B GPCRs bind large peptide hormones, and therefore constitute attractive targets for
therapeutic drugs used to treat diseases associated with glucose metabolism (e.g., diabetes),
the stress response, cardiovascular regulation, etc. Unfortunately, the structural data on
these GPCRs is relatively scarce, with only two members of the group characterized struc-
turally: the corticotropin-releasing factor (CRF) [469] and glucagon [470] receptors. Moreover,
stabilization of the structures for crystallization requires, among other things, the removal
of large portions of the N- and C-termini. Thus, the structures represent mainly the trans-
membrane domains of the receptors. The structure of CRF receptor subtype 1 (CRFR1) was
determined in complex with the non-peptide antagonist CP-376395. There are three strik-
ing differences between the structure of CRFR1 and those of the class A GPCRs discussed
above:
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FIGURE 7.44 Binding of arrestin to active rhodopsin. (a) The overall structure of the complex
(PDB entry 4zwj), where rhodopsin is in gold and arrestin is in green. The conserved hydropho-
bic patch in arrestin is colored in pink. The red and blue lines mark the predicted boundaries of
the membrane (the OPM database [117]). (b) Left: The interaction of arrestin’s short helical segment
with rhodopsin’s TM7 and helix 8, where rhodopsin is in blue, the transducin segment is in ma-
genta, and the TM7-H8 binding site is in yellow. Right: The structure of active rhodopsin bound to
a short segment of the G𝛼 subunit of transducin (PDB entry 3pqr), where the transducin segment
is in magenta. The segment binds to the same intracellular pocket of rhodopsin that binds arrestin’s
short segment, although the orientations of the two segments within the pocket are different. (c) In-
teraction between arrestin and rhodopsin’s ICL2 (colored yellow). Left: Free arrestin in its basal
(inactive) state (red, PDB entry 1cf1), superimposed on the bound arrestin. Right: The rhodopsin-
arrestin complex. The rhodopsin is not phosphorylated, and arrestin is therefore said to be in its
pre-activated state (see main text). The bound arrestin has an open conformation that accommo-
dates ICL2. For clarity, only TM3, TM4 and ICL2 are shown in rhodopsin. The ICL2-interacting
pocket is close, and sterically clashes with the short helix of ICL2. (d) Evolutionary conservation of
the rhodopsin-arrestin interface. The image is identical to the one shown on the right side of (c), but
both rhodopsin and arrestin are colored according to conservation levels (cyan – lowest, maroon –
highest; see color code in figure). The conservation levels are calculated by the ConSurf web server
(http://consurf.tau.ac.il) [373,374]. As can clearly be seen, the residues in both proteins that form the
interface are evolutionarily conserved.

http://consurf.tau.ac.il
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1. CRFR1 is V-shaped and has a large cavity (Figure 7.45a).

2. The antagonist’s binding site is located near the intracellular side. Note, however, that
the native (peptide) ligands of class B GPCRs bind to both the extracellular and trans-
membrane domains of the receptor (see more below).

3. TM7 has a sharp kink above the midpoint of the transmembrane domain, around
Gly-356. This residue is part of a conserved QGxxV motif in class B GPCRs. Gly-356
allows TM7 to acquire the kink, similarly to the NPxxY proline in class A GPCRs,
which also induces a distortion in TM7. The intracellular side of the transmembrane
domain, on the other hand, is similar in shape to that of class A GPCRs (despite the
lack of ICL2), indicating that this structure is likely to be able to bind the cognate
G-protein.

The glucagon receptor (GCGR), which was crystallized in the same year as CRFR1, was also
shown to include a large cavity (Figure 7.45b), but since the ligand could not be resolved,
the exact binding location is unknown. The structure of the glucagon receptor does not
have the pronounced V shape seen in the CRFR1 structure. Moreover, GCGR seems to be
more similar in structure to class A GPCRs than CRFR1 is, in terms of the orientations and
positions of the transmembrane helices. One clear difference between the GCGR structure
and the structures of class AGPCRs is TM1, which is significantly longer in the former.This
region is thought to be involved in glucagon binding and in the positioning of the ECDwith
respect to the TMD.

The structures described above lack portions of the ECD and a bound peptide. This pre-
vents us from understanding the spatial relation of the ECD to the TMD, how the natural
peptide agonist binds to the receptor, and how the receptor is activated. There are, however,
biochemical data implicating a GWGxP motif in a functionally important network of inter-
actions. These interactions are seen in the CRFR1 structure, but since the active structure of
the receptor is unknown, their exact role is yet to be understood. As mentioned above, the
natural peptide ligands of class B GPCRs bind to both the ECD and the TMD. Specifically,
the C-terminus of the peptide agonist binds primarily to the ECD, whereas the N-terminus
binds to the TMD. This pattern has prompted studies of the isolated ECD of class B GPCRs
in complex with a peptide agonist (see review by Parthier and coworkers [471]). The studies
indicate that members of this group have similar ECDs, all of which are quite large. This
is consistent with the large ligands of class B GPCRs, i.e., peptides comprising ~30 amino
acids [472]. The peptide-binding site is composed of two small 𝛽-sheets and an adjacent 𝛼-
helix, and is stabilized by three disulfide bonds (Figure 7.46a). The binding of the peptide
ligands seems to be coupled to their folding (Figure 7.46b), similarly to what we have
seen in intrinsically unstructured proteins (Chapter 6).Upon binding, the C′ of the pep-
tide ligand is squeezed between the two 𝛽-sheets of the ECD (Figure 7.46b), where it forms
mainly nonpolar but also polar contacts with complementary ECD residues of loops 2 and
4, and of the C′ of the GPCR (Figure 7.46c). On the other side, the N′ of the peptide ligand
is held close to the TMD (Figure 7.46a). In this orientation, the N′ of the ligand can inter-
act with extracellular loops and transmembrane helices of the GPCR. The binding is also
accompanied by conformational changes in ECD loops, which may be transmitted to the
TMD, and therefore constitute part of the activation process [471].
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(a)

CRF receptor 1
1 2 3 4 5 6 7 8 9

Variable Average Conserved

(b)

Glucagon receptor

FIGURE 7.45 The transmembrane domain of class B GPCRs. (a) The inactive corticotropin-
releasing factor receptor 1 (CRFR1) bound to the non-peptide antagonist CP-376395 (PDB entry
4k5y). Left: The full structure of the receptor (blue ribbons), with the bound ligand shown as yellow
sticks. TM7, which has an unusual kink, is marked. Right: The same structure, colored according
to evolutionary conservation level (cyan – lowest, maroon – highest; see color code in figure). The
C𝛼 atoms of the highly-conserved Gln-355, Gly-356, and Val-359 (the QGxxV motif) are shown as
spheres. TM5 is removed for clarity. Conservation levels are calculated by the ConSurf web server
(http://consurf.tau.ac.il) [373,374]. (b) The inactive glucagon receptor (PDB entry 4l6r). The receptor
was crystallized in the presence of the antagonist NNC0640, but the latter was not resolved in the
structure.

http://consurf.tau.ac.il
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(a) (b)

1 2 3 4 5 6 7 8 9
Variable Average Conserved

(c)

FIGURE 7.46 Ligand binding in class B GPCRs. The extracellular domain (ECD) of the human
gastric inhibitory peptide (GIP) receptor, in complex with the hormone GIP (PDB entry 2qkh).
(a) The structure of the ECD, colored by secondary structure. The disulfide bonds are represented as
orange sticks. (b) General view of the ECD-GIP complex.TheECD is colored according to conserva-
tion level (cyan – lowest, maroon – highest; see color code in figure), and the peptide ligand is in yel-
low, with its termini noted.The side chains of the highly conserved residues in the ECD are shown as
sticks. As would be expected, most of the highly-conserved residues in the ECD face the peptide lig-
and. Conservation levels are calculated by the ConSurf web server (http://consurf.tau.ac.il) [373,374].
(c) ECD-ligand interactions. The surface of the receptor’s ECD is shown in grey. The ligand peptide
is shown as a ribbon, with its side chains represented as sticks. In both the ligand and the ECD, po-
lar residues involved in protein-ligand interactions are in yellow, and nonpolar interacting residues
are in orange. The interactions are similar across different class B GPCRs, and the ECD loops 2
and 4, which mediate these interactions, are consistently the parts undergoing the most significant
conformational changes following activation.

http://consurf.tau.ac.il
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7.5.6.2 Class C GPCRs
Studies on class C GPCRs have concentrated mainly on the metabotropic glutamate re-
ceptors (mGluR), which are classified into three subgroups based on sequence similarity,
agonist selectivity, and effector:

I – mGluR subtypes 1 and 5

II – mGluR subtypes 2 and 3

III – mGluR subtypes 4, 6, 7, and 8

The focus on mGlu receptors is not surprising considering their physiological, medical and
therapeutic importance. Glutamate, the native agonist of these receptors, is the principal ex-
citatory neurotransmitter in the central and peripheral nervous systems, and it is involved
in numerous neurological functions, including memory and learning, sensory and motor
functions, emotions, etc. Thus, mGluR malfunctioning leads to diseases such as epilepsy,
neurodegeneration, chronic pain, schizophrenia, anxiety, and autism [474]. Accordingly,
mGlu receptors are promising targets for different neurological and psychiatric drugs.

The structure of the ECDofmGlu receptors has been determined [473] and shown to con-
sist of a ‘Venus fly trap’ (VFT) domain, which binds the glutamate agonist, and a cysteine-rich
(CR) domain, which links the VFT domain to the TMD (Figure 7.47a). Thus, in contrast to
GPCRs of classes A and B, class CGPCRs bind their ligands only through the ECD.TheVFT
domain also mediates the dimerization of mGluR*1, and its crystallized structures demon-
strate substantial conformational flexibility, which is stabilized by agonist binding. In 2014,
the structure of the TMDofmGluR5was determined in complexwith the negative allosteric
modulator mavoglurant [475] (Figure 7.47c, left). This structure was of great importance for
two reasons. First, allostericmodulation ofmGluR5was postulated to be effective in treating
anxiety disorders (negativemodulation), as well as schizophrenia and disorders of cognitive
function (positive modulation) [476]. Second, as explained earlier, drugs acting on allosteric

FIGURE 7.47 The structure of the metabotropic glutamate receptor (mGluR). (Opposite)
(a) The extracellular domain of mGlu3 monomer in complex with glutamate [473] (PDB entry 2e4u).
The Venus fly trap (VFT) and cysteine-rich (CR) domains are noted. (b) The dimeric structure of
the EC domain of mGlu3. Each monomer is in a different color. The monomers interact via the
VFT domain. The disulfide bond between the monomers is located in a disordered region that was
not resolved in the structure. (c) The transmembrane domains of mGluR5 (PDB entry 4oo9) and
mGluR1 (PDB entry 4or2), in complex with the negative allosteric modulators mavoglurant and
FITM (respectively), shown as yellow sticks. ECL2, which caps the entrance to the allosteric site, is
colored in magenta. The region in mGluR1 linking the TMD to the ECD is colored in green. (d) The
postulated structure of the entire monomeric mGluR (for a more elaborate structure and domain
interactions, see [404]). The structure was produced by joining the TMD and ECD through the linker
regions. (e) A cross-section through mGluR1, showing the narrow allosteric site. (f) Superposition
of mGluR5 and rhodopsin (PDB entry 1gzm), showing the differences in the relative orientations
of TMs 5 and 7 between them. For clarity, only transmembrane helices are shown.

*1mGlu and calcium-sensing receptors create disulfide-linked homodimers (Figure 7.47b; note that the
region forming the inter-chain disulfide link is missing in the structure). In contrast, the GABAB and taste 1
(TAS1) receptors form non-crosslinked heterodimers.
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sites are more likely to be subtype-specific, since allosteric sites are less conserved than or-
thosteric (agonist-binding) sites. As in the case of the class B receptors described above,
large flexible portions of the extracellular and intracellular domains of mGluR5 had to be
removed for crystallization, so the exact positioning of the ECD with respect to the TMD
is still unknown. The structure of the TMD of mGluR1 was determined in the same year,
bound to the negative allosteric modulator FITM [404] (Figure 7.47c, right). In the case of
mGluR1, however, the linker region to the ECD was resolved, allowing us to postulate the
structure of the entire monomeric receptor (Figure 7.47d). Also, the structure was solved
as a dimer, with six cholesterol molecules residing at the interface between the monomers
(not shown). These observations support the suggestion made earlier, that cholesterol
molecules inside the membrane are involved in GPCR dimerization.

The TMDs of mGluR1 and mGluR5 are overall similar to the TMDs of class A and
class BGPCRs, especially on the intracellular side.As already explained above, thismakes
sense, considering that there are only a few intracellular binding partners for all GPCRs,
such that minimal structural diversity is required in the intracellular region. When the dif-
ferent classes are compared in terms of the conformation of each helix in the TMD, most
of the differences seem to be located in TMs 5 through 7 (see more below). As Figure 7.47c
shows, in both mGluR structures, the allosteric binding site is deeper than the average class
A binding site, yet is not as deep as the (class B) CRF receptor’s binding site for the antag-
onist CP-376395 (see above). Still, FITM extends further towards the extracellular side of
the transmembrane domain. The different locations and interactions of the two allosteric
modulators with the TMD highlight the aforementioned potential of such modulators to
serve as subtype-specific drugs. The entrance to the allosteric site in both structures is oc-
cluded by ECL2 (Figure 7.47c), and it is quite narrow (Figure 7.47e), mainly due to TMs
5 and 7, which have a more inward orientation compared to their counterparts in class A
and class B GPCRs (Figure 7.47f). The capping of the TMD by ECL2 is consistent with the
fact that, unlike in class A GPCRs, the native ligands of mGlu receptors bind to the ECD,
so there is no need for a wide entrance to the TMD. Finally, the mGlu receptors include
a set of ionic locks and other interactions*1, which, as we have seen in class A GPCRs, are
important for structural stabilization and the activation process. Although the positions in-
volved in these interactions differ among the GPCR classes, their functional mechanisms
are similar. A more detailed comparison between the functional motifs of class A GPCRs
and those in class C (mGlu5R) is given in [475].

7.5.6.3 Class F GPCRs
Smoothened (SMO) is a GPCR-like protein that constitutes a part of the hedgehog (Hh)
signaling pathway, which regulates animal embryonic development [477]. Malfunctioning
of this pathway leads to embryonic malformations, and sometimes to cancer in adults.
Several structures of SMO have been determined since 2013, in complex with different
ligands [478–480]. In the first structure, of human SMO in complex with the antagonist
LY2940680 [478], the architecture of the TMD was similar to that of class A GPCRs, de-

*1For example, in mGluR5 the ionic lock between Lys-665 (the equivalent of rhodopsin’s Arg-135) and
Glu-770 contributes to the stabilization of the inactive state. Indeed, disrupting the lock by mutating these
residues to alanine leads to constitutive activity of the receptor [475].
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spite low sequence identity (< 10%) between the two types of proteins (Figure 7.48a)*1. The
differences in this domain are mostly in TMs 5 through 7, similar to what we have seen
in the glutamate (mGlu) receptors. The ligand resides in the interface between the trans-
membrane and complex extracellular domains, and interacts mainly with ECL2 and ECL3
(Figure 7.48b)*2. As in the mGlu receptors, the ligand-binding cavity in SMO is narrow,
partly because of the inward positioning of TM5. In the case of SMO, however, ECL2 is
located inside the TMD.

In 2014 the antagonist-bound and agonist-bound structures of SMO were deter-
mined [479] (Figure 7.48c). One of the most pronounced differences between the two struc-
tures involves an ionic lock in the ligand-binding site, between Arg-400 (TM5) andAsp-473
(TM6).This interaction exists in the antagonist-bound structure but is eliminated upon ago-
nist binding, due to a conformational change in Arg-400 (Figure 7.48c). In its new position,
Arg-400 hydrogen-bonds with Asn-477, which is also part of TM6. This ‘remodeling’ of
interactions is likely to serve as a molecular switch in the activation of SMO, although the
current structures do not reveal the underlying mechanism. On the intracellular side of the
transmembrane domain, the only significant difference between the two structures seems
to be in the orientation of TM5 (Figure 7.48d), in contrast to the case of class A GPCRS,
whose activation primarily involves changes in TM6. This difference, however, does not
necessarily constitute a fundamental distinction between class A and class F GPCRs; the
agonist-bound SMO lacks an intracellular binding partner*3, which means it is not fully ac-
tivated. Complete activation of the receptor may induce changes more reminiscent of those
we observed in rhodopsin and in the 𝛽2-adrenergic receptor.

7.5.7 GPCR-targeting drugs
As mentioned above, it is estimated that 30% to 50% of clinically prescribed drugs target
GPCRs [343–346].This is not surprising considering the numerous physiological processes that
are regulated by GPCRs and the high accessibility of these cell-surface receptors. Therefore,
the pharmaceutical industry constantly attempts to find new drugs that act on GPCRs [482].
GPCR-acting drugs are currently used to treat a plethora of pathological conditions and
disorders (see Table 7.2). These drugs may be grouped as follows:

1. Directly-acting drugs affect the activity of the GPCR by binding to it. They can be
further classified according to binding site type:

• Orthosteric drugs constitute most of the GPCR-acting drugs.This type of com-
pound binds to the orthosteric site of the GPCR and acts as an agonist, antag-
onist, or inverse agonist. The latter type is particularly interesting, as demon-
strated by the antipsychotic drug aripiprazole. Psychosis is associated with over-
activation of D2 (dopamine) receptors in certain brain areas, which is whymany
antipsychotic drugs, e.g., haloperidol, act by blocking these receptors. Unfortu-

*1The low sequence identity results in the absence of most of the conserved motifs of class A GPCRs, in-
cluding D/ERY (TM3), CWxP (TM6) and NPxxY (TM7).

*2In another antagonist-binding structure the ligand is bound deeper than LY2940680, but it still interacts
with both the TMD and ECD [479], a hallmark of class F GPCRs.

*3SMOhas been shown to activate G-proteins [481], but in the hedgehog pathway it may act (also) by activat-
ing other binding partners. For example, in fruit flies, SMO binds the kinesin-like protein Costal-2 (Cos2).The
exact way in which SMO activates the mammalian pathway is less understood, and may involve G-proteins.
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Intracellular view

FIGURE 7.48 The smoothened protein (SMO). (a) The structure of the dimeric human SMO,
bound to the antagonist LY2940680 (PDB entry 4jkv). Each subunit is colored differently, and the
ligand is shown as spheres, colored by atom type. (b) The location of the ligand at the interface
between the TMD and the ECD allows the ligand to interact extensively with ECL2 (red) and ECL3
(yellow). (c) and (d) Superposition of an antagonist-bound structure and an agonist-bound structure
of SMO (PDB entries 4n4w and 4qin, respectively). For clarity, ECD segments and intracellular loops
have been removed. (c) An extracellular view of the superposed structures, showing differences in
noncovalent interactions that involve Arg-400, Asp-473, and Asn-477. (d) An intracellular view of
the superposed structures showing conformational changes in the orientation of transmembrane
helices.
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nately, this blockage is a double-edged sword, which also leads to neurologi-
cal side effects such as tardive dyskinesia (i.e., tremors). Like haloperidol and
other antipsychotics, aripiprazole also acts on D2 receptors. However, instead
of blocking these receptors, it acts as a partial agonist. Not only does this ac-
tion of aripiprazole lead to alleviation of psychotic symptoms, but it apparently
also results in fewer side effects [483]. Finally, some of the directly acting drugs
act as bivalent ligands, i.e., they bind in a way that promotes dimerization of
GPCR [484].

• Allosteric drugs bind to an allosteric site andmodulate the activity of the GPCR
directly, or by changing its affinity to the natural ligand. Maraviroc is an exam-
ple of an allosterically acting therapeutic agent. It is an antiretroviral drug used
for the treatment of HIV infection. The drug targets CCR5 (the C-C chemokine
receptor type 5), which is a co-receptor of HIV on certain white blood cells. By
allosterically stabilizing an inactive conformation of the receptor [485], maravi-
roc prevents the binding of the virus to CCR5, thus blocking HIV entry into the
host cell. The 3D structure of the CCR5-maraviroc complex (Figure 7.49) sug-
gests that the drug stabilizes the inactive conformation via nonpolar interactions
with the transmission switch Trp-248 (the equivalent of rhodopsin’s Trp-265).
This should prevent movement of the tryptophan residue, which, as we saw ear-
lier, is part of the activation process of certain GPCRs. Allosteric drugs are of
great interest to the pharmaceutical industry [482], for at least two reasons. First,
they constitute an alternative to the veteran orthosteric drugs, which have al-
ready been studied extensively. Second, allosteric drugs enable pharmaceutical
scientists to control the activity of target GPCRs more accurately (see Chapter 9
for details), and, since allosteric sites are less conserved than orthosteric sites,
allosteric drugs tend to be more subtype-selective.

2. Indirectly-acting drugs change the activity of GPCRs by affecting other proteins. SS-
RIs are well-known examples of such drugs; these antidepressants elevate the levels of
serotonin in the brain by inhibiting its reuptake from the synapse [486,487] (see Chap-
ter 1). Although SSRIs directly target serotonin transporters rather than GPCRs, the
resulting elevation of serotonin levels leads to increased action of this neurotransmit-
ter on its cognate receptor, which is a GPCR [378].

Academic and industrial labs worldwide are continuously searching forGPCR-acting drugs.
The drug discovery process is similar to that corresponding to other protein targets, as de-
scribed in Chapter 8. Briefly, this process relies mostly on the screening of many known
molecules with potential to bind to the target protein and change its activity. In the past the
screening process was conducted solely in the lab using various binding and functional as-
says. Such assays were, however, costly and time-consuming, and could only be carried out
effectively by large organizations. The subsequent development of computational methods
for small molecules enabled pharmaceutical scientists to conduct structure-activity relation-
ship (SAR) studies, in which the structural and chemical properties of a desired drug were
deduced on the basis of the activity of other, yet similar, known drugs. Later, more sophis-
ticated computational methods were developed, in which, given a 3D structure of a protein
and a ligand, it became possible to characterize the physicochemical interaction between the
two molecules (receptor-based approach). The determination of numerous high-resolution
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structures of GPCRs in various states and with various bound ligands has enabled scien-
tists to use the receptor-based approach to predict the binding of many millions of potential
compounds to a target GPCR, in a relatively short time (virtual screening) [482]. The top-
ranking compounds are then tested in the lab to confirm the binding and characterize their
pharmacological activity.

As mentioned above, there is a growing effort to develop allosteric drugs that will facil-
itate more accurate modulation of GPCR activity and complement the arsenal of existing
drugs, most of which act as agonists or antagonists on orthosteric sites. However, discov-
ering allosteric drugs is not an easy task, as it requires knowledge of active and inactive
conformations of the protein, which usually requires crystallization of the GPCR with vari-
ous ligands or under different conditions. Additional desired goals in GPCR drug discovery
include the following drug types [482]:

• Biased drugs that activate specific signaling pathways [454,455]. Such drugs render
treatment more specific, and their use is therefore expected to result in fewer side ef-
fects. This is particularly important in the case of GPCRs, which, as explained above,
are involved in virtually all physiological processes in the body. Furthermore, the use
of biased drugs is also expected to allow the targeting of the same GPCR for treating
different diseases [482]. In such cases, each biased drug inhibits or amplifies a different
signaling route that is initiated by the same GPCR.

• Dual-acting drugs that can bind to different receptors or other proteins. Such drugs

TABLE 7.2 Examples of GPCR-targeting drugs.

Type of
Disease or Disorder Disease or Disorder Drug Target GPCR

Psychiatric Depression or anxiety Buspirone 5-HT1A and D2 receptors
Schizophrenia Aripiprazole D2 (dopamine) receptor
Insomnia Suvorexant Orexin receptor

Cardiovascular Hypertension
Congestive heart failure

Valsartan Angiotensin receptor

Thrombosis Clopidogrel P2Y12 receptor

Neurological Pain Oxycodone Opioid receptors
Migraine Sumatriptan 5-HT1 receptor
Vomiting or nausea Dolasetron 5-HT3 receptor

Respiratory Asthma or chronic
obstructive pulmonary
disease (COPD)

Salmeterol 𝛽2-adrenergic receptor

Metabolic Diabetes Albiglutide GLP-1 receptor

Hormonal Hypothyroidism Parathyroid
hormone

PTH receptor

Acromegaly Octreotide Somatostatin receptor

Gastrointestinal Gastric ulcers Ranitidine H2 receptor

Cancer Prostate cancer Leuprolide GNRH receptor
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(a) (b)

FIGURE 7.49 Binding of the drug maraviroc to CCR5. (a) An overall view of the receptor. The
receptor is shown as a green ribbon, and maraviroc, which is bound to the ECD-TMD interface,
is shown as blue sticks. (b) A magnification of the maraviroc binding site. The drug forms nonpo-
lar interactions with Trp-248, which is thought to prevent the protein from undergoing activation-
induced conformational changes. Trp-248 and Tyr-244 constitute a switch that relays the ligand-
induced activation process to the intracellular domain. Thus, preventing Trp-248 from moving is
expected to inhibit CCR5 activation, which in turn prevents CCR5-HIV binding and viral entry
into the cell.

can couple the activity of different GPCRs, or the activity of a GPCR to that of another
protein that complements it. For example, the small molecule donecopride can both
activate 5-HT4 (serotonin) receptors and inhibit the enzyme acetylcholinesterase.The
combined effect of the two activities is potentially beneficial for treating Alzheimer’s
disease [488].

• Monoclonal antibodies that bind to desired GPCRs in a highly specific manner and
modulate their activity (e.g., [489]). However, the administration and use of such drugs
is much more complicated than in the case of small molecules.

• Drugs that affect the trafficking or desensitization of the GPCR (e.g., GRKs and
arrestins [490]).

7.6 SUMMARY

• Membrane-bound proteins constitute 20% to 30%of the human genome and are involved
in numerous cellular and physiological processes. As such, they are also involved in dif-
ferent pathologies, and therefore constitute prime targets for drugs.

• Membrane proteins reside in a two-layered lipid body referred to as the lipid bilayer.
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They are either immersed inside it or anchored to it peripherally. The highly anisotropic
lipid bilayer has complex physicochemical properties, such as amphipathicity, asymme-
try, quasi-fluidity, and curvature.

• These properties, in addition to specific interactions between membrane proteins and
lipids, affect the properties of both. Importantly, the properties of the lipid bilayer signif-
icantly constrain the structural space available for membrane proteins. Therefore, despite
the limited number of experimentally solved structures of membrane proteins, the prin-
ciples governing their structure can be deduced.

• At the primary structure level, the transmembrane regions of membrane proteins tend to
be highly nonpolar and contain on average 21 to 26 residues. These strong tendencies are
the basis for current computer algorithms that trace membrane proteins in raw genomic
sequences.

• Transmembrane segments of membrane proteins have an extremely high tendency to
form secondary structures, mostly 𝛼-helices. This property is mainly driven by a need for
lipid-exposed polar backbone groups to be paired in hydrogen bonds.

• At the tertiary structure level, transmembrane domains are mostly arranged as 𝛼-helical
bundles, and in some cases as 𝛽-barrels.The near total dominance of the former structure
probably results from its high adaptability. Indeed, helical bundles can form a range of
structures, each fulfilling a different role. For example, they can form water-filled ion
channels through which ions can diffuse across themembrane, or water-free transporters
that undergo considerable conformational changes in order to ‘pick up’ a ligand on one
side of the membrane and release it on the other side. Both of these structures contain
domains (or elements) responsible for transport, as well as domains (or elements) that
regulate transport according to cellular needs.

• Some membrane proteins have complex structures and are involved in equally com-
plex physiological processes. Examples of such proteins are G protein-coupled recep-
tors (GPCRs), which respond to a variety of hormones, factors, and even light photons.
Most GPCRs have a similar seven-transmembrane structures, and they differ mainly in
their extracellular domains. The response of a GPCR to its ligand involves conforma-
tional changes, which allow the protein to bind and activate its cognate G-protein(s) in
the cytoplasm. Thus, an entire signal transduction system is activated, with results that
are often dramatic to the cell. The large number of GPCR structures determined in re-
cent years demonstrates that the activation process involves various molecular triggers
and switches, which relay the ligand-binding signal to the intracellular side of the pro-
tein, thus creating a binding site for the G-protein. Moreover, the binding induces con-
formational changes in, and activation of, the G-protein. Although themolecular triggers
and switches differ to some extent between different classes of GPCRs, many of them are
associated with shared conserved motifs, and work in similar ways.

EXERCISES

7.1 Explain why the interest in membrane proteins far exceeds their relative proportion in
a cell.
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7.2 The lipids found in biological membranes differ significantly from each other in chem-
ical structure and composition. What makes them all suitable as membrane building
blocks?

7.3 Unlike othermembrane lipids, cholesterol has a bulky, rigid structure. In your opinion,
how would this structure affect membrane properties?

7.4 Suggest reasons why membranes of different organelles, cells, and organs differ so sig-
nificantly in their lipid composition.

7.5 A. Estimate how many encounters between a divalent cation and the plasma mem-
brane are needed in order for the cation to cross the membrane successfully. As-
sume that the radius of the cation is 1Å, and that the dielectrics of the membrane
and cytoplasm or extracellular matrix are 2 and 80, respectively.

B. If each unsuccessful cation-membrane encounter lasts 10−12 s, howmuch timemay
be needed for the system to achieve a successful encounter?

7.6 Following the study of Elazar et al. (2016) (Elife 5:e12125), state the expected general
locations of the following amino acids in an integral membrane protein: Val, Trp, Arg,
Pro, and Asp. Explain your prediction.

7.7 What are the main differences between the driving forces for the folding of globular
proteins and those of integral membrane proteins?

7.8 Explain the following observations regarding membrane proteins that function in the
transport of ions:

I. Channels contain a water annulus, yet make the passing ions lose their solvation
shell for a short part of the way.

II. Carriers do not contain a constant water annulus linking the bulk solvent on both
sides of the membrane.

7.9 Peripheral membrane proteins require more than a single type of noncovalent inter-
action to bind to the membrane. Explain the underlying advantage(s).

7.10 List the different means that the protein-membrane system can use to ameliorate the
energy cost of positive hydrophobic mismatch.

7.11 Explain how activation of adrenergic receptors serves the ‘fight-or-flight’ response in
animals.

7.12 Unlike other class A GPCRs, rhodopsin has no baseline activity in the absence of an
agonist. Which structural features of GPCRs have been proposed to explain this phe-
nomenon?

7.13 List the structural features of GPCR activation that have emerged from the study of
rhodopsin’s active and inactive structures.
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CH A P T E R 8

Protein-Ligand Interactions

8.1 INTRODUCTION

In the previous chapters we witnessed the large and diverse set of functions fulfilled by pro-
teins in cells and tissues. Together, these functions enable the most basic, as well the most
sophisticated processes to take place in living organisms. Protein functions result from the
inherent structural complexity of these molecules. Still, all of these functions are based, at
least partially, on the capability of each protein to bind a certain ligand (or multiple specific
ligands). Such ligands might be small organic molecules (~600 Da or less), macromolecules
or even elemental ions. The roles played by the ligands are equally diverse, and include the
following:

1. Catalysis. Enzymes act on substrates, turning them into products. Both substrates
and products can be considered as ligands, and may be small molecules, peptides,
or macromolecules. Some substrates also act as cofactors. For example, NADH and
FADH2 serve as cofactors in multiple redox reactions that are catalyzed by enzymes
called oxidoreductases (Figure 8.1a). These issues are discussed in Chapter 9, which
focuses on enzyme catalysis.

2. Regulation.Many small organic molecules are routinely used by cells to regulate the
activity of metabolic enzymes (see Chapter 9, Section 9.5), signal transduction pro-
teins, or other key proteins (Figure 8.1b). The regulation may be simple, as in the case
of product inhibition used in metabolic pathways, or more sophisticated, as in the
case of hormone-activated control over key cellular processes. An example of regula-
tion via product inhibition is the use of ATP as an inhibitor of a number of metabolic
enzymes (e.g., phosphofructokinase). Sophisticated regulation usually involves com-
plex signal transduction pathways that activate or inhibit numerous targets.

3. Communication. Ligands may participate at different points along cellular commu-
nication pathways: first messenger (hormone, neurotransmitter, or local mediator),
second messenger (e.g., cAMP, IP3), and downstream regulator. The action of such
ligands may lead to different outcomes, such as cellular growth, division, biosynthe-
sis of metabolites, activation of a defensive function, and so on.

4. Protein trafficking. Certain ligands serve as means by which organelles or other
macromolecules are recognized by proteins. For example, by binding to the cytoplas-
mic enzyme protein kinase C (PKC), the small ligand diacylglycerol (DAG) allows the
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enzyme to attach to the plasmamembrane, become activated, and participate in ama-
jor signal transduction process. Similarly, a nucleotide sequence at the beginning of a
gene (i.e., the promoter) allows proteins functioning as transcription factors to recog-
nize this location and activate the expression of that specific gene. Other nucleotide
sequences are recognized by proteins that participate in DNA replication and RNA
processing.

5. Prosthetic groups. Certain ligands bind tightly to proteins and help them execute
certain functions. For example, the iron-containing heme group binds oxygen in
hemoglobin (see Figure 5.2.3 in Box 5.2) and myoglobin, but in cytochromes binds
electrons. Another prosthetic group, the retinal, allows the proteins rhodopsin and
bacteriorhodopsin to become activated by light.

6. Defense and offense. Certain ligands act as toxins that attack other cells. In bacteria,
they are secreted and can be used either as a defense against other bacteria, or as an
offense against the host. Toxins are also produced by higher organisms (e.g., plants,
insects, snakes), inwhich case theymay be used for deterring predators or for catching
prey.

In accordance with our general approach to biological processes, here too we have chosen
to elaborate on basic aspects that we believe to be crucial for the understanding of these
processes: structure, energetics, and dynamics. These are covered by the first part of the
chapter. The most complex cellular processes involve protein-ligand interactions, in which
the ligand itself is a protein. This type of interaction is also the most challenging for struc-
tural biologists, as it involves two binding partners of equal complexity. We have therefore
chosen to focus in the second part of this chapter on protein-protein interactions.

The last part of the chapter is dedicated to protein-ligand interactions in drug devel-
opment and design. Pharmaceutical drugs are most often small organic molecules, which
bind to proteins that have gone awry as a result of disease. The binding inhibits the abnor-
mal activity of the protein, and therefore has an overall positive influence on the body. In
other cases, the drug does not bind to the abnormal protein directly, but rather to another
protein, whose activity opposes that of the former. Thus, by activating the other protein,
the drug can diminish the harmful effects of the abnormal protein. In any case, the drug’s
mechanism of action is based on its protein binding, which is why drug development re-
quires scientists to harness the accumulated knowledge on protein-ligand interactions for
the construction of suitable drug molecules. The large demand for pharmaceutical drugs
and the resulting investment in their development have led to the emergence of state-of-
the-art tools (both experimental and computational) intended to increase the efficiency of
the drug discovery process to the extent that current technology allows. In our discussion
we describe some of these tools briefly, as well as the main approaches for characterizing
protein-drug interactions.

8.2 THEORIES ON PROTEIN-LIGAND BINDING AND DYNAMICS

The binding of various ligands to proteins has been studied for over a century. During the
first decades of this period, research in this field focused on enzyme-substrate interactions.
A central aspect of these studies was the ability of enzymes to bind selectively to their sub-
strate(s). This selectivity is not trivial, as the cytoplasm is highly dense [1] and is expected to
contain at least one molecule resembling the substrate. As explained in Chapter 5, specific
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(a) (b)

FIGURE 8.1 Examples of biologically important protein-ligand interactions. (a) Enzyme
substrate-cofactor binding. Here, L-phenylalanine dehydrogenase is the enzyme (in blue ribbon rep-
resentation), bound to both substrate (colored by atom type) and cofactor (NADH, colored in
orange) (PDB entry 1c1d). (b) Allosteric regulators. The figure shows the protein fructose-1,6-
bisphosphatase with 2,5-anhydro-D-glucitol-1,6-bisphosphate (AHG, an analogue of its substrate),
and AMP (an allosteric inhibitor) (PDB entry 1fpd). As can be clearly seen, the allosteric ligand
occupies a distinct binding site, which is quite distant from the catalytic site.

enzyme-substrate binding was initially explained by the ‘lock and key’ theory [2], proposed
by Emil Fischer in the 19th century (Figure 8.2a). This theory stipulated that the binding
sites of enzymes are rigid and pre-adjusted geometrically to the natural substrate. The the-
ory became widely accepted within the scientific community, and was even used to support
another widely accepted idea concerning the a priori compatibility of proteins with their
biological functions. In subsequent years, accumulating evidence began to indicate that in
many cases the binding sites of enzymes do not match the substrate perfectly, and that the
binding process is accompanied by conformational changes in the enzyme [3–7] It there-
fore became clear that Fischer’s model was in need of a revision, which came in the form
of Daniel Koshland’s ‘induced fit’ theory [8], whose validity has since been demonstrated in
numerous proteins [9] (Figure 8.2b).

The induced fit theory suggested that enzymes do indeed match their substrates ge-
ometrically, but that this match is far from being perfect. Therefore, following the initial
enzyme-substrate binding, certain conformational changes are required in the binding site
to improve the match. In principle, both the aforementioned theories are applicable for de-
scribing the binding of any protein to its natural ligand, and are not confined to enzyme-
substrate binding. The Monod-Wyman-Changeux (MWC) model [10], which appeared a few
years after the induced fit theory (see Chapter 5, Subsection 5.3.2), contended that proteins
are able to shift spontaneously between (at least) two different conformations, even in the
absence of a ligand [10]. Indeed, this phenomenon has been demonstrated experimentally in
many studies (e.g., [11]). The MWC model could also explain allostery, a well-known phe-
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nomenon in which the binding of the substrate to the catalytic site of the enzyme is affected
by ligand binding to a different site (e.g., [12–15]). As explained in Chapter 5, the theory un-
derlying the MWC model has undergone some changes since it was first suggested, and
the current thinking is that proteins shift spontaneously among multiple conformations,
called ‘substates’ [16–21]. This significant change in the perception of proteins has naturally
led to corresponding changes in theories concerning protein-ligand binding. The currently
accepted conformational selection model [22–24] posits that the ligand binds preferentially to
one of the conformations sampled spontaneously by the protein, thus stabilizing it (Fig-
ure 8.2c; see also Chapter 5). In other words, by changing the protein’s energy landscape,
the ligand turns a previously less favorable conformation into themost favorable (and prob-
able) one [25].

(a) (b) (c)

FIGURE 8.2 Schematic representation of three popular protein-ligand binding theories.
(a) The ‘lock and key’ theory. The protein is represented as a blue circle and the ligand as an or-
ange shape. The ligand-binding site of the protein matches the ligand perfectly. (b) The ‘induced fit’
theory. The binding site generally fits the ligand. However, the fit is significantly improved following
the binding, due to ligand-induced conformational changes in the protein. (c) The ‘conformational
selection’ theory. The protein undergoes constant conformational changes, with at least one of its
conformations matching the ligand. Ligand binding selects this conformation.

The conformational selection theory does not necessarily refute Koshland’s induced fit the-
ory, and in many cases even the best-fitting conformation of the ensemble does not
match the ligand perfectly [26]. In such cases, the strain applied by the ligand to the bind-
ing site is expected to induce some changes in the latter, which further stabilize this
conformation [27–30]. In fact, both mechanisms may coexist in the same system, depending
on circumstances. For example, a study on the effect of Ca2+ on calmodulin shows that the
mechanism depends on the concentration of this ion [31].That is, at lowCa2+ concentrations,
Ca2+ acts mainly via the stabilization of existing conformations, whereas at high concentra-
tions it induces conformational changes in calmodulin. In fact, even in its Ca2+-bound form,
calmodulin is highly dynamic [32,33], and it adopts distinct conformations only upon bind-
ing to its target protein. Interestingly, during binding, both calmodulin and its target seem
to undergo a conformational search for their natively bound conformations [34]. This type
of mechanism is referred to as ‘mutually induced fit’ [35]. Induced fit and conformational
selection are probably most prevalent in intrinsically unstructured proteins (IUPs), due to
the inherent dynamics of these proteins (see Chapter 6).

As explained in Chapter 5, the conformational changes induced by ligand binding are
usually small to moderate (backbone r.m.s.d. ≤ ~2.5Å [36,37]), although in some cases they
may be quite large [38,39]. We saw that ligand-induced conformational changes may have
functional implications for the protein, through allostery. In addition, the inherent dynam-
ics of the protein may also change as a result of ligand binding [40,41], and this change has
implications for the energetics of the binding, as discussed in Subsection 8.3.2 below.
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8.3 PROTEIN-LIGAND BINDING ENERGETICS

8.3.1 Total binding free energy
8.3.1.1 Protein-ligand binding displays diverse affinities
The diversity of protein ligand types naturally leads to a corresponding diversity in binding
strength (affinity). Indeed,binding energiesmay rangebetween~−2 and −22 kcal/mol [42],
corresponding to a range spanning 11 orders of magnitude in the value of the dissociation
constant (Kd) [43]. To understand the factors determining these diverse affinities, one should
first be able to determine the free energy change upon binding.This energy can bemeasured
experimentally, via the equilibrium constant of the binding (𝐾eq)*1. Methods for measuring
𝐾eq are often based on the following two-step procedure [44]:

1. Phase separation between the protein-bound and free forms of the ligand.

2. Spectroscopic quantification of the free ligand’s concentration. When such measure-
ment is difficult, e.g., due to very high protein-ligand affinity, 𝐾eq can be measured
by quantifying the binding-induced changes in the spectroscopic properties of the
protein, such as absorbance, fluorescence, or anisotropy (fluorescence polarization).

The binding free energy can also be calculated in many cases (see following subsection).
The binding strength displayed by a given protein matches the biological purpose of
that specific binding. For example, proteins that are involved in signal transduction net-
works tend to bind their ligands weakly, enabling these proteins to switch binding partners
easily, thereby transmitting the signal. Conversely, cofactor binding by enzymes, which has
to be reversible but also strong, is characterized by free energies of −5.5 to −9.5 kcal/mol [42]

(see also below), comparable to the free energy of protein folding. Finally, some proteins
display exceptionally strong binding. For example, the free energy of binding of the protein
avidin to the small molecule biotin (vitaminH) is roughly −20 kcal/mol [45]. Avidin is a com-
mon glycoprotein in the egg whites of birds, reptiles and amphibians. Its reason for binding
biotin is not entirely understood, but the high affinity between the avidin and biotin has
been utilized extensively in biochemical lab assays and purification procedures [46]. Strong
affinity is also observed in the binding of enzymes to their natural inhibitors. For example,
the binding of trypsin to its inhibitor has a Kd of 60 fM [47], which corresponds to a binding
energy of ~−18 kcal/mol. This strong affinity can be rationalized by the biological need to
quickly neutralize proteases before they irreversibly damage cells or tissues [43].

An early survey of protein-ligand complexes carried out by Kuntz and coworkers sug-
gested amaximal binding energy of ~1.5 kcal/mol per ligand atom*2 [51]. However, this value
was not constant, and found to decrease when the number of ligand atoms exceeded ~15.
This decrease is probably driven by the fact that larger ligands need to optimize a larger
number of contacts within the binding site, which might lead to structural compromises
and, therefore, to reduced affinity [52]. The authors also found the highest-energy binding

*1As explained in Chapter 4, Δ𝐺0 = −𝑅𝑇 ln 𝐾eq (Equation (4.1)), where 𝑅 = 1.989 cal/(molK), and
𝑅𝑇 ≈ 0.6 kcal/mol at room temperature.

*2A slightly higher value of −1.75 kcal/mol per atom was found by Carlson and coworkers [48], based on
~4,700 protein-ligand complexes from the Binding MOAD database [49,50] (URL: http://www.bindingmoad.
org/). However, for 95% of the complexes the maximal binding energy was much lower, −0.83 kcal/mol per
atom.

http://www.bindingmoad.org
http://www.bindingmoad.org
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interactions (per atom) to be associated with metals, small anions, and (obviously) ligands
that form covalent bonds.This observation is in agreement with a later study of Carlson and
coworkers, who found that the most efficient binders tend to be small, charged ligands that
are in contact with charged binding site residues or cofactors, and that form interaction net-
works [48] (see more about the contribution of polar networks to binding in Subsection 8.4.3
below). The strong binding of metals*1 is to be expected considering their biological roles
(helping catalysis and stabilizing protein substructures), most of which require the metal
to remain bound to the protein. Similarly, covalently bound ligands, which include mostly
prosthetic groups, are required to remain bound to their corresponding proteins because of
their important roles in these proteins’ biological function. Certain transition states of sub-
strates formed during enzyme-mediated catalysis also become covalently bound to their
related enzymes (see Chapter 9, Subsection 9.3.3.3). However, the catalytic mechanisms in-
volving these transition states also include chemical species that break the bond very soon
after it is formed. In fact, the high affinity of enzymes towards the transition states of their
substrates (see following paragraph and Chapter 9, Subsection 9.3.3.2) is mainly the result
of noncovalent interactions, and is part of what makes enzymatic catalysis both specific and
highly efficient.

A continuation of the work done by Kuntz and coworkers was carried out a few years
later by Zhang and Houk [54], who conducted a survey of 1,600 proteins. Their results and
those of others showed a correlation between the different affinities of proteins towards their
ligands and the general types of complexes formed (Table 8.1).

TABLE 8.1 Binding energies and corresponding dissociation constants of different protein-
ligand complexes.

Binding Energy Dissociation Constant
Protein Ligand (kcal/mol) (Kd) (Molar)

Antibody Antigen −6 to −11 [54]*a ~10−2 to 10−8

Receptor Hormone ~−12 [42] ~10−9

Enzyme Substrate −4 to −8 [55] ~10−3 to 10−6

Cofactor −5.5 to −9.5 [42] ~10−4 to 10−7

Inhibitor −10 to −15 [54]*b ~10−7 to 10−11

Transition state −16 to −27 [54]*c ~10−12 to 10−20

*aA higher value (−14 kcal/mol (Kd ≈ 10−10)) was obtained for antibodies that underwent a process
called ‘maturation’. In this process, B-cell lymphocytes adapt to the invading pathogen by producing
antibodies with better compatibility with the antigens produced by the pathogen.

*bA similar, yet slightly higher value of ≈ −18 kcal/mol (Kd = 60 fM) was measured for the binding of
trypsin to pancreatic trypsin inhibitor, which is itself a protein [47].

*cHigher values have also been suggested. For example, Schramm [56] indicated an enzyme-transition
state dissociation constant (Kd) ranging from 10−14 to 10−23 mol L−1. This corresponds roughly to a
binding free energy of −19 to −31 kcal/mol.

*1As explained in Chapter 2, cationic metals such as Fe2+, Fe3+, Zn2+, Cu2+, Cu+, Mg2+, Mn2+, Mn3+, Mo3+,
Mo4+, Mo6+, Co2+, and nickel (Ni+) are usually coordinated to the side chains of cysteine, histidine, and/or
glutamate or aspartate, with the latter two also stabilizing the metal electrostatically [53]. These form coordi-
nation complexes around the metal cation, which normally include 2 to 4 residues. In other cases, metals may
form clusters with non-metallic elements (e.g., Fe with S in cytochromes) or be bound to an organic structure,
as in the protein cofactors heme and cobalamin (B12 cofactor).
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These results seem to agree with some of the most basic and widely accepted notions
regarding protein-ligand interactions:

1. The suggestion of Kuntz and coworkers [51] that the upper limit for protein-ligand
affinity is 13 kcal/mol.This valuematches the affinity values obtained for the first four
complex types. Protein-inhibitor complexes are characterized by somewhat higher
binding affinities, in line with their biological role (see above). Still, most protein-
ligand complexes do not exceed a binding energy of 15 kcal/mol, probably to avoid
clearance problems.The very high affinities of enzymes to their substrates’ transition
states are in line with the suggestion of Pauling [57] and others that the binding site
of an enzyme matches the transition state of the corresponding substrate much
better than it does the ground state (see Chapter 9). The very strong binding in this
case does not pose a clearance problem, since the transition state is chemically and
rapidly converted into another form (the reaction product), which has a much lower
affinity to the binding site and therefore dissociates quickly from the enzyme.

2. The suggestion that protein-ligand interactions are (in principle) noncovalent.
Again, enzyme-transition state complexes seem to be an exception, at least partially;
certain enzymes are known to form covalent bonds with their transition states as part
of the catalytic mechanism (see Chapter 9 for details). These bonds include those that
are formed during nucleophilic catalysis (e.g., the formation of acyl-enzyme interme-
diates in serine proteases, or Schiff bases in aminotransferases), cofactor-mediated
bonds (e.g., the cofactor TPP in pyruvate dehydrogenase), and ‘semi-covalent bonds’
such as low-barrier hydrogen bonds (LBHBs; see Chapter 1). In Zhang and Houk’s
study, 97% of the enzyme-transition state complexes were found to have a binding
energy that could only be explained by the formation of covalent bonds.

8.3.1.2 Calculating absolute binding free energy
In a variety of situations, it might be necessary to use computational methods to calculate
the energy of binding of proteins to their ligands. Such methods are often used, for exam-
ple, when technical problems make it difficult or impossible to measure the binding free
energy values directly. This is commonly the case in drug discovery (see below), which in-
volves searching for the most appropriate drug molecule among an immense number of
candidates. In these cases, it is often unrealistic to measure the energy of the binding of a
given protein to each of the numerous candidatemolecules, and this is where computational
methods usually come into play. Another important reason for using calculations is that the
computational models used often enable each of the components of the binding energy to
be characterized separately, thus providing a more detailed picture of the binding process
(see below).

There are several popular methods used to calculate binding free energy [58–60]:

1. Alchemical methods (a.k.a. ‘free energy perturbation’) [61,62]: The binding is de-
scribed by introducing a series of non-physical intermediates between the bound and
unbound states, and the binding energy is calculated by integrating them.The calcula-
tion requires the use of all-atom molecular dynamics (MD) simulations (FEP/MD*1).

*1FEP/MD calculations can be run using the free internet server Ligand Binder [63] (URL: http://www.
charmm-gui.org/?doc=input/gbinding).

http://www
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As explained in Chapter 3, the force field-based calculations used in MD simulations
provide only the potential energy of the system. Therefore, adequate sampling of each
state is required in order to account for the entropic component of the free energy.
As a result, the FEP/MD method is considered rigorous and computationally expen-
sive, although certain protocols have been devised to alleviate this problem [63,64]. Al-
chemical methods can also be used for calculating the relative binding energy, e.g., by
artificially converting one ligand into another (see the following subsection).

2. Steered methods [65,66]: All-atom MD simulations are carried out under a constant
force that pulls the ligand away from the binding site in a physically consistent man-
ner, and the free energy required for separating the two is calculated. Such methods
are computationally expensive due to the need to sample a sufficient number of con-
figurations of the system (see more below).

3. Linear interaction energy (LIE) method [67,68]:The binding free energy is calculated
as the difference between the ligand-bound and ligand-free states of the protein (end-
point calculation), where in both cases the system is described explicitly, and MD or
Monte Carlo simulations are used to sample the two states. Since only the two end-
points are sampled, the calculation is less expensive than in steeredMD or alchemical
methods. The name of the method comes from the linear response assumption that
is used to calculate the electrostatic interactions between the ligand and its environ-
ment.

4. MM/PB(GB)SA [69–72]: This, too, is an endpoint method, which calculates the bind-
ing energy as the difference between the energies of the ligand-bound and ligand-
free states of the protein. Unlike LIE, however, MM/PB(GB)SA uses implicit solvent
models of the protein-ligand system (PB or GB, respectively) for calculating solva-
tion effects (see Chapter 3 for details). This makes the method less computationally
expensive than LIE, as well as other methods that rely on all-atom simulations (see
more below).

Generally speaking, calculating the change in absolute free energy accompanying protein-
ligand binding is a challenging task, due to the following:

1. The free energy of binding is small compared to its components.
The free energy of binding (Δ𝐺bind) has a small magnitude, since it is usually a
small difference between large numbers [73]. This occurs for two reasons. First, the
energy is in fact a difference between large energies, one of the complex (𝐺PL), and
the other of the unbound partners (𝐺P + 𝐺L):

P + L → PL (8.1)

Δ𝐺bind = 𝐺PL − (𝐺P + 𝐺L) (8.2)

Second, the free energy of binding results mainly from two large and opposite forces:
the binding enthalpy (Δ𝐻bind) and the loss of entropy (of both protein and ligand)
(Δ𝑆bind), which nearly cancel each other out (‘enthalpy-entropy compensation’ [74–78],
Figure 8.3):

Δ𝐺bind = Δ𝐻bind − 𝑇 Δ𝑆bind (8.3)



Protein-Ligand Interactions ■ 645

The values of the binding free energy, enthalpy, and entropy are collectively referred
to as the thermodynamic signature of the binding. Two protein-ligand pairs may have
the same binding energy, yet different thermodynamic signatures, due to differences
in their binding enthalpies and/or entropies (e.g., [79]). Knowing these components
not only helps in distinguishing between binding pairs but often provides informa-
tion on the molecular interactions and the dynamic changes in each system. Thus,
when studying a binding process, it is often helpful to characterize its complete
thermodynamic signature, not just the binding free energy. As explained in Chap-
ter 4, binding enthalpy can be measured directly by calorimetric methods such as
isothermal calorimetry (ITC) [80], and the entropy component can be derived arith-
metically when the binding energy and enthalpy are known. However, the binding
entropy itself has sub-components, and it is often challenging to characterize their
relative contributions (see Subsection 8.3.2 below). Moreover, both binding enthalpy
and entropy involve the protein, ligand, and solvent, which makes their characteriza-
tion at the molecular level even more challenging.

2. The free energy of binding is highly conformation-dependent.
Although the conformation dependency of binding free energy does not directly in-
fluence the complexity of calculating this energy value, it does raise doubts about the
validity of such calculations. That is, if the protein conformation to which the calcu-
lation is applied is not completely accurate, the results may be considerably different
from what they should be. The conformation dependency results from the fact that
both short- and long-range interactions take place in this system, as well as from the
effect of the dielectric on electrostatic interactions (see Box 1.1).

FIGURE 8.3 Enthalpy-entropy compensation. The image shows the free energy (Δ𝐺) of bind-
ing of streptavidin to the peptide HDHPQNL, as well as the binding enthalpy (Δ𝐻) and entropy
(−𝑇 Δ𝑆) components. The values were measured by isothermal titration calorimetry (taken from
the SCORPIO database [81]). Note that the enthalpy and entropy components are large and opposite
in sign. The resulting binding free energy value is therefore relatively small.
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3. Accurate calculations require explicit treatment of the system.
As explained above, some of themethods for calculating binding free energies use ex-
plicit models of the system inMD simulations. Generally speaking, explicit treatment
is possible whenever a three-dimensional, high-resolution structure of the system is
available. However, we have seen earlier that MD simulations of large, protein-based
systems are usually unable to produce a statistically meaningful configurational en-
semble fromwhich the calculated potential energies can be translated into free energy
values. This problem is particularly pronounced in binding events, which involve the
exclusion of numerous water molecules from the protein-ligand interface. The ad-
vances achieved in recent years in computational resources, sampling methods, and
accuracy of scoring functions have enabled MD simulations to become longer and
more efficient [82]. Hopefully, these developments will soon enable scientists to em-
ploy such simulations for calculating binding free energies accurately and in a rea-
sonable period of time. Until then, an alternative solution (albeit a partial one) is
to use mean field models, in which the solvent is described implicitly, on the basis
of its dielectric properties [83] (see Box 1.3 and Chapter 3). In such cases, solvation
effects are usually calculated using the Poisson-Boltzmann (PB) [84] or generalized
Born (GB) [85] models, whereas the hydrophobic effect is accounted for by using sur-
face area (SA)models (see Chapters 3 and 4). Calculations using these formalisms are
called PBSA [86] andGBSA [86], respectively [73]. Several studies (e.g., [87,88]) have shown
that solvation effects are significant in protein-ligand binding, illustrating the need
for adequate treatment of this energy component [89]. Neglecting this effect would
make all protein-ligand electrostatic interactions appear energetically favorable, due
to Coulombic attraction (see Chapter 1, Subsection 1.3.1.2). Inaccurate treatment of
this effect might also lead to incorrect protonation states of residues like His, Glu,
Asp and Cys, whose pKa often changes upon ligand binding [90–92] (see Chapter 2,
Subsection 2.2.1.3.3.3 for a detailed explanation).
The two main advantages of mean field models are that they are fast, and that the
calculated values correspond to the free energy of the system. However, the approxi-
mations used by these models might obscure important aspects of the system. For ex-
ample, they do not distinguish between bulk and protein-bound water molecules [93],
which may pose a problem considering that the latter are considerably less dynamic
than the former [94]. This problem has been partially addressed in mean field mod-
els through the use of a distance-dependent dielectric [73], but this solution is still
not as accurate as actually accounting for the different types of water molecules ex-
plicitly. Today, integration of the two different approaches (explicit and mean field)
has become possible in the form of ‘mixed force fields’ [73], as well as MM/PB(GB)SA
calculations [69–71] (see Chapter 3, Subsection 3.4.2 for details). As explained above,
the latter are often used as a ‘lighter’ alternative to alchemical and MD methods for
calculating the protein-ligand binding energy.The endpoint calculations used in such
methods consider only the ligand-free and ligand bound systems. In some implemen-
tations of MM/PB(GB)SA, the two states are sampled, and snapshots of the produced
ensemble are used in the calculation. In other implementations, the starting protein-
ligand structure is energy minimized and then subjected to a single MM/PB(GB)SA
calculation [72].
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8.3.1.3 Calculating relative binding energies
Many proteins are capable of binding multiple different ligands, in some cases by using the
same binding site (see Subsection 8.4.4 below). When the different ligands corresponding
to a given protein are similar, their binding induces only small changes (if any) in the con-
formation of the protein (e.g., [95])*1. When the ligands are structurally and/or chemically
different, they may target very different conformations of the protein. In either case, the
protein is expected to have a different affinity towards each ligand (Figure 8.4, horizontal
equilibria). When the structures of protein and ligand are available, the accurate way to
calculate the associated free energy differences is, in principle, to use an explicit model of
the entire system, including solvent, and apply force field-based calculations [83]. For conve-
nience, let us consider the simplest case, in which the protein has only two possible ligands
(L and L′). The two related affinities (Δ𝐺PL and Δ𝐺PL′ in Figure 8.4) are obtained by sub-
tracting the free energy of the protein-ligand complex from that of the unbound state:

Δ𝐺PL = 𝐺PL − 𝐺P − 𝐺L (8.4a)
Δ𝐺PL′ = 𝐺PL′ − 𝐺P − 𝐺L′ (8.4b)

The difference between the two affinities (ΔΔ𝐺) is defined as:

ΔΔ𝐺 = Δ𝐺PL′ − Δ𝐺PL (8.5)

As explained in Box 1.3, Chapter 3, and the subsections above, if an explicit model is used,
it is not enough to consider a single configuration of the system. Instead, numerous con-
figurations of all components must be rigorously sampled, in order to turn the calculated
potential energies into free energy values. Since this task is virtually infeasible considering
the large number of water molecules in the system, a different approach must be used. In
the subsections above we discussed mean-field alternatives to the explicit model approach.
Here, since we aim to compare the free energy values of the two binding processes instead of
calculating the absolute binding free energy of each, amuch easier solution is available.That
is, the two binding processes can be turned into a full thermodynamic cycle (Figure 8.4).
As free energy is a state function, the free energy differences accompanying the binding can
also be described as:

ΔΔ𝐺 = Δ𝐺PL→PL′ − Δ𝐺L→L′ (8.6)

Δ𝐺PL→PL′ and Δ𝐺L→L′ do not relate directly to a binding process, which means that the
explicit simulations need not sample the rearrangements of numerous water molecules fol-
lowing their exclusion from the protein-ligand interface. Tomake the calculationsmore effi-
cient, it is possible to apply this general approach using a step-wise perturbation procedure,
as is used in the aforementioned alchemical methods [62,97]. In such cases, the ‘alchemical
changes’ usually involve the conversion of one ligand into another, or alternatively, the two
ligands’ respective interactions with the protein.

Other solutions to the configurational sampling problem of dynamic simulations are
reviewed in [98].

*1Although a recent study shows that even similar ligands may sometimes induce substantial changes in
the conformation of the binding site [96].
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FIGURE 8.4 A thermodynamic cycle describing protein-ligand binding and associated free en-
ergies (following [98]).Thecycle describes the binding of a protein (P) to two different ligands, L and
L′, with the corresponding free energies of binding Δ𝐺PL and Δ𝐺PL′ . Assuming that both ligands
induce similar conformational changes in the protein upon binding, the free and bound states of
the protein-ligand system can be connected by two non-physical processes: the first converts L into
L′ (with a corresponding free energy change Δ𝐺L→L′) and the second converts PL into PL′ (with a
corresponding free energy change Δ𝐺PL→PL′). The free energy of binding can then be calculated as
the difference between Δ𝐺PL→PL′ and Δ𝐺L→L′ , following Equation (8.6).

8.3.2 Thermodynamic determinants of binding energy
Thermodynamically speaking, the binding of a protein to its ligand resembles the process
of protein folding in several ways. First, in both cases chemical groups are transferred from
the aqueous solvent into a less polar environment, in which they interact with one another
(Figure 8.5). Second, both folding and binding involve a favorable enthalpy change and
an unfavorable decrease in the entropy of the protein and the ligand. Indeed, studies
of protein-ligand model systems show that the unfavorable entropic contribution is rather
significant, to the point of nearly nullifying the favorable enthalpy contribution [99,100]. This
explains why the net binding free energy (like the folding free energy) has a relatively small
value. While there is no doubt regarding the significance of the entropy loss to the net bind-
ing free energy, there is a debate about its exact source [101]. Traditionally, it is believed
that most of the entropy loss originates from the restriction of movement around rotational
bonds in the ligand, i.e., from conformational restrictions. However, binding of the ligand
also restricts its ability to move as a whole. That is, the free ligand has three translational
(𝑥, 𝑦 and 𝑧 directions) and three orientational degrees of freedom relative to the receptor,
which become significantly restricted upon binding [89,102]:

Δ𝑆bind = Δ𝑆trans + Δ𝑆orient + Δ𝑆conf (8.7)

(where Δ𝑆trans, Δ𝑆orient, and Δ𝑆conf are the translational, rotational, and conformational
changes in ligand entropy, respectively)

Some studies indicate that the correlation between the total entropy loss of the ligand
and its number of rotatable bonds is not as high as originally thought [99,103,104], indicating
that the related energy penalty (−𝑇 Δ𝑆conf) might not be the dominant component. Interest-
ingly, in some cases, despite the significant loss of entropy, ligands can still assume different
orientations within the binding site [89].
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In protein-protein and protein-peptide binding, the decrease in entropymay result from
the different entropic components in both binding partners, not just the ligand. Therefore,
the uncertainty about the relative contribution of Δ𝑆conf to Δ𝑆bind is even greater in such
cases.Wand and coworkers developed amethodology based on nuclearmagnetic resonance
(NMR) relaxation measurements to assess the contribution of Δ𝑆conf to Δ𝑆bind, and imple-
mented it on calmodulin-peptide systems [40,41]. The results suggest that the contribution
of Δ𝑆conf, which corresponds to sub-nanosecond motions, is indeed significant, at least in
protein-peptide binding (see also [101]). This finding is important towards understanding
protein behavior better, and it also has implications for studies that focus on the engineer-
ing of protein-ligand interactions for more practical purposes. For example, in the drug
industry, scientists design active molecules in pharmaceutical drugs to match their target
proteins by modulating these molecules’ physicochemical properties (see Section 8.6 be-
low). This ensures optimization of potential interactions between drug and protein, thus
making the binding stronger. If, as explained above, ligand-induced changes in the con-
formational entropy of the protein lead to significant changes in the binding energy, such
changes must be taken into account. The neglect of this factor by most drug design proce-
dures may explain their limited success so far. Another practical field that may benefit from
the consideration of entropic aspects in assessing the binding energy is enzyme engineering,
in which enzymes are mutated in strategic sites to increase their affinity to a given substrate
(see Chapter 9).

A third point of resemblance betweenprotein folding and ligandbinding is that both
processes are driven by the hydrophobic effect [105,106] and by van derWaals interactions,
whereas electrostatic interactions render them specific*1 [107]. The latter results from the
strong dependency of the interaction energy on the local dielectric, and from the highly
geometry-dependent nature of hydrogen bonds and other types of electrostatic interactions
(see Subsection 8.4.3 below for further details). As explained in Chapter 1, the hydropho-
bic effect is an entropy-driven process associated with the ligand-induced removal of water
molecules from the protein’s binding site and their transfer to bulk water (not including
‘structural’ water molecules, which remain and play important roles; see Chapter 2, Subsec-
tion 2.4.4 for details). However, several studies have suggested that this process also has a
favorable enthalpy contribution (see [108,109] and references therein). This is because the wa-
ter molecules in the binding site are often unable to satisfy their full hydrogen-bonding po-
tential (four bonds), but they can do so in bulk water. Therefore, their transfer to bulk water
is enthalpically favorable, as it reduces the ‘frustration’ of these individual water molecules
and allows them to form additional hydrogen bonds.

The role of the hydrophobic effect as a driving force in protein-ligand binding is re-
flected, e.g., in the fact that protein-protein binding interfaces tend to be more hydrophobic
than surfaces that do not participate in binding [110] (see more below). This is not restricted
to protein-protein interactions; studies on enzymes demonstrate the importance of the hy-
drophobic effect in binding of non-protein substrates, as well [54]. The dominance of the
hydrophobic effect in driving protein-ligand binding requires both binding partners to be
surrounded by water prior to binding. This does not necessarily mean that the protein’s
binding site must be filled with water, although that would increase the energy gain ac-
companying the process, particularly in the case of deep binding sites that are suited for the
binding of small, non-protein ligands (seemore below). Indeed, almost all protein-binding

*1Protein folding is a specific process since it leads to the formation of a specific 3D structure.
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sites studied so far at a sufficient level of detail have been found to contain at least one
watermolecule, as expected, considering that the protein is surrounded bywater. Excep-
tions primarily include proteins with hydrophobic binding sites that bind small nonpolar
ligands [111–113]. 𝛽-lactoglobulin is an interesting example of such a protein [114]. Its bind-
ing site, adapted for hydrophobic ligands such as palmitic acid, is completely ‘dry’, despite
its large size (315Å3). Since there are no (or few) water molecules to expel in such cases,
the thermodynamics of ligand binding to dry binding sites is expected to rely very little on
the hydrophobic effect and more on van der Waals interactions, as well as on electrostatic
interactions augmented by the low-dielectric environment.

During protein-ligand binding, both partners may undergo conformational changes in-
volving a decrease in entropy, which opposes the binding. Asmentioned above, this entropy
decrease is considerable, at least in the case of protein-peptide binding [40,41]. In proteins that
bindmultiple ligands, the loss of entropy is gradual, as the first ligand induces some rigidifi-
cation of the protein, thus making it easier for the second ligand to bind [115]. A well-known
example of this phenomenon is hemoglobin-oxygen interactions; as explained in Chapter 5,
the binding of the first substrate molecule to the protein stabilizes it in the R configuration,
which raises the affinity of the protein to the other three oxygen molecules. Interestingly, in
proteins that bind other proteins with low specificity, it seems that the entropy might even
increase during binding, which consequentially increases the binding affinity while keeping
the selectivity low [116] (see Subsection 8.5.3.1.2 below for details).

8.4 LIGAND-BINDING SITES

8.4.1 Overview
Evolution has equipped proteins with binding sites that match their natural ligands almost
perfectly, thus optimizing the binding interactions. As mentioned above, proteins bind a
diverse set of ligands, and it is therefore not surprising that binding sites are equally diverse.
Thebinding site-ligandmatch is basedon twomain features: geometry andelectrostatics
(see details below). The former has traditionally been believed to be the dominant factor in
ligand compatibility. However, as a recent study has demonstrated, different protein binding
sites for the same ligand exhibit greater geometric variability than can be accounted for
by the conformational variability of the ligand [119]. This suggests that geometry alone is
insufficient to enable a binding site to recognize the correct ligand.

Since a given geometric or electrostatic pattern can be achieved using different binding
site architectures, there is no single structural motif (i.e., loops, turns, helices, and sheets)
dedicated to the binding function. That is, each of these motifs may be adapted to comple-
ment the ligand.

8.4.2 Geometric complementarity
The binding site is designed to geometrically complement the ligand’s three-dimensional
structure (Figure 8.6). Hence, binding sites for small molecules tend to be shaped as small
and deep depressions [120] (Figure 8.6a), whereas those for peptides and proteins are larger
and flatter [121,122] (although in some cases the site and ligand are intertwined; Figure 8.6b).
The geometricalmatch optimizes all noncovalent interactions thatmediate the binding, par-
ticularly the short-range van derWaals interactions.Thematch, however, is not perfect, and
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FIGURE 8.5 A schematic representation of protein-ligand binding. The figure illustrates
protein-protein binding, but the principle is the same for non-protein ligands, as well. Ligand bind-
ing involves the exclusion of water surrounding the two binding surfaces, and formation of (mostly)
noncovalent interactions between the desolvated atoms. Water molecules were added computation-
ally using the ‘PDB_hydro’ server [117], by the Delarue group, Institut Pasteur [118].

as explained above, ligand-induced fit of the binding site occurs in many cases in order to
optimize binding interactions. Yet, even this does not create perfect complementarity, and
cases have been recorded in which binding creates strain in the protein, ligand, and both [89].
Such strain involves an energy cost that is often associated with deformation in one or two
of the binding partners. This may be beneficial; for example, it may help enzymes to force
certain geometries on their substrates, which in turn makes it easier for the latter to turn
into products. Evidently, the binding interactions are sufficient to overcompensate for the
strain energy (or else the complex would not form).Thus, the unique capability of the na-
tive (ligand-bound) structure of the protein is not necessarily its capacity to maximize
favorable interactions, but rather its capacity to do so while balancing the resulting un-
favorable effects, such as strain, which are required for the protein’s function [89,123].
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(a) (b)

FIGURE 8.6 Geometric match at the binding site. (a) The structure of acetylcholinesterase
(AChE; blue surface) in complex with its substrate, acetylcholine (Ach; yellow sticks; PDB entry
2ha4). (b) The intertwined subunit-subunit interface in the Bence Jones protein (immunoglobulin
light chain dimer; PDB entry 1bjm). The protein atoms are represented as spheres, with each of the
subunits in a different color.

8.4.3 Electrostatic complementarity
When a ligand carries an electric charge in its binding region, the corresponding protein
binding site tends to carry the opposite charge. This electrostatic match increases the bind-
ing specificity, and since electrostatic forces are long-ranged, the match may also decrease
the diffusion time of the ligand to the binding site [124]. As explained in Chapter 1, elec-
trostatic interactions involve both full and partial electric charges, leading to a spectrum of
electrostatic interactions: ionic interactions and salt bridges, hydrogen bonds, interactions
involving 𝜋 electrons (𝜋-𝜋, 𝜋-cation), halogen-involving X-bonds, andmore (see Chapter 1
for details). As in protein folding (see Chapter 4), the specificity provided to protein-ligand
binding by electrostatic interactions results from two qualities:

1. The strong dependence of these interactions on the local dielectric. While a protein
and its ligandmay form complexes of different conformations, only the right one pairs
all the right polar groups in the two binding partners. This pairing compensates for
the desolvation of these groups due to the drop in dielectric upon binding. Indeed,
studies show that polar and charged species inside binding interfaces [48], as well as in
the protein core [125–129], usually appear in clusters and form interaction networks to
reduce the desolvation penalty and render the interactions favorable. These interac-
tions often involve buried water molecules as well.

2. The geometric dependence of hydrogen bonds, 𝜋-𝜋 interactions, and other inter-
actions that involve molecular orbitals (e.g., n → 𝜋∗ interactions, X-bonds, and
interactions involving the low-lying 𝜎∗ orbitals of the sulfur atom). Again, correct
binding between a protein and its ligand is ‘designed’ to optimize these interactions.
Other, non-native forms of binding are therefore less favorable energetically. Hydro-
gen bonds are particularly important for conferring specificity to protein-ligand inter-
actions, as they are both stronger and more common than the other types mentioned
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above. Indeed, a survey of protein complexes of known structure shows that hydro-
gen bonds mediate recognition in 67% of the studied complexes of proteins and
small organic ligands [53]. The same study also demonstrates that hydrogen bonds
are most likely to connect an NH group of a residue (donor) and the oxygen atom of
the ligand (acceptor).

A well-known example of a protein-ligand electrostatic match is observed in the enzyme
acetylcholinesterase (AChE), which resides in cholinergic synapses of the nervous system.
Its role is to put a time limit on the action of the neurotransmitter acetylcholine (ACh), and
it does so by hydrolyzing it to choline and acetic acid [130]. The importance of this enzyme is
revealed by the grave consequences of its inhibition; the resultant buildup of acetylcholine
at the synapses leads to overstimulation of the parasympathetic branch of the autonomic
nervous system, and this might lead to paralysis and death (see Box 8.1). ACh carries a
positive charge on its trimethylammonium group (Figure 8.7a). Calculations show that the
substrate binding site of AChE has a strong negative electrostatic potential (primarily due
to Asp-72), which draws ACh to the surface of the enzyme [84] (Figure 8.7b,c). However, the
catalytic site of AChE is buried inside the protein core, about 20Å away from the surface.
How, then, is the substrate able to reach the catalytic site from its initial attachment point
on the surface? Experimentally determined structures of the enzyme reveal a narrow path-
way leading to the catalytic site. The distribution of residues along the path, together with
the low dielectric in that region, creates an electrostatic gradient that leads the substrate to
the bottom of the path, where the catalytic site resides [131–136]. This process is termed ‘elec-
trostatic steering’*1. At the bottom of the pathway, Trp-84 draws the trimethylammonium
group of ACh so the entire substrate is optimally positioned for catalysis (Figure 8.7d). Sur-
prisingly, the residues forming the negative electrostatic gradient are aromatic (including
Trp-279, Tyr-121 and Phe-330), and therefore the narrow path containing them is called
the ‘aromatic gorge’. The composition of the gorge is not accidental; aromatic residues have
weak electrostatic potential, which results from the 𝜋 electrons in their ring structures.The
weak potential is an important advantage in the AChE gorge, as it allows the charged
substrate to move on quickly along the path [131]. Fully charged residues (Asp, Glu) deep
in the low-dielectric core of the enzyme would probably attract the substrate too strongly
and hinder its movement into the catalytic site (or out of it when the catalysis is over). If this
suggestion is true, it may explain why AChE is one of the fastest enzymes in nature, with a
rate approaching the diffusion limit (~108/(meter second)).

As mentioned above, there is no single structural motif dedicated to binding. What
about individual residues? Studies suggest that aromatic residues are more prevalent in
protein-protein interfaces than in other interfaces [138,139]. What makes these residues so
well-adapted for binding? Olson and coworkers studied antibody-antigen binding, and sug-
gested that the following properties provide amino acids an advantage in binding [140]:

1. Amphipathicity, which allows the amino acid to tolerate the drop in polarity upon
binding.

2. Large size, which allows the amino acid to form extensive noncovalent interactions
with chemical groups in the ligand.

3. Flexibility, which allows the amino acid to adapt to the antigen’s shape, thus optimiz-
ing geometric complementarity.

*1Electrostatic steering is responsible also for the rapid binding of proteins to one another, as has been
demonstrated by Schreiber and Fersht in the barnase-barstar system [137].
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All three aromatic residues are large, and Tyr and Trp are also amphipathic. Moreover, the
aromaticity of these amino acids is advantageous for binding. Aromatic rings are capable of
electrostatic 𝜋-𝜋 interactions, even if they do not include polar groups. The combination
of such interactions and the planarity of the rings makes the interactions geometry-
dependent, which in turn confers specificity.

Of the three aromatic residues, Tyr seems to possess the characteristics listed above (ex-
cept for flexibility) to the greatest extent. Indeed, Tyr and its chemical derivatives play im-
portant roles in different molecular recognition processes. These include protein-protein
interactions [139], in addition to interactions of proteins with small ligands. For example the
catecholamine neurotransmitters epinephrine, norepinephrine, and dopamine (see Box 7.2),
which act by binding to their cognate receptors in the synapses of the nervous system, all
originate fromTyr and resemble it structurally.That is, they contain the catechol (dihydroxy-
benzene) ring, which is identical to Tyr’s side chain, with an additional hydroxyl group. An-
other example is acetaminophen, the active ingredient of the painkilling and fever-reducing
drug Tylenol®. This chemical compound includes the phenol ring of Tyr, and although
it is artificial, it also acts by binding to proteins. Specifically, acetaminophen and related
drugs termed ‘non-steroidal anti-inflammatory drugs’ (NSAIDs) [141–143] bind to cyclooxyge-
nases (COXs), enzymes that are involved in the mediation of inflammation, pain and fever
(see Subsection 8.6.2.1.2 below for further details).

8.4.4 Binding specificity and promiscuity
The binding of proteins to their natural (cognate) ligands is generally considered to be spe-
cific. The binding specificity results from the geometric and electrostatic match between the
protein’s binding or active site and the ligand. As discussed above, the match involves sev-
eral noncovalent interactions between the protein and the ligand, although the importance
of each contribution to specificity is different; Electrostatic interactions (particularly hydro-
gen bonds and other geometry-dependent interactions) and van der Waals repulsion have a
larger contribution to the binding specificity than nonpolar interactions and van der Waals
attraction. Binding specificity also correlates with the number of interactions and their spa-
tial distribution. The latter means that the binding is expected to be more specific as the
ligand’s interacting groups are more evenly distributed over the entire area of the ligand.

Despite the overall tendency of proteins to bind their natural ligands specifically, it
seems that many proteins are capable of binding other ligands as well, a phenomenon
termed ‘binding promiscuity’ [107,144]. This type of binding has been studied in different
protein-based systems, often by using chemical and thermodynamic analysis. Levels of
binding promiscuity vary across proteins; some binding sites are capable of bindingmultiple
ligands of the same type (e.g., nonpolar amino acids, sterols, etc.), whereas others are even
less ‘picky’ and bind different types of ligands. Promiscuous binding may involve interac-
tions of the different ligandswith the same binding site residues, albeit with different affinity;
alternatively, different ligands may interact with different residues [145], or both types of in-
teractions may occur (Figure 8.8). In addition, in both cases different ligands may bind to
different conformations of the binding site, which differ in certain properties such as residue
accessibility or protonation state [145]. As mentioned above, the specificity of a binding site
to its ligand(s) correlates with the number of interactions between them, especially when
the interactions are geometry-dependent. The binding affinity, on the other hand, may de-
pend on a few strong interactions. Thus, a promiscuous binding site may bind one ligand
more specifically, yet less strongly than it binds another ligand.



Protein-Ligand Interactions ■ 655

(a) (b)

(c) (d)

FIGURE 8.7 Electrostatic complementarity between the protein’s binding site and its ligand.
(a) The chemical structure and electric charge of ACh. (b) The strong negative potential of the bind-
ing site in AChE.The figure shows the same structure as in Figure 8.6a.The enzyme is represented as
a surface colored according to electrostatic potential, with positive, neutral, and negative potentials
represented by blue, white, and red, respectively. The electrostatic potential ranges between −5 and
5𝑘𝐵𝑇 /𝑒. Left: The entire enzyme. Right: A magnification of the binding site. (c) A two-dimensional
slice of the electrostatic potential presented in (b), traversing AChE at the location of the binding
site. The strong negative potential is seen clearly around the choline group of ACh. (d) The aromatic
gorge of AChE. The structure shown in the figure is that of AChE complexed with ACh in its tran-
sition state (PDB entry 2ace). Left: The aromatic gorge (colored blue) when viewed from outside
the enzyme (colored yellow). Right: The 14 conserved aromatic residues forming the gorge. These
include F-120, F-288, F-290, F-330, F-331, W-84, W-233, W-279, W-432, Y-70, Y-121, Y-130, Y-
334, and Y-442. The positively charged choline group of ACh interacts favorably with some of these
residues (e.g., W-84) via cation-𝜋 interactions (red dashed lines).
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(a)

(b) (c)

FIGURE 8.8 Binding of two ligands to the same binding site in cyclooxygenase-2 (COX-2)
(adapted from [144]). (a) Superposition of two COX-2 structures bound to two different inhibitors.
The first binds celecoxib (PDB entry 3ln1, blue), and the second binds indomethacin (PDB en-
try 4cox, orange). The binding site of COX-2 is shown as ribbons, and the inhibitors are shown
as sticks. As can be clearly seen, the binding sites in the two structures share the same conforma-
tion, in essence, which means that the binding of the two different inhibitors is not based primar-
ily on conformational selection. (b) and (c) The noncovalent interactions of celecoxib (b) and in-
domethacin (c) with binding site residues. In both cases the inhibitor is shown as sticks, colored
according to atom type, and the binding site residues are noted and shown as lines. Most of the
residues on the left side of the image stabilize both inhibitors via nonpolar and 𝜋-𝜋 interactions. In
contrast, the polar residues on the upper-right side of the image stabilize one inhibitor or the other
selectively, via hydrogen bonds (dashed lines); Q178, R499 and S339 form hydrogen bonds only
with celecoxib, whereas Y341 forms hydrogen bonds only with indomethacin.
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In enzymes, the binding of different substrates can also be characterized by using

activity-related (kinetic) parameters, such as the ‘specificity factor’ (
𝑘𝑐𝑎𝑡
𝐾𝑚 ) and the rate-

enhancement factor (
𝑘𝑐𝑎𝑡

𝐾𝑚𝑘2 )
[146] (see Chapter 9 for details). Studies employing these pa-

rameters indicate that while a given enzyme may bind substrates other than its natural (bio-
logically relevant) one, using the same binding site, the catalytic process that follows is con-
siderably less efficient than in the case of the natural substrate.Thismakes sense considering
that enzymes have been evolutionarily optimized to act on their natural substrates [107]. Such
optimization is manifested in the orientation of catalytic residues, their pKa, structural dy-
namics, etc. As a result, the secondary (non-biological) reaction may involve a mechanism
similar to that of the biological one, but differ in the catalytic residues involved or their rel-
ative contributions (see [107] and references therein). The subjects of enzyme binding speci-
ficity and promiscuity are further discussed in Chapter 9 (Subsection 9.3.2).

What makes protein binding sites promiscuous? Several factors seem to be involved.
At the most basic level, promiscuity emerges from the inherently high reactivity of protein
binding and active sites. This reactivity is supplemented by post-translational modifications
of residues (e.g., [147]) and the use of organic or metallic cofactors (e.g., [148]), both of which
extend the ability of binding and active sites to act on substrates. Finally, the flexibility of
binding and active sites, resulting from proteins’ inherent dynamic nature, allows these sites
to adapt to the binding of non-natural ligands and substrates [119,149]. Examples of the latter
property can be seen clearly in cytochrome P450 and in glutathione S-transferase [150,151].

The prevalence of binding promiscuity among proteins is in line with studies of protein-
ligand complexes in the PDB, which demonstrate the degeneracy of binding sites [144,152].
That is, many different protein binding sites have similar shapes and chemical properties.
As a result, the number of binding site types is much lower than the number of biologi-
cal ligands. This suggests that at least some of these binding sites are able to bind multiple
different ligands, but also that many ligands may bind to different binding sites that share
certain properties. The latter phenomenon, termed ligand promiscuity, is not only interest-
ing academically but is also of great importance to the pharmaceutical industry. As we will
see later in this chapter, pharmaceutical drugs act by binding to molecular targets in our
body, mainly proteins, and changing the activity or properties of these targets. To treat a
certain illness or condition, a given pharmaceutical drug is supposed to bind to one target,
affecting one molecular function. If, however, the drug binds to other targets as well (off-
target binding [153]), it may influence other molecular functions, which leads to side effects
that are highly undesirable and potentially dangerous. As explained in Subsection 8.6.2 be-
low, one of the main reasons for drug side effects is the fact that biological molecules, which
are mimicked by the drug, are evolutionarily selected to bind multiple biological targets*1.
Thus, the drug molecule too might bind multiple targets, which leads to side effects. To pre-
vent this occurrence, drugs are often designed by pharmaceutical scientists to interact with
the target binding sites even more specifically than the mimicked biological molecules. This
lowers the likelihood of binding of the drug to proteins other that the intended one. Ligand
promiscuity is not all bad, however; if a single drug molecule can bind to multiple protein
targets, it might have the potential to be used to treat other illnesses or conditions, aside
from the one it was designed for [154–157]. Indeed, such drug re-purposing is one of the goals
of current pharmaceutical research.

*1This is an important evolutionary feature; it provides biochemical robustness to the cell and allows it
to prioritize molecular mechanisms via the modular activation of different proteins by the same ligand at a
particular concentration.
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BOX 8.1 ACETYLCHOLINESTERASE INHIBITION IN WAR AND PEACE

I. Acetylcholine as a neurotransmitter

Acetylcholine (ACh) is perhaps themost common neurotransmitter in the animal ner-
vous system. Itmediates neural transmission in both the central and peripheral nervous
systems. In the latter, the activity of ACh can be found in the following two subsystems:

1. The somatic (motor) system – activates skeletal muscles at the motor endplate.
In this capacity the cholinergic transmission is responsible for voluntary motor
activities, such as locomotion, eye blinking, facial expressions, etc. [158]

2. The autonomic system – mediates transmission in the pre-ganglionic synapses
of both sympathetic and parasympathetic branches of the system. In the latter,
ACh also mediates post-ganglionic transmission, i.e., activates target involuntary
(smooth) muscles and glands, in addition to inhibiting the myocardium (heart
muscle). Thus, cholinergic transmission in that system affects homeostatic func-
tions such as breathing (diaphragm contraction), blood pressure (relaxation of
endothelial smooth muscle), digestion and peristalsis (gut contraction), excre-
tory functions (excretion of saliva and tears), heart beating (myocardium con-
traction), thermoregulation (sweating), etc. [158]

There are two general types of acetylcholine receptors; each is activated by a different
plant alkaloid, in addition to its response to acetylcholine. The nicotinic acetylcholine
receptor (responds to nicotine) functions as a cation channel. Nicotinic receptors re-
side in pre-ganglionic spinal cord neurons of the autonomic nervous system, as well as
in skeletal muscles and some neurons of the brain. Muscarinic acetylcholine receptors
(respond to muscarine) function as GPCRs (see Chapter 7). These receptors reside in
post-ganglionic neurons of the parasympathetic system, as well as in some neurons of
the brain.

The involvement of ACh in numerous physiological processes naturally leads to
its involvement in diseases. Many of these diseases are related to skeletal muscles, and
result from dysfunction of cholinergic transmission at the motor endplate. For exam-
ple, myasthenia gravis, a known disease resulting in muscle weakness, is the conse-
quence of a significant decrease in the number of post-synaptic ACh receptors, due to
autoimmune attack [158]. Amyotrophic lateral sclerosis (ALS) is another disease result-
ing in muscle weakness, but this condition is progressive and also leads to atrophy and
death. It is a consequence of degeneration of motor neurons of the spinal cord. Some
ACh-related neurodegenerative diseases result from changes in brain neurons. For ex-
ample, Alzheimer’s disease is thought to be the result of neuronal degeneration at the
basal forebrain. Parkinson’s disease and Huntington’s disease are also associated with
dysfunction of brain cholinergic neurotransmission.

II. Acetylcholinesterase

As is the case for all other neurotransmitters, the activity of ACh must be terminated
quickly after it has been released to the synapse, to avoid neuronal overstimulation. In
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contrast to the monoamine transmitters (epinephrine, norepinephrine, dopamine, sero-
tonin), whose activity is terminated by reuptake and oxidation, the activity of ACh is
terminated primarily by its hydrolysis, and to a lesser extent by reuptake. ACh hydrol-
ysis to acetic acid and choline is carried out by the enzyme acetylcholinesterase (AChE,
EC 3.1.1.7; Figure 8.1.1). AChE belongs to the serine esterase enzyme group. As such,
it uses an activated serine residue (Ser-200) to carry out a nucleophilic attack on the
substrate (Figure 8.1.1b). This creates a covalent (tetrahedral) acyl-enzyme intermedi-
ate, followed by the cleavage of the ester bond (see Chapter 9 for further details). The
nucleophilic properties of Ser-200 result from its deprotonation, which in turn is facil-
itated by His-440 and Glu-327. With Ser-200, these functionally coupled residues are
called a ‘catalytic triad’. In short, the proximity of these residues allows Glu-327 to po-
larize His-440 and thus improve its capability to function as a general base. As a result,
His-440 abstracts the proton from Ser-200, making it a good-enough nucleophile to
attack the substrate.

(a)

⟶ +

acetylcholine acetic acid choline

(b)

FIGURE 8.1.1 AChE. (a) The chemical reaction catalyzed by AChE. (b) The active site of
AChE. The structure shown is that of the AChE-ACh transition state, in which ACh is co-
valently attached to Ser-200 and has a tetrahedral configuration (PDB entry 2ace). The acyl-
enzyme intermediate results from deprotonation of Ser-200 (curved red arrow), followed by
a nucleophilic attack of this residue on acetylcholine’s carbonyl group. The proton of Ser-200
is transferred to His-440 thanks to a decrease in the latter’s pKa by Glu-327-induced polar-
ization (see details in Chapter 9 Figure 9.26). The active site is a subsite of the aromatic gorge
shown in Figure 8.10. It includes the catalytic triad, Trp-84, and Phe-330. Both residues sta-
bilize the positively charged choline group of ACh through cation-𝜋 interactions.
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The central role of ACh in the nervous system has led to the evolutionary develop-
ment of natural compounds capable of targeting most of the components of the cholin-
ergic system. These toxins include bacterial compounds, plant alkaloids, and compo-
nents of animal and insect venoms. Some of these toxins act by reducing the effect of
cholinergic transmission. For example, the bacterial botulinum toxin (Botox) inhibits
the release ofACh at the neuromuscular junction [159]; the plant alkaloid atropine blocks
muscarinic ACh receptors; and tubocurarine, which also originates from plants and
is used by South American indigenous people as a paralytic agent in hunting, blocks
nicotinic ACh receptors. In mild cases of toxin exposure, the resulting inhibition of
parasympathetic regulation manifests as dryness of the mouth, skin, and eyes (due to
decreased glandular secretions); blurred vision (due to pupil dilation); a decrease in di-
gestive function; an increase in heart rate; and urinary retention. In more severe cases,
muscle weakness manifests as difficulty in swallowing and speaking, and later spreads
to lower parts of the body, causing flaccid paralysis. Interestingly, when used carefully,
atropine is a precious antidote used against nerve agent poisoning (see below). This
application is a result of atropine’s capacity to prevent overstimulation of muscarinic
receptors.

Other toxins do the exact opposite of atropine and botox; i.e., they overstimulate
cholinergic transmission (cholinergic crisis). This is done by inhibiting AChE, which
leads to accumulation of ACh and to prolonging ACh action on cholinergic receptors.
For example, the green mamba toxin fasciculin-2, which is a small protein, has a pos-
itively charged surface that allows it to bind to the active-site entrance of AChE [132]

(Figure 8.1.2). The blockage of the binding site shuts down AChE activity. The physi-
ological results of cholinergic crisis are complex, as both muscarinic and nicotinic re-
ceptors are overstimulated [158,160]. The manifestations of muscarinic overstimulation
in the peripheral nervous system are exactly opposite to the above-described mani-
festations of atropine poisoning, and include the following: pupil constriction, excess
salivation, sweating and tearing, gastrointestinal disturbances (diarrhea and abdominal
cramps), and incontinence. Nicotinic overstimulation is far more complex, for several
reasons. First, nicotinic receptors can be found in both sympathetic and parasympa-
thetic branches, as well as in themotor endplate and brain. Second, these receptors have
a biphasic response to over stimulation; initially they increase their activity, but later
they undergo desensitization, which leads to the opposite effect. Third, desensitization
occurs only in nicotinic receptors of the sympathetic branch. The net response of pro-
longed nicotinic overstimulation is flaccid paralysis due to a decrease in cholinergic
transmission at the motor endplate, bronchial spasm, and the aforementioned mus-
carinic effects, which are due to both the maintained activity of the parasympathetic
branch and the failure of the sympathetic branch. Brain effects, which result from both
nicotinic and muscarinic overstimulation, may include giddiness, anxiety, restlessness,
headache, tremor, confusion, failure to concentrate, and in some cases even convul-
sions and respiratory depression [158]. In severe cases of AChE inhibition, such as in
nerve gas poisoning (see below), death results from respiratory failure — due to paral-
ysis of the diaphragm and intercostal (chest) muscles and inhibition of the respiratory
center of the brain — and from heart failure.
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As inmany cases,man has learned fromnature and succeeded in replicating natural
mechanisms of interest in the lab. Furthermore, the ability to synthesize bioactive com-
pounds has also provided an opportunity to enhance these compounds. In the follow-
ing section we review some of the most popular uses for man-made AChE inhibitors.
As we will see, these chemical agents often have dramatic effects on the host, and can
be used for both benevolent and malevolent causes. Following this line of thought, we
separate the following discussion of ‘war’ and ‘peace’ uses of AChE inhibitors.

(a) (b)

FIGURE 8.1.2 AChE-fasciculin-2 complex. (a) A side view of the complex, illustrating
the geometric complementarity of the two interacting proteins. AChE is presented as a yel-
low surface and fasciculin-2 as a blue ribbon. (b) A front view of both interacting proteins,
presented separately as surfaces colored according to electrostatic potential. Negative poten-
tial (0𝑘𝐵𝑇 /𝑒 > Φ > −60𝑘𝐵𝑇 /𝑒) is red, positive potential (0𝑘𝐵𝑇 /𝑒 < Φ < 60𝑘𝐵𝑇 /𝑒) is blue,
and neutral potential is white. To create this view, both proteins were rotated 90° compared
to their position in (a), AChE to the right and fasciculin to the left. The electrostatic compat-
ibility between the two proteins is clear; the positively charged part of fasciculin matches the
entrance to AChE’s binding site, which is negatively charged. The electrostatic potential was
calculated using APBS [161] and presented using PyMOL [162].

III. Beneficial uses of AChE inhibitors

The most common use of AChE inhibitors is probably as insecticides. In fact, this
was the first application assigned to a group of AChE inhibitors called organophos-
phates (OPs) (Figure 8.1.3a,b). OPs are phosphoesters that irreversibly phosphorylate
the (catalytic) Ser-200 residue of AChE, thus blocking its action completely [163] (Fig-
ure 8.1.3c). Thus, the action of OPs is an irreversible form of competitive inhibition.
OPs win the competition because of their structure; like ACh, they contain an ester
bond that can be positioned proximally to Ser-200. However, the phosphate group
within an OP has a tetrahedral configuration, much like ACh in its transition state
structure (Figure 8.1.3d). Since the binding site of an enzyme geometrically and elec-
trostatically complements the structure of the substrate’s transition state rather than
that of the ground state, AChE prefers to bindOPs rather than to bind its own substrate,
ACh [164]*a. As mentioned above, relatively weak OPs such as parathion and malathion
have been developed specifically to be used as insecticides.

*aSuch inhibitors are called ‘transition state analogues’ [165,166].
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Another beneficial use ofAChE inhibitors is inmedicine.They are used to treat ‘periph-
eral’ diseases such as glaucoma, myasthenia gravis, and gastrointestinal disturbances,
as well as ‘central’ diseases like Alzheimer’s disease [167]. The latter is a form of pro-
gressive dementia, which starts as reduced synaptic function in hippocampal regions
of the brain, which create new memories, and progresses to massive cellular death in
multiple regions of the brain [168]. As a result, the cognitive functions of the patient de-
teriorate until death ensues. Drugs such as rivastigmine and galanthamine, used to treat
Alzheimer’s patients, are in fact reversible AChE inhibitors, which elevate brain ACh
levels, thus slowing down the deterioration rate [169]. These drugs belong to a class of
cholinesterase inhibitors called carbamates, which also include physostigmine, neostig-
mine, and pyridostigmine (Figure 8.1.4).These agents block the catalytic site of AChE by
carbamoylating it [160]. However, since the carbamoyl group hydrolyzes spontaneously
in a few hours, the action of carbamates is considered to be reversible and short-lived
(i.e., safe), unlike that of the OP agents. Unfortunately, these drugs cannot stop the
course of the disease; nor can they repair the associated damage.

IV. War: AChE inhibitors as neurotoxic agents

As mentioned above, OPs act as irreversible inhibitors of AChE. It is therefore not sur-
prising that, after their successful use as insecticides, some of them (e.g., tabun and
sarin) were also developed as warfare agents (Figure 8.1.3b). This trend started in Ger-
many just beforeWorldWar II [170]. Indeed, both tabun and sarinwere developed by the
German war machine, although they were not actually used during the war. A much
more efficient and particularly dangerous OP, VX, was developed during the 1950s
and 1960s both by the United Kingdom and the United States [170]. Other highly toxic
agents were developed during the 1980s by the Soviet Union. The devastating effects
of chemical warfare became public knowledge following several instances when these
agents were used [170]; one example is Iraq’s use of chemical weapons on its own Kur-
dish citizens in 1988, which killed about 5,000 people. Today, the use of nerve agents is
mainly associated with terrorism. The best-known examples are two instances of nerve
agent usage by terrorists (1994 and 1995), both occurring in Japan [170].

One property that makes nerve agents so much more hazardous than OPs used as
insecticides is the ability of some (e.g., soman and sarin) to undergo de-alkylation after
binding to the enzyme, a process called ‘aging’ [160] (Figure 8.1.5a). Why is this process
a problem? The answer has to do with recovery of affected AChE. Regular OPs can
be removed from AChE with the aid of oximes (e.g., pralidoxime), positively charged
compounds that initiate a nucleophilic attack on the OP-AChE bond and hydrolyze it
(Figure 8.1.5b). However, aged enzymes do not respond to oximes, and therefore rule
out their target AChE for future use.
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(a)

Parathion Malathion

(b)

Sarin Tabun

VX Soman

(c)

AChE Soman

Phosphoester

+ ⟶

(d)

ACh Transition state Organophosphate
(planar) (tetrahedral) (tetrahedral)

FIGURE 8.1.3 Organophosphates (OPs). (a) Weak OPs usually used as insecticides.
(b) Strong OPs used as nerve agents. (c) Phosphorylation of AChE’s serine residue by so-
man. The covalent bond is created following a nucleophilic attack of the enzyme’s serine side
chain on the phosphorus atom of soman, and the concomitant leaving of the latter’s fluoride
atom (see Chapter 9, Section 9.5 for more details). (d) The similarity between the configu-
ration of acetylcholine (ACh) in its transition state and the configuration of the phosphate
group in organophosphate.
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(a)

Physostigmine Neostigmine Rivastigmine

(b)

AChE Neostigmine

carbamoyl

+ ⟶

FIGURE 8.1.4 AChE inhibitors of the carbamate class. (a) Examples of carbamates.
(b) Carbamoylation of AChE by neostigmine. The process involves a nucleophilic attack of
the enzyme’s serine side chain on neostigmine’s carbonyl group. It results in the breaking of
an internal carbamoyl bond in neostigmine.

The action of nerve agents is much stronger and faster than that of other OPs. Cen-
tral and peripheral muscarinic symptoms (increased secretions, cramps, slowing of
the heart, and increased urination) appear immediately after exposure or within the
first 15 minutes [160]. Peripheral-nicotinic symptoms (weakness, fasciculation, and
convulsions) appear between 20 and 60 minutes after exposure, and death ensues
30 to 60minutes after exposure. Individuals affected by nerve agents can be saved if
treated immediately by atropine.As explained above, atropine blocksmuscarinic recep-
tors, thus significantly mitigating the OP-induced cholinergic crisis. In addition, there
are prophylactics against attacks by nerve agents. These include carbamates (e.g., pyri-
dostigmine), which temporarily block AChE molecules, thus making them unavail-
able for the nerve agent. When the carbamoyl group dissolves, the previously inhibited
enzyme molecules are reactivated. Another medical use for carbamates is in treating
atropine poisoning. By inhibiting AChE using carbamates, doctors can artificially in-
crease the synaptic concentrations of ACh, which in turn removes atropine molecules
from muscarinic receptors by a simple competitive mechanism.
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(a)

(b)

Pralidoxime

FIGURE 8.1.5 OP aging. (a) The aging process. AChE is schematically symbolized by the
circle with the modified Ser-200 inside it. (b) Pralidoxime, used to recover AChE from non-
aging OPs.

8.5 PROTEIN-PROTEIN INTERACTIONS

8.5.1 Overview
Protein complexes are the basis for key cellular processes such as signal transduction and
communication, enzyme-mediated catalysis, the immune response, cellular division, pro-
grammed cell death, cell-cell recognition, and viral action.Moreover, the binding of proteins
to one another allows them to participate in metabolic and genetic regulatory networks,
which are assumed to have played a key role in the evolution of organisms. Today we know
that complex organisms do not differ greatly from simple organisms in terms of the number
of genes they possess. We have seen in Chapter 2 how post-translational modifications con-
fer diversity to proteins that are encoded by limited sets of genes, and that the extent of such
modifications correlates with the complexity of the organism. Another way for an organ-
ism to achieve complexity is to use diverse regulation on gene expression. This is done by
transcription factors, which activate or inhibit gene expression. The functional diversity of
transcription factors results from their ability to respond to various environmental changes
and to the organism’s own physiological state. Indeed, the percentage of transcription fac-
tors in organisms correlates with their complexity [171]. The tight regulation on the activity
of transcription factors involves interactions among various proteins that relay activation
or inhibition messages to the transcription machinery.

The extent to which two proteins are likely to be involved in a complex with each other
depends on their ability to recognize and bind to each other reversibly within seconds [138].
The binding may involve conformational changes in one or both binding partners, which
leads to functional changes (i.e., allostery). The entire population of protein complexes can
be classified according to different criteria [172].
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For example:

1. Biological context: Enzyme-substrate, antibody-antigen, receptor-hormone or re-
ceptor-neurotransmitter, etc.

2. Degree of obligation: Some proteins form complexesmost of the time in vivo and are
functional mainly when in complex (obligate complexes), whereas others are active
also separately (non-obligate complexes) [173].

3. Permanence of binding: Some protein complexes are in a constant state of
association-dissociation equilibrium (transient complexes), whereas others, termed
‘permanent complexes’, dissociate only when a molecular trigger is applied (e.g., ex-
tracellular signal) [173].

4. Similarity of the binding partners: Homo-oligomers versus hetero-oligomers.

5. Number of binding partners: hub and non-hub. Hub proteins are particularly in-
teresting; a single hub protein is able to bind multiple partners [174,175] (tens in some
cases), not necessarily at the same time. Consequently, hub proteins can participate
in complex cellular networks, such as metabolic or signal transduction pathways and
the cell cycle. Thus, hub proteins seem to refute the common perception that proteins
have evolved to optimize their binding affinity and specificity. Instead, their charac-
teristics suggest that each protein has evolved to serve its biological purpose, which
may in some cases involve weak binding with low specificity. Weak binding inter-
actions that create transient complexes in subcellular networks are sometimes called
quinary interactions [176–178].

Some of the above categoriesmay partially overlap. For example, homodimers are frequently
permanent-obligate complexes, whereas transient complexes tend to include heteropart-
ners with certain biological roles, such as enzyme inhibitors and hormone receptors [172].
Interestingly, the two types of interfaces seem to differ in their evolutionary behavior as
well; permanent-obligate complexes tend to evolve slowly, allowing the partner proteins to
coevolve, whereas transient complexes tend to evolve much faster, with no mutational cor-
relation between the partners [179]. As explained in Chapter 2, in the case of heteromers it
is sometimes difficult to determine whether the interacting partners are different individ-
ual proteins or different subunits of the same protein. In our discussion here we ignore the
distinction, as the physicochemical aspects of binding are the same regardless of the exact
type of complex.

8.5.2 Protein-protein binding domains
Thus far, several domains have been found to mediate protein-protein interactions. Each
recognizes a different type of sequence motif, thus conferring some specificity to the bind-
ing. Here are some of the known domains:

1. Src-homology 2 (SH2) – Found initially in the signal transduction protein src, this
domain binds phosphorylated Tyr residues (pY) in the target protein, particularly in
auto-phosphorylated growth factor receptors. The bound sequence typically has an
extended (𝛽) conformation, and the pY interacts with conserved basic residues of the
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domain. Other, more variable residues of the SH2 domain recognize the few residues
flanking the pY in the bound peptide (mostly C′ to the pY), which confers specificity
to the binding [180,181].

2. Src-homology 3 (SH3) – Also found in src, this domain binds proline-rich sequences
in target proteins, which contain the x-Pro-x-x-Pro sequence motif (where x repre-
sents any residue) [182–184]. It appears inmany proteins that are involved in signal trans-
duction, cytoskeletal organization, and receptor internalization. The bound sequence
is organized as a PPII helix (see Subsection 8.5.3.2 below for a detailed description of
the binding).

3. WW – This domain binds the following sequence motifs: Pro-Pro-x-Tyr, Pro-Pro-
Leu-Pro, as well as other Pro-rich sequences. Its name comes from the appearance
of two Trp residues in the domain, separated by 20 to 22 positions. It functions in
signal transduction proteins, some of which have been associated with diseases such
as Alzheimer’s and Huntington’s.

4. Enabled VASP homology 1 (EVH1) – This domain is found in proteins that regulate
the cytoskeleton. It binds to the following sequence motifs: (Asp/Glu)-Phe-Pro-Pro-
Pro-Pro, Pro-Pro-X-Phe.

A highly-connected protein (hub) is likely to include a repetitive sequence of a certain bind-
ing domain or a smaller binding motif, which allows the protein to create multiple interac-
tions using combinatorial contacts [172].

8.5.3 Structure-function relationships
8.5.3.1 Protein-protein interface
8.5.3.1.1 Interface properties depend on type of complex

The ability of proteins to form biologically active complexes depends to a large extent on the
properties of their binding surfaces [185]. This is why scientists put considerable effort into
characterizing biological interfaces, looking for common properties. Studies in this field
have used statistical [122,186] and physical [187,188] analyses of proteins of known structure,
and examined the interfaces of both different proteins and different subunits of individual
proteins. The analyses focused on certain properties of the interface, such as size, geomet-
ric compatibility, chemical composition, polarity, atom packing efficiency, hydrogen bond
or salt bridge frequency, number of buried water molecules, interaction energy, residue
conservation, and types of secondary structures [172]. The results suggest that interfaces in
biologically active complexes tend to have the following characteristics:

1. Surface area of ~700–2,000Å [122,185].

2. A shape flatter than that of other protein-ligand interfaces [121,122].

3. Tighter atom packing [110], lower polarity [110,138], and higher conservation [189] com-
pared to non-binding protein surfaces. The high conservation is especially pro-
nounced in residues located at the center of the interface [190].
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It should be noted, however, that the exact values of the above parameters differed consid-
erably across the different interfaces examined, and it seems that common characteristics
could only be ascribed to subgroups of interfaces (e.g., those that are mentioned in Sub-
section 8.4.1 above) [122,186,187]. In particular, protein-protein interfaces were found to dif-
fer from subunit-subunit interfaces*1; the latter, which on average generate stronger bind-
ing, were found to be typically less planar and more hydrophobic (~66% of the residues),
and to possess better geometric and electrostatic complementarity compared with the for-
mer [172,191,192] (Figure 8.9).These differences were particularly pronounced in homodimers.
Indeed, in terms of hydrophobicity and complementarity, homodimeric interfaces resem-
ble protein cores [193,194], whereas heterodimeric interfaces are more like the regular (non-
binding) protein surface [195]*2.

Most of the structures used by scientists for analyses such as thosementioned above have
been produced by X-ray diffraction. This method, which yields high-resolution structures,
requires the protein to appear in a crystal form. As explained in Chapter 3, the crystalliza-
tion process creates artificial packing forces, whichmight lead to non-biological aggregation
of polypeptide chains. As a result, biological complexes must be distinguished from artifi-
cial ones. To solve this problem, scientists have scrutinized different complexes in search of
properties that might assist in differentiation. Recent work shows that while some proper-
ties are shared by both types of complexes*3, the biological interface seems to be larger and
less polar, and to contain fewer salt bridges compared with the artificial interface [110].

8.5.3.1.2 Division of labor among interfacial residues

Protein-protein interfaces are heterogeneous and contain residues that play different roles
during the binding process. In our discussion of protein folding energetics (Chapter 4), we
saw a basic ‘division of labor’ among protein residues; nonpolar residues are involved in
driving folding via the hydrophobic effect, whereas polar residues confer specificity to the
native fold via electrostatic interactions. Such a functional distinction should also appear
inprotein-protein interfaces, as interprotein interactions, like intraprotein interactions,
involve interactions between amino acid residues. Therefore, the only significant differ-
ence between interprotein and intraprotein interactions should be the lack of chain connec-
tivity in the former. In addition to affinity and specificity, some residues seem to contribute
to the dynamics of the protein more than others. The three aspects of protein-protein bind-
ing are discussed in the subsections below.

8.5.3.1.2.1. Specificity

As in other types of protein-ligand interactions, specificity in protein-protein binding is
conferred by electrostatic interactions [125,196] (see Subsection 8.4.3 above). Binding speci-
ficity is highly important for the biological function ofmany proteins, particularly anti-

*1As explained in Chapter 2, the distinction between protein-protein and subunit-subunit complexes can
be rather confusing. Here, the former term ismainly used to refer to complexes consisting of different proteins
that may also function in their uncomplexed state, whereas the latter term refers mainly to homomers.

*2Although such interfaces are less polar and tend to contain fewer charged residues compared with non-
binding protein surfaces.

*3For example, a hydrogen bond frequency of ~ 1
100Å surface area

.
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FIGURE 8.9 Differences in shape and complementarity of protein-protein and subunit-
subunit interfaces. The former is represented by the Ras-RalGDS complex (left, PDB entry 1fld),
whereas the latter is represented by the Bence-Jones protein (right, PDB entry 1bjm; see Figure 8.5c
formore details). In both cases, the two complexed parties are colored differently.The figure demon-
strates one of the observed differences between the two interface types; protein-protein interfaces
tend to be more planar than subunit-subunit interfaces. In the latter the interacting subunits are
often intertwined, which creates better geometric and electrostatic complementarity.

bodies, hormone-activated receptors and many enzymes. In addition, it prevents protein
aggregation, which is mediated by non-specific (nonpolar) interactions. A statistical sur-
vey of numerous protein-protein interfaces found that ionic interactions (including ionic
hydrogen bonds) involve Arg, rather than Lys [110]. This could be the result of the following:

1. The ability of Arg to participate in more hydrogen bonds than Lys. A higher number
of hydrogen bonds leads to greater specificity and creates better masking of the pos-
itive charge. Interestingly, the geometry of both hydrogen bonds and salt bridges in
protein-protein interfaces has been found to be less optimal than that in the protein
core [125]. This problem is often solved by water molecules, which mediate polar in-
teractions. This is probably why protein-protein interfaces contain a relatively high
number of water molecules.

2. The lower flexibility of Arg’s side chain compared to Lys’. As a result, forcing Arg’s
side chain into the rotamer corresponding to the bound state involves less entropy
loss than in the case of Lys.

3. The higher pKa of Arg compared to Lys, which allows the former (but not the latter)
to remain positively charged in virtually any state, and therefore to participate in ionic
interactions.

Aromatic residues, which are enriched in protein-protein interfaces [138,197–200], are largely
responsible for the specificity of protein-protein interactions. As explained above, these
residues are involved in specific interactions, due to their unique geometry and electronic
configuration. The specific interactions in which they are involved are diverse and include
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hydrophobic, van der Waals, and electrostatic contributions. The latter involve the 𝜋 elec-
trons of the aromatic residues, which are capable of participating in 𝜋-𝜋 and 𝜋-cation inter-
actions, as well as in weak hydrogen bonding, all of which are highly geometry-dependent
and therefore specific [201]. Interestingly, a survey of 111 antibody-protein complexes sug-
gests that, in such interfaces, aromatic residues, especially Tyr, contribute primarily to
the binding energy (i.e., affinity), whereas the binding specificity is conferred by short-
range electrostatic interactions involving the short-chain polar residues Ser, Thr, Asp, and
Asn [200].

Proteins may generate specificity in different ways. One example, namely, the im-
munoglobulin domain (IgD) in proteins of the immune system, has already been discussed
in previous chapters. As explained, the strategy in these proteins is to use a fixed folding
frame (𝛽-sandwich) and generate specificity by changing the loop structures. This allows
the Ig superfamily to avoid the need to use a different protein or domain just to generate a
new antigen-binding site. Specific recognition in protein-protein binding is a complex issue,
and not all of its aspects are understood. For example, in some cases the binding specificity
is conferred by multiple residues in the binding interface [202,203] whereas in other cases it
involves only a single residue [204], or even a mere conformational change [205].

Specific binding capabilities are not always an advantage in biological systems. Some
proteins, especially those that function in signal transduction networks, are selected ac-
cording to their ability to bind their partners with low specificity. For example, the binding
domain (D/D) of protein kinase A (PKA) can bind multiple different proteins with high
affinity, and this property enables PKA to attach to different cellular locations where its
activity is required [206]. The binding interface of the D/D domain is overall hydrophobic,
and MD simulations suggest that its ability to bind different proteins results from the high
percentage of nonpolar residues serving as potential interaction sites*1 [116]. Thus, differ-
ent proteins can bind to the same interface, each interacting with a different cluster of
nonpolar residues. The presence of different nonpolar binding sites in the same interface
should also allow the protein ligand to sample different conformations, each interacting
with a different arrangement of nonpolar residues. This, in turn, increases the entropy of
the ligand, as prior to the binding its nonpolar residues interact with one another in a more
static arrangement. This is a unique phenomenon, since in all other known cases, bind-
ing between two molecules decreases their entropy. The entropy increase in the case of
the D/D domain should strengthen the affinity of the interacting partners via the −𝑇 Δ𝑆
component of the binding free energy, without affecting the low specificity.

As mentioned above, a hub protein may bind to different partners using the same bind-
ing interface but different nonpolar clusters. Some studies, however (see [172] and references
therein), suggest that, in fact, such proteins use the same conserved interactions to bind
different partners, and that the low binding specificity results from interface properties that
confer high flexibility to the interface [172]. These properties are: small size, loose atomic
packing, low geometric complementarity, and a high content of water molecules.

*1The involvement of nonpolar residues in non-specific binding has also been suggested in studies of
antibody-antigen interactions [207,208], and enzyme-substrate interactions [107] (see also Section 8.4.4 above).
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8.5.3.1.2.2. Affinity

Factors affecting affinity

As mentioned above, protein-protein binding is driven by nonpolar interactions (the hy-
drophobic effect) [192,209–211]. These interactions, however, are expected to be weaker than
in protein folding, as the complementarity between interacting residues is lower in the in-
terface than in the core. Electrostatic interactions are expected to be mildly destabilizing in
protein-protein binding, but again, to a lesser extent than in protein folding. This is because
of the higher polarity of protein-protein interfaces compared to the protein core, which
should lower the desolvation penalty of buried electrostatic interactions in the former.

Proteins display a variety of affinities towards their ligands [204], with Kd in the
10−12 to 10−3 molar range [172,185]. This range corresponds to a free energy range of
−6 to −19 kcal/mol [172]. The differences in affinity are driven not only by differences across
binding domains and proteins but also by other factors, such as the following:

1. Biological context. The affinity of binding domains is not always optimal, and it
seems that some proteins have been selected during evolution to form low-affinity
complexes [212]. The capacity to form such complexes is common among proteins in-
volved in signal transduction [212,213] and electron transfer [214], which are required to
bind and release their ligands quickly. In addition, cell-surface proteins that are in-
volved in cell-cell recognition tend to display lower affinity to their ligands than do
hormone- or cytokine-binding receptors, such as those belonging to the Ig superfam-
ily [215] (see Chapter 2). This is probably because cell-cell recognition proteins often
appear in arrays on the cell surface, and despite the low binding affinity of individuals,
together they strongly bind their cognate proteins on the surface of the other cell.

2. Biological response. There is at least one example of a system in which proteins
change their affinity to their ligands as a result of a biological response. This happens
in the immune system; antibodies and T-cell receptors are known to increase affinity
to their ligands (by up to 1,500 times), as the immune response progresses [216–218].
This process, called ‘maturation’, happens at the genetic level (somatic mutations),
andmanifests as changes in the binding interfaces of these proteins (Figure 8.10). Sur-
prisingly, the corresponding changes in the number of hydrogen bonds, interacting
surface area, and geometric compatibility are much smaller than would be expected
given the dramatic change of affinity [219].

Hot spots

The protein-protein binding interface is heterogeneous. With regard to affinity, this het-
erogeneity manifests as different contributions of different interface residues to the bind-
ing strength. That is, the affinity seems to result from a relatively small number of inter-
face residues [210,211,222]. These ‘hot spots’ are defined as residues whose replacement by ala-
nine leads to an affinity change of over 2 kcal/mol [222]*1. Studies employing this approach
show that aromatic residues (and histidine), leucine, isoleucine, methionine and arginine

*1This method is called ‘alanine scanning’ [223]. It has been applied to numerous protein-protein interfaces,
and the results can be found in databases such as ASEdb [224] and SKEMPI [225]; both are fully accessible on
the Internet.



672 ■ Proteins: Structure, Function & Motion

(a) (b) (c)

FIGURE 8.10 Maturation of the 48G7 antibody. The effects of the maturation process on anti-
body structure were investigated by comparing the germline (PDB entry 2rcs) and mature (PDB
entry 1gaf) forms of the antigen-binding region of the antibody (Fab) [220,221]. (a) Superposition of
the entire Fab of both forms of the antibody. The variable (VH, VL) and constant (CH1, CL) regions
are marked.The germline form is colored in slate blue, and themature form is colored in yellow.The
antigen (5-(para-nitrophenyl phosphonate)-pentanoic acid) is shown as spheres, colored according
to atom type. The maturation process involves somatic mutations of amino acids in the protein,
shown here as spheres, each colored differently. Interestingly, only one of the nine mutations is in
direct contact with the antigen. The rest of the mutations seem to act indirectly, by inducing global
conformational changes in the antibody. The changes increase the affinity of the antibody to its
antigen by increasing the number of interaction sites. (b) and (c) Two residues that do not interact
with the antigen in the germline form. Following the maturation process, the induced conforma-
tional changes allow these residues to form electrostatic interactions with the phosphonate group
of the antigen. (b) Arg-96 of the Fab light chain. In the new conformation the side chain of Arg-96
forms a hydrogen bond with the phosphate group of the ligand (c) Tyr-33 of the Fab heavy chain.
The new conformation does allow hydrogen bond formation between the residue and the ligand,
but the reduced distance between the two and the change in positioning of Tyr-33’s phenol group
may promote electrostatic stabilization of the negatively charged phosphate by the partially positive
charges of the aromatic phenol group. For clarity, the backbone is shown (as ribbon) only in the
region around the discussed residues.

are prevalent as hot spots [138,197–199]. The dominant effect of hot spots was recently demon-
strated, quite dramatically, when scientists succeeded in maintaining the native affinity of
a growth hormone receptor to its ligand, despite simultaneously replacing over 50% of the
receptor’s non-hot spot binding site residues [226]. Hot spots tend to be evolutionarily con-
served (e.g. [227]), which enables them to be detected in the binding interfaces of proteins.
Their conservation, in addition to their large contribution to the stability of their respective
complexes, can be explained by the fact that they tend to appear in tightly packed regions
of the interface [228].

The prevalence of the aforementioned residues as hot spots in protein-protein interfaces
can be rationalized by considering the following properties of these residues:

• Size: The aromatic residues, as well as leucine, isoleucine, methionine and arginine,
all have large side chains. This property allows each of these residues to interact with
more than one partner residue and thus strengthens the binding. Indeed, Trp, which
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has the largest side chain, is known to form extensive interaction networks inside
protein cores or interfaces [229]. Thus, despite the general scarcity of Trp in proteins,
it is enriched in proteins that participate in binding, and in many cases it is even con-
served in their binding surfaces [138,197,198,230]. As mentioned above, antibody-protein
interfaces use Tyr residues for establishing strong binding [200]. The binding energy
results from interactions between the Tyr residues and both main chain atoms and
side chain carbons in the epitope of the bound protein.

• Length: The long side chains of Phe, Trp, Met, and Arg enable these residues to con-
tribute to binding, even when they are partially buried away from the surface [43].

• Aromaticity: The planar, aromatic rings of Phe, Tyr, His, and Trp enable these
residues to form complex, geometry-dependent interactions (see Chapter 2), which
contribute to binding specificity.

• Polarity:Beingmoderately polar, Phe, Tyr, and Trp can prevent non-specific aggrega-
tion, but without the large desolvation penalty that accompanies the burial of polar-
charged residues inside the interface. Arg is highly polar, but can form interaction
networks with acidic and other residues to reduce its desolvation penalty.

Certain studies, carried out using synthetic antibodies and other binding proteins ([139] and
references therein), suggest that Ser and Gly have important roles in binding; these roles do
not involve interacting with residues on the other side of the interface, but rather are indi-
rect. That is, Ser and Gly seem to be particularly important for allowing the two interacting
proteins to get close enough to each other*1; Ala might share the same quality, but hot spot
analysis would fail to reveal it, by definition. Gly has also been implicated in providing the
polypeptide chain with the flexibility required to position the interacting residues in the
appropriate orientation for binding.

In order to characterize the distribution of hot spots in binding interfaces, Bogan and
Thorn examined the effects of over 2,300 mutations in interfacial regions on the binding
free energy [211]. They found that hot spots tend to appear as clusters in the interface (Fig-
ure 8.11).There, nonpolar interactions are two times stronger than at the periphery [231].The
clustering of hot spots seems to result from solvation issues; strong binding requires exclu-
sion of water molecules between the interacting surfaces, and in the densely packed regions
populating the hot spots, water molecules are least prevalent [232]. In line with this theory, it
has been suggested that the residues peripheral to the hot spot clusters act to exclude inter-
facial water molecules from the center, thus allowing hot spots to interact optimally (the ‘O-
ring’ theory) [211]. Hence, despite the relatively small involvement of the peripheral residues
in the binding itself, they facilitate binding by ‘drying out’ the interface. If true, this theory
may explain the failure of studies thus far to determine the strength of nonpolar inter-
actions in protein-protein binding (and possibly in protein folding). Specifically, this
theory implies that the interaction energy depends not only on the interacting residues,
but also on their chemical-structural environments [43,233].

In addition to determining the overall affinity of binding, hot spots also seem to be
able to fine-tune it. This is clearly seen in the binding between the proteins TEM1 and
BLIP [185,234]. A close examination of the binding interface shows that the hot spot residues
are arranged as clusters, and that the residues within each cluster (from both sides of the

*1As in the case of interacting transmembrane segments of membrane-bound proteins (see Chapter 7).
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interface) interact cooperatively. Conversely, the interactions between residues of different
clusters are additive, i.e., their overall strength is the sum of the strengths of the individual
interactions. This could have been a general evolutionary mechanism, i.e., to modulate the
binding affinity of different protein complexes by assigning a different number of clusters
of interacting residues to each interface [235,236].

8.5.3.1.2.3. Kinetics and Dynamics

The binding sites of proteins match their ligands both geometrically and electrostatically.
At the same time, they remain dynamic, a property manifested in constant conformational
changes. These characteristics should also apply to protein-protein interactions, yet are ex-
pected to be manifested in a more complicated way, as both binding partners have complex
structures, and therefore complex dynamics. Accordingly, one would expect the formation
of protein-protein complexes to take a considerably long time, which is (presumably) re-
quired for both proteins to samplemultiple conformations in search of the onemost suitable
for binding. Since proteins bind each other very quickly, researchers have investigated the
kinetics of the binding process, hoping to find an answer to this apparent paradox. Cama-
cho and coworkers [238] have done so using MD simulations, which allowed them to follow
changes in the interface during the binding process. The simulations, carried out on 39 dif-
ferent protein complexes, suggested that binding involves two steps:

1. Rapid formation of an initial complex (‘encounter complex’ [239]). This step involves
interactions that confer specificity to the binding. The specific interactions are me-
diated by one to three ‘anchor residues’. Interestingly, the simulations suggest that
even before binding takes place, the anchor residues are already in their ‘bound’ con-
formation, which is in line with Fischer’s ‘lock and key’ model. Other studies draw
a more complex picture that is in line with the currently accepted substate and con-
formational selection theories: the two binding partners change their conformations
constantly, with the dominant one maintaining latch residues (see below) in their
‘bound’ conformation [240,241].

2. Slow conformational sampling aimed at optimizing the binding affinity. The chosen
conformations (of both partners) bind optimally, thanks to latch residues, which re-
side at the periphery of the interface. This type of binding seems to be in line with
Koshland’s induced fit model.

8.5.3.1.2.4. Interfacial water molecules

Interprotein association involves the exclusion of many water molecules from the interface,
although some remain (Figure 8.12). In fact, thesemolecules seem to constitute (on average)
~30% of the interface [242,243]. The caged water molecules form hydrogen bonds with vari-
ous polar groups of the interface, with preference for backbone carbonyl groups and the side
chains of Glu, Asp and Arg. Surprisingly, it seems that the number of these hydrogen bonds
is equal to the number of interfacial hydrogen bonds that do not involve water [244,245]. Such
findings have drawn attention to interfacial water molecules, previously considered to be of
minor importance. Our knowledge of protein folding suggests that water-mediated hydro-
gen bonds are unlikely to contribute significantly to the strength of protein-protein binding.
Instead, their role is probably to minimize unfavorable desolvation effects associated with
complex formation.
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(a)

(b)

(c)

FIGURE 8.11 Binding hot spots often appear as clusters. (a) and (b) Hot spots on the interface
between chainsA (yellow) andC (magenta) of L-lactate dehydrogenase (PDB entry 1i10) (data taken
from [172]). (a) The location of the hot spot residues (spheres) on the dimeric enzyme (ribbon, with
the subunits in different colors). (b) An ‘open sandwich’ view of the same interface, where the two
subunits are rotated 90° with respect to their orientations in panel (a). The proteins are presented
using an atoms and spheres model, and the hot spot residues are marked in red. (c) Multiple hot
spot clusters in the interface between 𝛽-lactamase (TEM) and its inhibitor (BLIP) (PDB entry 1jtg)
(data taken from [237]). The image shows only the hot spots on BLIP, in red.
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8.5.3.2 PPII helices in protein-protein interactions [246]

The importance of polyproline type II (PPII) helices in conferring ligand-binding capabili-
ties to intrinsically unstructured proteins (IUPs) has been addressed in detail in Chapter 6.
In fact, PPII helices mediate protein-protein interactions in folded proteins, as well*1. They
are recognized by specialized domains, such as SH3, WW, and EVH-1. In an IUP, the non-
polar side chains of the PPII helix are free to interact with their counterparts in the binding
partner, due to the unstructured nature of the protein. Such interactions can also occur in
folded proteins, owing to the surface location of PPII helices, as well as to the tendency of
these helices to appear in disordered regions. In addition, due to the relatively extended
conformation of the PPII helix (compared to 𝛼-helices), backbone groups cannot form hy-
drogen bonds with each other, which makes them available for interprotein interactions.
There are also other characteristics that render the PPII conformation suitable for medi-
ating protein-protein interactions. This can be clearly seen in the PPII helix-SH3 domain
complex (Figure 8.13). Within the entire PPII sequence, the part interacting with the SH3
domain includes seven to nine residues and the motif x-P-x-x-P [182–184]. The motif inter-
acts with three binding pockets in the SH3 domain, with two of these pockets interacting
directly with the x-P parts of the motif (Figure 8.13a,b). In this interaction, the side chains
of the two Pro residues face the binding pockets. The pockets’ residues interacting with the

(a) (b)

FIGURE 8.12 Water molecules within the Ras-RalGDS interface (PDB entry 1fld). (a) Burial
of water molecules within the interface. The apoprotein is represented as a surface, with each chain
colored differently, and the cagedwatermolecules are represented as red spheres (around the oxygen
centers). The image demonstrates the clear presence of water inside interfaces. The caging of the
water molecules is unfavorable entropically, and is probably due to partial desolvation as well. It
therefore seems that suchmolecules play specific roles in the interface, which justify their caging (see
main text). (b) Hydrogen bonds (red dashed lines) involving some of the caged watermolecules.The
protein interface is presented as ribbons. Residues involved in the hydrogen bonds are presented as
sticks.The negative enthalpy change resulting from these interactions compensates, at least partially,
for the entropy penalty of caging the water molecule inside the protein.

*1Although even in folded proteins these helices reside in disordered regions.
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x-P units are aromatic and highly evolutionarily conserved (Figure 8.13a): Tyr-8 and Tyr-45
(pocket 1), and Tyr-10 and Trp-36 (pocket 2). The two Pro residues are separated by 9Å,
which is the exact distance separating the two binding pockets.Hence, the PPII helix con-
formation is required in order to position the two Pro residues at the correct distance
to fit into the SH3 binding pockets.

Lim and coworkers [247] have suggested an explanation for the exact relationship be-
tween the geometry of the PPII helix and the conservation of its residues. Briefly, the PPII
helix has a triple symmetry, in which three consecutive residues face different directions
(Figure 8.13c). The first position of the motif (X1 in the figure) interacts with the SH3 via
its Cα and Cβ atoms. Since most amino acids contain these atoms, there is no clear prefer-
ence for a certain amino acid in this position. Conversely, the second position of the motif
interacts with the SH3 domain via its Cδ atom, which has to be covalently attached to the
backbone’s nitrogen atom in order to attain the correct position. Since the only amino acid
that can fulfill this requirement is Pro, the second position of the unit is always populated
by this residue. Finally, the amino acid populating the third position of the motif (X2 in
the figure) has its side chain pointing away from the domain. Therefore, this position may
contain any residue. Indeed, this position has the lowest conservation in the motif.

8.5.4 Effect of molecular crowding on protein-protein interactions
Studies of protein-ligand interactions are usually carried out in vitro, in dilute buffer so-
lutions. In contrast to these solutions, the cytoplasm of living cells is very dense; it has a
macromolecular concentration of 300 to 400 g/L, which occupies ~40% of its volume [1,250].
This crowding is expected to promote the formation of molecular complexes, because bind-
ing partners occupy less volume in complex than in their unbound states [251–253]*1. As a
result, complex formation increases the volume available for the free distribution of the sur-
rounding molecules, which in turn increases their configurational entropy. Since complex
formation is an equilibrium process, crowding affects it by tilting the equilibrium forward,
following the law of mass action. This crowding effect should be particularly significant for
complexes involving macromolecules like proteins, which occupy much volume and can
form high-order oligomers. Indeed, it has been estimated that the crowding effect may in-
crease the equilibrium constants of macromolecular association by as much as two or three
orders of magnitude [254], although some studies suggest these values to be too high [255,256].

To consider the crowding effect, studies of protein-ligand interactions often use supple-
mented compounds such as polyethylene glycol (PEG), Ficoll, and dextran, which mimic
the cellular macromolecules (e.g., [255]). This approach, however, is not trivial; the added
compound must exert its effect only via steric repulsion, not specific physicochemical in-
teractions. Still, such studies almost unanimously confirm the complex-promoting effect
of crowding in various biological systems [257], albeit to different degrees (e.g., [255]). They
also suggest that cells may somehow use the crowding effect to control binding processes,
formation of protein oligomers, and even biochemical reactions.

*1We refer specifically to the excluded volume around proteins, named so because it is unavailable to other
solutes due to geometric considerations. The excluded volume around any protein complex is smaller than the
sum of excluded volumes around its free components.
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(a)
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FIGURE 8.13 The interaction of an SH3 domain with the mSos-derived polyproline peptide
that has a PPII conformation. The SH3 domain is from the actin-binding protein Abp 1P (PDB
entry 1jo8). It is superimposed on the SH3 domain of the protein 1sem, which is bound to themSos-
derived peptide with the amino acid sequence PPPVPPRRR (PDB entry 1sem). (a) A front view.
The SH3 domain is presented as ribbon with the residues interacting with the peptide presented
as sticks. The protein is colored according to evolutionary conservation (bottom, cyan – lowest,
maroon – highest; see color code in figure).The conservation is calculated by theConSurf web server
(http://consurf.tau.ac.il) [248,249]. The peptide is depicted as orange sticks, with the locations of the
conserved motif positions noted. Hydrogen bonds between peptide carbonyl groups and residues
in the SH3 domains are shown as dashed black lines. (b) As in (a), with the peptide and peptide-
binding atoms in the SH3 domain represented as spheres, to illustrate their geometrical match. (c) A
view of (a), where the entire complex is turned 90° to the right; the SH3 domain is depicted as a blue
surface, and the peptide is depicted as sticks. The first three positions of the substrate are shown in
different colors, and atoms interacting with the domain are noted.

http://consurf.tau.ac.il
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8.6 PROTEIN-LIGAND INTERACTIONS IN DRUG ACTION
AND DESIGN

8.6.1 Involvement of proteins in disease
The emergence of disease in the animal body may result from different factors. In some
cases disease is due to an invading pathogen, which attacks the cells of the host or secretes
toxins that induce a radical physiological response. In other cases, disease appears when
external toxic compounds, industrial or others, enter the body via air, water, food, or injury,
and chemically attack the body. Finally, disease might result from spontaneous processes
inside the body, in which endogenous components of cells and tissues malfunction as a
result of genetic, environmental, or age-related causes. This form of disease includes cancer,
metabolic disorders, autoimmune diseases, hormonal imbalances, and more. Regardless of
the specific reason for the emergence of disease, proteins are almost always involved. For
example, disease can result from the following changes in proteins:

1. Loss of enzymatic activity.Manymetabolic illnesses, such as galactosemia, phenylke-
tonuria (PKU), and liver storage diseases, result from genetic defects that cause either
the biosynthesis of a malfunctioning enzyme, or the complete absence of a given en-
zyme. The loss of enzymes that are part of central metabolic pathways decreases the
body’s ability to metabolize or biosynthesize key metabolites. In addition, interme-
diate products of these pathways may accumulate, causing severe problems ranging
from blockage of organs to chemotoxic effects.

2. Receptor overstimulation. Certain genetic defects lead to the formation of cell sur-
face receptors that initiate signal transduction even in the absence of a bound agonist.
When this happens in growth factor receptors, for example, the result may be loss of
control over cellular growth and/or division, which might cause cells to undergo can-
cerous transformation.

3. Misfolding and aggregation. Natural proteins in our cells may, under certain cir-
cumstances, lose their native folds and aggregate non-specifically (see Chapter 5,
Box 5.1). Such a process is potentially harmful; aside from the problems associated
with the loss of the function of these proteins, aggregation of these proteins often leads
to their precipitation, which is in most cases toxic to the tissue. Alzheimer’s disease,
Huntington’s disease, and mad cow disease result from such processes.

4. Autoimmune response. In some people the immune system responds to ‘self ’ com-
ponents of the body in the same way that it responds to ‘non-self ’ ones (pathogen-
related antigens). The powerful action of the immune response makes such autoim-
mune conditions extremely dangerous, and people who suffer from them often re-
quire medical intervention for prolonged periods of time. Numerous proteins partic-
ipate in such autoimmune responses, including ‘self ’ proteins that come under attack,
proteins that recognize these components (antibodies and cell-surface receptors), in-
tracellular and intercellular proteins that transduce the information (cytokines, en-
zymes activated by second messengers), and proteins that act on it (T-cell-secreted
perforins, the proteins of the complement system, etc.).

Proteins may be the cause of the disease. For example, some viral and bacterial toxins have
toxic effects on the host cell. Bacterial toxins that are cell-surface proteins are released into
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the host’s blood stream or tissues upon the degradation of the bacterium by the host’s de-
fense system. The damage inflicted by such toxins is double; not only do they hurt nearby
cells by incapacitating some of their key processes, but theymight also overstimulate the im-
mune system, causing a dramatic and potentially life-threatening inflammatory or allergic
response.

The extensive involvement of proteins in both the emergence and course of disease has
made them prime targets for pharmaceutical drugs. Indeed, proteins constitute ~80% of all
drug targets [258,259]. Other targets include mainly DNA and RNA molecules.

8.6.2 How pharmaceutical drugs work
8.6.2.1 Principal modes of action
A pharmaceutical drug is a molecule*1 that elicits a cellular or physiological change in
the body by binding to a molecular target and affecting its function [261]. With the ex-
ception of infection-fighting drugs, which act on enzymes, receptors, and other molec-
ular targets in the pathogen, all other drug types bind to endogenous molecular targets,
thereby causing a change in the body’s physiology. The physiological change elicited by a
drug is meant to overcome an existing disease or alleviate its symptoms. Endogenous drug
targets can be grouped into six major types, most of which are proteins*2: enzymes, cell-
surface receptors, nuclear hormone receptors, ion channels, transporters, and nucleic acids
(DNA, RNA) [258,262]. Protein-targeting drugs may work directly, by inhibiting a malfunc-
tioning protein, or indirectly, by modulating the activity of a different protein, so as to com-
pensate for the abnormal activity of the malfunctioning protein. The two most common
protein targets are cell-surface receptors and enzymes. Of the former, G protein-coupled
receptors (GPCRs) are by far the proteins most commonly targeted by drugs*3, due to their
involvement in numerous diseases (see Chapter 7 for details). The most common enzymes
targeted by drugs are protein kinases, which are also involved in a variety of diseases, in-
cluding cancer, inflammatory diseases, hypertension and Parkinson’s disease [265]. A list of
common enzymes serving as drug targets is given in Table 8.2.

8.6.2.1.1 Drug effects on cell-surface receptors

Cell-surface receptors constitute the largest group of drug targets (44% of human tar-
gets) [266]. Most drugs acting on such proteins have antihypertensive (blood pressure-
lowering) or anti-allergic activity. A drug that raises the activity of a protein receptor is
called an ‘agonist’, whereas a drug that lowers the receptor’s activity is called an ‘antago-
nist’ (see Chapter 7, Subsection 7.5.2.1 for details). For example, 𝛽-adrenergic receptors (see
Chapter 7) can be activated by the agonist adrenaline (a.k.a. epinephrine), and inhibited by
the non-selective antagonist alprenolol. In most cases, both agonists and antagonist act us-
ing ‘molecular mimicry’. This means that the drug resembles the endogenous hormone or
transmitter acting on the receptor, which enables it to bind to the receptor’s binding site and
execute its effect. Some examples are given in Figure 8.14.

*1Most drugs (~87% [260]) are small molecules such as acetaminophen and aspirin, and to a much lesser
extent larger molecules such as peptides and proteins.

*2In humans, these proteins are the products of 618 genes [260].
*3It is estimated that 30% to 50% of the clinically prescribed drugs act by binding to GPCRs and changing

their activity [59,263,264].
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TABLE 8.2 Some common enzymes used as drug targets.

Enzyme Physiological Role Drug Family Representative Effect

Cyclooxygenase
(COX)

Producing
bioactive
compounds that
mediate pain,
fever,
inflammation, and
blood clotting

Non-steroidal
anti-inflammatory
drugs (NSAIDs)

Aspirin Analgesic, antipyretic,
anti-inflammatory, and blood
thinning

Angiotensin
converting enzyme
(ACE)

Increase blood
pressure

ACE inhibitors Enalapril Vasodilation ⟶ decreasing
blood pressure

Serotonin
transporter

Terminating
serotonin signaling
by reuptake

SSRIs Fluoxetine
(Prozac®)

Anti-depression, anxiolytic,
increasing appetite, reducing
obsessive-compulsive
behavior

Monoamine oxidase
(MAO)

Terminating
catecholamine
signaling by
oxidative
hydrolysis

MAO inhibitors Pheniprazine Anti-depression

Acetylcholinesterase
(AChE)

Terminating ACh
signaling by
hydrolysis

Para-
sympathomimetics

Rivastigmine Symptomatic treatment of
Alzheimer’s disease

Bacterial ribosome Protein synthesis Tetracyclines Tetracycline Antibacterial action

Although agonists and antagonists have opposite effects, the chemical-structural dif-
ference between the two types of molecules may not be large. In the example given above,
both adrenaline and alprenolol share the same aromatic ring and a similar substitution 2-
(methylamino)-ethanol group, and differ in three other substitutions around the ring (Fig-
ure 8.15). As explained in Chapter 7, small molecules (natural or pharmaceutical) that affect
cellular receptors may also act as partial agonists (induce partial activity), or as inverse ag-
onists (decrease the baseline activity of the receptor) [267]. In contrast to antagonists, which
prevent the activation of the receptor by other ligands, inverse agonists decrease the consti-
tutive activity of the ligand-free receptor, provided that it has such activity. They do so by
stabilizing an inactive conformation (or several inactive conformations) of the receptor. In
that sense, their activity is opposite to that of agonists, which stabilize the active conforma-
tion.

Some drugs acting on hormone-activated receptors use allostery, which is a non-
competitive (and usually a noncovalent) mode of action [268,269]. These drugs bind to a dif-
ferent site from the one binding the hormone, and by inducing a conformational change
in the site, they change its activity. Since such drugs do not compete with endogenous lig-
ands, they need not resemble them structurally or chemically. Developing allosteric drugs
is challenging because it requires pre-existing knowledge of the allosteric site, as well as the
capacity to predict the consequences of binding to this site, which are not straightforward.
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(a) (b) (c) (d)

FIGURE 8.14 Molecular mimicry in pharmaceutical drugs. The figure shows the example of
the catecholamine reuptake inhibitor methylphenidate (Ritalin®), whichmimics the catecholamines
adrenaline and dopamine. All catecholamines contain the phenylethylamine (PEA) group within
their structures (a). The structures of dopamine (b), adrenaline (c) and methylphenidate (d) are
shown, with the PEA group in black in all molecules, and other, additional chemical groups in red.

adrenaline alprenolol

FIGURE 8.15 Structural similarities between a 𝛽-adrenergic receptors’ agonist (adrenaline)
and antagonist (alprenolol). The aromatic ring and 2-(methyl-amino)-ethanol group, both com-
mon to the two molecules, are colored in black, and the other chemical groups are in red.

Still, such drugs have advantages over orthosteric drugs (i.e., drugs that act on the active
site). These advantages include the following [268]:

1. They tend to be more specific than orthosteric drugs, as allosteric sites are less con-
servedwithin protein families than active sites are.Thismeans that the use of allosteric
drugs is associated with fewer side effects.

2. They allow for modulation of protein activity (positively or negatively) rather than its
complete elimination.

3. Since an allosteric drug generally binds to its corresponding protein when the latter is
bound to the endogenous ligand, it acts when cellular conditions require the protein
to work.

4. In the case of receptor-acting drugs, in addition to affecting the activity of each re-
ceptor molecule, these drugs may also affect the formation of large complexes that
function as signaling units. This increases researchers’ ability to fine-tune the reac-
tions of specific cells and/or tissues to certain signals.

Well-known allosteric drugs includemembers of the benzodiazepinesdrug family (Valium®,
Xanax®, etc.), which activate GABA receptors [270–272]. These drugs are used mainly as anx-
iolytic (tranquilizing) and hypnotic (sleep-inducing) agents, as well as muscle relaxants.
Their binding to brain GABAA receptors stabilizes a conformation that has higher affin-
ity to the natural agonist, GABA, thus upregulating the receptor’s activity. Activation of
the GABAA receptor opens a Cl– channel within the protein, which leads to membrane
hyper-polarization. In other words, benzodiazepines increase the frequency at which the
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Cl– channel inside the GABA receptor opens [270–272]. Since hyper-polarization of post-
synaptic membranes is inhibitory in nature, overstimulation of brain GABA receptors leads
to inhibition of brain functions, which accounts for some of the side effects of benzodi-
azepines: sleepiness, drowsiness, etc. Interestingly, the GABA receptor also contains an-
other, yet different, allosteric site for barbiturates (e.g., phenobarbital). These constitute a
different group of drugs, whose effects are similar to those of benzodiazepines. The binding
of a barbiturate to a GABAA receptor prolongs the duration of Cl– channel opening [270,273].
In the past, barbiturates were used for the same purposes as benzodiazepines, but over time
they have been replaced by the latter drugs, which are safer; currently, barbiturates are more
commonly used as anti-epileptic agents [271]. Other examples of allosteric drugs that act on
cellular receptors include cinacalcet, a positive regulator at the Ca2+-sensing receptor; and
maraviroc, a negative modulator of the chemokine CCR5 [274].

8.6.2.1.2 Drug effects on enzymes

Enzymes constitute the second-largest group of drug targets; ~30% of all human tar-
gets [266]. The drugs targeting them usually have anti-inflammatory or anti-neoplastic
(cancer-fighting) activity. Many of these drugs inhibit their enzyme targets by competitively
displacing the natural substrate from the active site [275]. Other drugs may act in a non-
competitive, uncompetitive, or even allosteric manner (see also Chapter 9, Section 9.5). For
example, ibuprofen (Advil®), an NSAID, targets the enzyme cyclooxygenase (COX). COX
is a key enzyme in animal physiology; it turns the polyunsaturated fatty acid arachidonate
(a.k.a. arachidonic acid) into prostaglandin (PG) G2, a bioactive substance (Figure 8.16a).
The latter can be converted into other types of prostaglandins, as well as into prostacyclins
and thromboxanes. These are three groups of powerful chemicals, which act as local me-
diators of numerous physiological effects. For example, prostaglandins mediate pain and
inflammation. Indeed, NSAIDS, which inhibit the production of these compounds, have
anti-inflammatory, antipyretic (fever-reducing), and analgesic (painkilling) effects. Ibupro-
fen acts by competing with arachidonate for the passageway into COX’s catalytic site. As is
to be expected, both ibuprofen and arachidonate have similar chemical structures, with a
carboxylic acid group attached to a hydrophobic chain with a ring-shaped structure in the
middle (Figure 8.16b). Interestingly, aspirin, which is the ‘classic’ NSAID, acts differently
from the other NSAIDs; it acylates a serine residue in COX, which results in irreversible
binding and inactivation of the enzyme [276].

Competitive enzyme-inhibiting drugs may bind either reversibly or irreversibly to their
target enzymes. Reversible drugs are relatively easy to design but have a major drawback;
they are overmatched by the natural substrate of the enzyme once the latter reaches high
enough concentrations [261]. The only way for such drugs to inhibit their targets efficiently
is to be administered in high concentrations, which usually leads to side effects (see the
following subsection). Irreversible drugs bind so strongly to their enzyme targets that they
effectively inactivate them for good. As a result, such drugs tend to have high toxicity. Com-
promises between these two options are ‘suicide inhibitors’ (a.k.a. ‘mechanism-based in-
hibitors’). These are irreversible drugs, but they are administered in their unreactive form,
and become activated only upon binding to their target enzymes. As a result, they react
specifically with their targets and are therefore less toxic than other irreversible drugs. As
in the case of cell-surface receptor drugs, there are also drugs that act allosterically on en-
zymes [261] (e.g., imatinib and nevirapine). That is, they stabilize a conformation of the en-
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(a)

PGG2

Arachidonic
acid

COX

(b)

Ibuprofen

Arachidonic acid

FIGURE 8.16 Ibuprofen’s mode of action. (a) The conversion of arachidonic acid into PGG2.
(b) The structures of arachidonic acid and ibuprofen. The red rectangles mark the similar chemical
groups in the two molecules.

zyme that has a different affinity to the substrate and/or a different activity. Currently, al-
losteric drugs are mostly used as inhibitors. However, in cases in which the target is a key
cellular protein (e.g., a protein kinase) there is usually also interest in drugs that act by
activation [277]. Like other drugs, allosteric drugs may bind their target enzymes either co-
valently or noncovalently [268]. Covalent allosteric enzyme inhibitors are relatively new, in-
cluding, for example, those that act on caspases (proteolytic enzymes that play a central
role in programmed cell death). The various means by which small molecules may inhibit
enzymes are discussed in detail in Chapter 9, Section 9.5.

8.6.2.2 Selectivity and side effects
In Section 8.4 we encountered the phenomenon of ligand promiscuity, that is, the ability of
a given ligand to bind to multiple different protein binding sites, which share certain geo-
metric and/or chemical properties. As explained, this phenomenon is of great importance
to the pharmaceutical industry, as it allows drugs to bind proteins other than those they
were intended to, leading to potentially dangerous side effects. One of the main causes for
drug promiscuity is the resemblance of many drug molecules to endogenous compounds,
which, ironically, is what makes them biologically potent in the first place. The resemblance
is a problem in this sense because the biological molecules themselves often act on several
targets. For example, acetylcholine acts on both nicotinic and muscarinic receptors, despite
the fact that they mediate different physiological processes. Similarly, noradrenaline (a.k.a.
norepinephrine) acts on both 𝛼 and 𝛽-adrenergic receptors; serotonin acts on at least six
subtypes of the 5-HT receptor; and so on. Again, the same goes for drugs. A very well-
known example is aspirin (see Table 8.1). As explained above, this drug belongs to the
NSAID drug family, which also includes ibuprofen. As an NSAID, aspirin is an efficient
analgesic, antipyretic, and anti-inflammatory agent. Since thromboxaneA2, which is formed
within platelets by aspirin-inhibited COX also promotes blood clotting, aspirin is also used
as a blood thinner, given to people with a high risk of developing vascular infarcts.Themost
common isoform of COX (COX-1) also resides in the stomach, synthesizing prostaglandins
that help protect the lining of the stomach from the corrosive effects of stomach acid. Un-
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fortunately, when aspirin and other NSAIDs inhibit COX-1, they also contribute to the dis-
ruption of the stomach lining. As a result, use of these drugs might cause stomach bleeding
and ulcers. The solution to this problem has been solved in the form of COX-2-selective
NSAIDs, such as Celebrex®and Vioxx®. COX-2, a much less common isoform of the en-
zyme, is absent in the stomach, and its inhibition is therefore relatively harmless, at least
with respect to gastric problems.

8.6.3 Drug development and design
8.6.3.1 General sources of pharmaceutical drugs
Many drugs are naturally produced compounds that can be found in sources such as bac-
teria, fungi, plants, and animals. Known examples include antibiotics such as penicillin and
tetracycline; drugs controlling cholesterol levels, like lovastatin; and anti-cancer drugs like
taxol [278]. The medicinal effects of the sources of these compounds have been known since
ancient times, when they were used either in their original forms or as extracts [279]. Use
of natural sources for their medicinal content is problematic, however; these sources typi-
cally contain thousands of different compounds, some of which might elicit unwanted side
effects, and others might even counteract the effect of the desirable ingredient itself. The de-
velopment of technologies for the purification and analysis of chemical compounds has en-
abled medicinal scientists to isolate desirable ingredients from their natural sources, and to
incorporate them into standardized preparations (pills, solutions, etc.) [280]. Such technolo-
gies also facilitate production of optimal concentrations of this ingredient, concentrations
that are rarely achieved when using a natural source. Further biochemical research with
isolated compounds has revealed the molecular basis of their medicinal effects, i.e., their
ability to bind to macromolecules (usually proteins) within the animal body and modulate
their activity*1. Another cornerstone in the history of pharmaceutical drugs was the discov-
ery of penicillin and other antibiotics; the microbial source of these compounds prompted
many drug companies to growmicroorganisms industrially, in order tomass-produce these
important pharmaceuticals.

As rich as nature may be, the number of molecules that can theoretically serve as poten-
tial drugs is considerably higher than the number of molecules found in living organisms.
This is because non-biological compounds may also contain chemical groups that are ab-
sent in biomolecules, and thus, their chances of interacting with chemical groups in the
binding sites of target proteins are much higher. Indeed, the technological advances of the
last decades in the field of chemical synthesis and modification have significantly increased
the numbers of both potential drug molecules and those that are in actual use. In addition,
many synthetic compounds lack some of the ‘drug-unfriendly’ properties that natural com-
pounds tend to have (see details in [278]). Like their biologically produced counterparts, these
artificial drugs resemble endogenous compounds. However, since they are much more di-
verse structurally and chemically, their suitability for their respective biological targets can
be designed to surpass that of naturally-produced drugs.

*1Actually, the general ideawas proposed by Paul Ehrlich in the 19th century, on the basis of his observations
of industrial dyes. However, actual molecular targets of small molecules were found only in the 20th century
(see review by Drews [280]).
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8.6.3.2 Drug development process
In the early days of drug development, natural substances with known therapeutic effects
were collected from all over the globe (mainly in the form of plant extracts), and the activity
of their key ingredients was tested using different assays. Such tests would only be the be-
ginning of a long process of drug development [281], extending over ~15 years and including
the following additional steps:

1. Purification and isolation of the active ingredient.

2. Testing its activity, selectivity, and toxicity on cell cultures and isolated tissues.

3. Repeating the tests on animal models, to address systemic effects, as well as drug sta-
bility, delivery, selectivity, and certain processes the drug may undergo within the
animal body (degradation, detoxification, clearance, etc). These tests are termed ‘pre-
clinical studies’.

4. Repeating the tests on human volunteers (‘clinical trials’).

Only drug candidates passing all tests (typically one in a few thousands) were cleared for
use.

As mentioned above, development of methods for chemical synthesis enabled scientists
to artificially create numerous versions of bioactive molecules, by changing their chemical
groups systematically [282]. These developments constituted a significant step in pharma-
ceutical science, as they freed scientists from their total dependence on the large, yet finite
reservoir of natural compounds, and allowed them (at least in principle) to create drugs
with specific properties. Focal properties included characteristics related to the binding of
the drug to its target protein, as well as to other clinically significant parameters, such as
drug absorption, distribution, metabolism, excretion and toxicity (ADMET properties).

The new power acquired by pharmaceutical scientists was accompanied by an inher-
ent problem [283]: the vast number of chemically feasible molecules that could (in princi-
ple) serve as drugs, estimated to be in the range of 1060 to 10100 [284–286]. Needless to say,
the available technological means were insufficient to handle this quantity of molecules, let
alone to repeat the analysis for each new drug design attempt. Thus, a more realistic ap-
proach, termed ‘rational drug design’, was developed, in which the huge chemical space was
reduced to manageable size. Indeed, by implementing physicochemical knowledge, as well
as statistical data, scientists learned how to narrow down the options and focus only on
those molecules that had better chances of fulfilling the desired function of the drug. Al-
though this type of prediction relies, at least partially, on human knowledge and insights,
its implementation requires complex calculations, and has therefore been improved consid-
erably by the emergence of powerful computers and sophisticated algorithms.This ‘in-silico’
approach is termed ‘computer-aided drug design’ (CADD) [59,287–290].

Today, rational approaches to drug design carried out using computer calculations and
simulations are incorporated into the drug development process, whichmakes itmore time-
efficient, aswell as cheaper [291]. Rationalmethods are helpfulmainly for the first stages of the
process, i.e., for predicting the relative binding affinity and specificity of candidatemolecules
to the target protein. Predicting the physiological compatibility of the candidate drug is
more difficult, and is often carried out by an approach termed ‘quantitative structure-activity
relationship’ (QSAR) [292]. Briefly, this approach uses statistically derived data relating certain
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chemical-structural properties of a given drugmolecule to its physiological adaptability. For
example, the potency (𝑃 ) of a certain drugmay be found to depend on the surface area (SA)
of the group occupying position X in the drug, as well as on the dipole moment (𝜇) of the
chemical group occupying position Y, in the following way:

𝑃 = 1.2SA − 0.4𝜇 (8.8)

The disadvantage of this approach is that the data are limited, and are insufficient to enable
the scientist to infer the reasons for the dependency. Thus, it is difficult to increase this
type of knowledge without collecting new data. Because of the difficulty in predicting these
properties of candidate drugs, it is often necessary to test candidates in long trials, which
is one of the reasons why the drug development process is still long and expensive. In the
following subsectionwe focus on the general principles of the first stages of the rational drug
design process, with emphasis on computer-aided methods. In the last section we describe
a famous case study of rational drug design, not because it demonstrates the importance of
computations in this field, but rather because of the opposite; it illustrates how great results
can sometimes be obtained solely on the basis of insightful thinking of scientists and their
experience.

8.6.3.3 Principal steps in rational drug design
8.6.3.3.1 Overview

De novo drug design is the most challenging form of drug design confronted by pharma-
ceutical scientists, as theymust generate an activemolecule without any pre-existing knowl-
edge, short of the structure of the target protein and other ligands or drugs that may bind
to it. As mentioned above, the only way to do so is to reduce the nearly infinite number of
candidate molecules into a defined group of prototypical molecules (called ‘leads’), which
bind to the target protein and can be further evaluated as drugs. This is done by establish-
ing constraints, i.e., certain limitations on the number of possible chemical groups that may
appear in certain regions of the molecule. These limitations embody all the knowledge the
scientist has about the specific interactions between the molecule and the target protein.
This information is formulated as ‘rules of thumb’, which determine the general properties
of the different regions of themolecule (Figures 8.14 and 8.15). For example, the constraints
might state that a certain region of themoleculemust contain a hydrogen-bond donor group
in order to interact with the target protein optimally. Or, they might state that another re-
gion of the molecule must contain an aromatic group, in order to avoid toxicity. There are
various ways of deriving constraints on a drug candidate. For example, the scientist may use
physicochemical ‘rules’ regarding the compatibility of certain chemical groups of the drug
to potential interacting residues in the target protein. Alternatively, statistical data may be
used for the same purpose. Two types of constraints might be established, which relate to
different properties of the drug [283]. Primary target constraints relate to the protein-binding
capabilities of the lead molecule. Conversely, secondary target constraints relate to the AD-
MET properties of the lead (absorption, distribution, metabolism, excretion and toxicity),
which are of clinical importance and are necessary in order to assess the compatibility of
the lead as a possible drug.
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8.6.3.3.2 Establishing primary target constraints

There are basically two approaches that can be used to assign the proper primary target
constraints, and the choice between them depends on the data that are available. One case
is when there are several known ligands of the target protein, which bind to it similarly and
have the same general effect planned for the designed drug. In such a case, the popular ap-
proach is the ligand-based approach. That is, the known ligands are treated as models for the
drug, and used for the building of a rough ‘template’ of the drug; this template is referred
to as a pharmacophore [293–296]. The IUPAC definition of a pharmacophore is ‘an ensemble
of steric and electronic features that is necessary to ensure the optimal supramolecular inter-
actions with a specific biological target and to trigger (or block) its biological response’ [297]. In
simpler terms, the pharmacophore is a reduced representation of the drug, which includes
only those properties that are important for the desirable effect on the target protein (Fig-
ure 8.17). In the following subsection we briefly describe how pharmacophores are built.

A different starting point is when there are no known ligands that can be used for build-
ing a pharmacophore, but the target protein, its structure, and the location of the binding
site are known. In this case, the scientist has to take the receptor-based approach*1 for ex-
tracting primary target constraints. This approach entails mapping key characteristics of
the binding site, such as geometry, electrostatic properties, and individual groups, which
are likely to participate in ligand binding (‘hypothetical interaction sites’) (Figure 8.18). In-
tegration of all these characteristics yields a ‘property map’ of the binding site, according to
which the candidate drug can be designed. In some cases, the target protein and its structure
are known, but the location of the catalytic site, which is often the desired target for drugs,
is not. In such a case, the scientist first has to locate the binding site, and only then can he
or she construct a property map. Finding the binding or catalytic site might prove to be a
difficult task. Currently, there are several algorithms that are able to scan the surface of a
protein and, on the basis of certain geometric, electrostatic, evolutionary conservation, and
other properties, suggest putative locations for the binding or catalytic site.

FIGURE 8.17 Generation of a simple, two-dimensional pharmacophore hypothesis using the
ligand-based approach. (Opposite) (a) Superimposition of six drug molecules that are used for
different diseases, but that all inhibit dopamine uptake by the dopamine transporter (brand names
and names of the active ingredients are noted). These include methylphenidate, which is used to
treat attention deficit disorders (ADD); pseudoephedrine, which is used to treat various conditions
(e.g., asthma and rhinitis); diethylpropion and phenmetrazine, which are used to treat obesity; bupro-
pion, which is an antidepressant, and mazindol; which is used to treat Duchenne muscular dystro-
phy. The superimposed structures are shown in the center. (b) A two-dimensional pharmacophore
hypothesis that best fits the six drugmolecules listed in (a) (calculated by Elon Yariv using Phase [298]

(Schrödinger, Inc.)).Thepharmacophore summarizes the important groups in the drug as three cen-
ters, each having a different physicochemical property. The first center, which is represented here by
the orange doughnut-like shape, is aromatic. The second center is a hydrogen-bond acceptor. It is
represented as a magenta sphere with two arrows, indicating the direction of the accepted hydrogen
bonds. The third center, represented by the blue sphere, is a positively charged group. The distances
and angles between the centers are noted. The individual drug molecules used for calculating the
pharmacophore are shown around it, with the three centers specified in each. As can be seen, in all
of the molecules, the second center of the pharmacophore (a hydrogen-bond acceptor) is populated
by an oxygen-containing species: a ketone, hydroxyl, ester or ether group. Also, in all molecules, the
third center (a positively charged group) is populated by an amino group.

*1Also referred to as ‘structure-guided drug design’.
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FIGURE 8.18 Interaction sites in the target protein.Thefigure shows the anti-inflammatory drug
indomethacin (sticks colored according to atom type)within the binding site ofD2 11-ketoreductase
(spheres) (PDB entry 1s2a). Atoms involved in nonpolar interactions with the drug are colored in
gray. Basic residues that interact electrostatically with electronegative atoms in the drug are col-
ored in blue. Atoms involved in hydrogen bonds with the drug (black dashed lines) are colored in
magenta. For clarity, only the residues mentioned above are shown.

Finally, our scientist might encounter a particularly dismal situation, in which the iden-
tity of the target protein is known, but its structure has not yet been determined, and there
are no known ligands. In this case, the scientist can still use the receptor-based approach,
provided that he or she can construct a model of the protein, and use it as a basis for the de-
sign of the drug, as described above. Unfortunately, modeling techniques often provide only
approximate protein structures, whereas drug design requires accurate information about
the three-dimensional locations of catalytic and/or ligand-binding residues. Still, if proteins
of known structure that have high sequence similarity to the target protein can be found,
homology-modeling techniques, combined with energy-based optimization, may prove to
be sufficient for generating a good model. In the remainder of this section we elaborate
briefly on the two main approaches described above for applying primary constraints to a
designed drug.

8.6.3.3.2.1. Ligand-based approach: building a pharmacophore

As explained above, a pharmacophore is built according to known ligands of the target pro-
tein that are assumed to share the same binding mode [296]. This is done by aligning the
ligands’ structures in a way that reveals regions of common chemical properties, which are
likely to play a role in receptor binding (Figure 8.17a). The common regions most often
complement the binding site of the target protein geometrically and/or electrostatically.The
pharmacophore is usually presented as a general scaffold, in the form of distances, angles,
and sometimes full or partial charges (Figure 8.17b). Note that the pharmacophore gen-
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eration procedure involves multiple fitting and optimization steps, and usually results in
different possible models, each fitting the input molecules to different degrees. Therefore,
the chosen scaffold is usually referred to as a pharmacophore hypothesis. As a rule, the more
diverse the ligands are, the higher the generalization quality of the pharmacophore model.
There are various software, and even Internet servers, that can construct pharmacophores
quickly and automatically. However, since drugmolecules are relatively small, the construc-
tion process is sometimes carried out manually, especially when the template ligands are of
similar structure. Although the use of pharmacophores is frequently helpful in the design
of new drugs, it should be noted that they are highly generalized representations, and may
be unreliable. Problems associated with this method include the following [275]:

1. Finding the active ligand conformation. Calculation of a pharmacophore relies on
knowing the most likely conformation of each of the input ligands. If all of the lig-
ands have a rigid cyclic structure, the task is straightforward. However, if a ligand has
a flexible structure, it exists as a conformational ensemble, with each of the confor-
mations in this ensemble positioning the binding groups of the molecule differently
relative to each other.Theproblem is that, for each ligand, only one of these conforma-
tions (called the active conformation) is important, as it is the conformation acquired
when the ligand binds to its target protein. The active conformation can be identi-
fied by crystallization, by NMR spectroscopy or by running binding assays with rigid
analogues of each ligand*1. If these approaches are unavailable and the active confor-
mation of each ligand remains unknown, pharmacophore calculation must take into
account numerous conformations and try to fit them into a decent hypothesis. This
makes the calculation significantly less reliable.

2. Emphasis on ‘functional’ groups. Calculation of a pharmacophore considers only
discrete functional groups (especially polar ones) that presumably contribute to the
binding of the drug to the protein target. However, the entire skeleton of the drug is
also involved in the binding, through van der Waals and nonpolar interactions. These
may have a substantial and even crucial role in determining whether or not the drug
will bind to the target protein.

3. Ignoring the size of the drug. A ligand can fit perfectly to a pharmacophore hypothe-
sis, in the sense that it has all the right functional groups positioned in the right way,
but may be too big to fit in the protein’s binding site.

4. Ignoring alternative interactions. Candidate molecules that form alternative interac-
tions with the target protein’s binding site via groups that do not appear in the phar-
macophore hypothesis will be unjustifiably rejected.

8.6.3.3.2.2. Receptor-based approach: mapping binding sites

When there are no known ligands that bind to the target protein and exert the same effect as
the planned drug, the scientist has to work ‘blindly’, i.e., attempt to determine the important
chemical groups in the drug molecule and the geometric relations among them according
to the properties of the binding site. In principle, this can be donemanually, by using certain

*1When the active conformation is known, a related approach called ‘scaffold hopping’ [299] can be used, in
which this conformation is used for obtaining a ‘hypothetical receptor’, which is utilized in turn for construct-
ing leads.
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physical-chemical ‘rules of thumb’ that help identify which chemical groups in the binding
site are most likely to participate in protein-drug interactions. For example, aromatic rings
would stand out due to their bulkiness and planarity, whereas alcohols, amines, carbonyls
and organic acids would stand out as potential hydrogen bond donors and/or acceptors.
Organic acids would be implicated in salt bridge formation, and so on. In practice, how-
ever, identification of the hypothetical interaction sites of a protein’s binding cleft is usually
carried out computationally. A description of past and current algorithms capable of con-
ducting an automated characterization of a protein’s binding site is given by Schneider and
Fechner [283]. Briefly, the first algorithms mainly addressed hydrogen bond donors and ac-
ceptors, due to their strongly directional nature. With time, other interaction types were
incorporated into the search, such as nonpolar interactions, covalent bonds, metal coordi-
nation, and complex hydrogen bonds.

‘Rule-based’ algorithms are used to search for discrete chemical groups in a target protein
that are capable of participating in meaningful atom-atom interactions. These algorithms
constitute a quick means of assessing the interaction capabilities of the binding site, but
they may neglect certain aspects of the interactions, in particular, aspects that depend on
chemical context (see Box 8.2) and the strong effects of the immediate environment (e.g., the
effect of the dielectric on electrostatic interactions). These potential problems are addressed
by other algorithms that use a grid-based approach.That is, the binding site ismapped onto a
3D grid, and different probe atoms or fragments are placed at each grid position so the inter-
action energy can be calculated.The type of energy calculated depends on the type of probe.
For example, probes capable of participating in hydrogen bonding yield hydrogen-bond en-
ergy, and so on. A third type of algorithm uses multiple copy simultaneous search (MCSS).
In this approach, multiple copies of functional groups are randomly positioned inside the
binding site and energy-minimized, and those configurations with low enough energy are
adopted.Thus, theMCSS approach not only characterizes the binding site but also produces
candidate combinations of chemical fragments, which may later become leads.

As explained above, the search for leads includes not only the generation of different
molecular permutations, but also their evaluation, with binding site affinity being the pri-
mary evaluated factor. Algorithms may use different scoring functions to rank the differ-
ent molecules generated. Functions that were developed early on evaluate the geometric
compatibility of the molecule to the binding site. More sophisticated functions rely on ex-
plicit force fields, empirical functions, or knowledge-based functions [283]. Force field-based
functions are described in detail in Box 3.1. Being explicit, these functions are the slow-
est means of ranking lead candidates. Empirical scoring functions may look like simplified
force fields in the sense that they include individual expressions, each describing a different
ligand–receptor interaction type. However, the expressions need not represent real energies,
but rather a dependency produced by fitting the expressions to experimentally derived val-
ues. This dependency is expressed mainly via the weight assigned to each expression. Such
scoring functions can be implemented rapidly, but since they rely on empirical databases,
they are often biased. Knowledge-based scoring functions rely on statistical analysis of exper-
imentally determined ligand–receptor structures. That is, the frequencies at which any two
possible atoms interact with each other are extracted from the available structures. Frequent
interactions are considered attractive, whereas infrequent interactions repulsive. Since bind-
ing energy values are not used by such functions, they rely on larger datasets than empirical
functions do, and are therefore less biased.
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BOX 8.2 CHEMICAL CONSIDERATIONS IN IDENTIFYING INTERACTING
GROUPS [300,301]

I. General considerations

Inmany cases, the drug design process requires the scientist to identify and characterize
chemical groups that are likely to participate in physical-chemical interactions. The
groupsmay be part of the drugmolecule, or of the amino acids building the binding site
of the target protein. The interactions considered for this task include all noncovalent
forces known fromnatural systems, and in some cases even covalent bonds.The former,
which form the bulk of interactions observed in binding sites, can be separated into
six general types (see Chapter 1 for details), which typically involve specific chemical
groups, as follows:

1. Hydrogen bonds – alcohols, thiols, amines, carbonyls, organic acids, some het-
erocyclic groups

2. Salt bridges – carboxylate, phenolate, phosphate, sulfate

3. Nonpolar interactions – aliphatic and aromatic compounds

4. 𝜋 interactions – aromatic compounds, double bond-containing compounds,
metals and other positively charged species

5. n→ 𝜋∗ interactions – groups containing oxygen, nitrogen, and sulfur

6. X-bonds – halogens

In this context, electrostatic interactions are most important, as they determine not
only the strength of the binding but also its specificity. To identify which groups
might participate in electrostatic interactions, the scientist must relate to their polar-
ity, hydrogen-bonding capability, and tendency to undergo protonation or deprotona-
tion. As drug molecules can be constructed from numerous combinations of chemical
groups, this task is far from being trivial.

II. Further considerations: importance of chemical context

The functional groups mentioned above are very familiar to biologists, as they tend
to appear in numerous biomolecules. Accordingly, their chemical properties are also
known. However, in biomolecules these groups appear in a relatively limited chem-
ical context. Artificial molecules, such as those serving as drugs, are not limited by
evolutionary considerations, and may appear in many more chemical configurations.
For scientists engaged in pharmacophore construction, this means greater diversity
in physicochemical properties, which should be taken into account when considering
the compatibility of these groups to specific protein-drug interactions. In the following
paragraphs we review some examples.
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II.I. Alcohol acidity

Aliphatic alcohols are known to be polar enough to participate in hydrogen bonds,
but not enough to behave as acids, i.e., to undergo deprotonation. When the alcohol’s
hydroxyl group is attached to an aromatic ring, as in phenol, its pKa decreases to the
extent that it can deprotonate under physiological pH, i.e., it becomes an acid (Fig-
ure 8.2.1a). This is because the phenyl group is an electron-withdrawing group, and
as such it polarizes the hydroxyl group. The extent of this polarization can be mod-
ulated by attaching a third group to the phenyl ring; when the attached group is an
electron-withdrawing group (e.g., nitro), the polarization of the hydroxyl is stronger
(Figure 8.2.1b), and when it is an electron-releasing group (e.g., ethyl) the polariza-
tion is weaker (Figure 8.2.1c). The same is also true for the carboxylate group, which
is acidic in its pure form, and its acidity can be altered by the attachment of different
substituents.

(a) (b) (c)

−−→←−−
H+

Phenol Phenolate p-nitro phenol p-ethyl phenol

FIGURE 8.2.1 Acidity of aromatic alcohols. (a) The deprotonation of phenol. (b) In-
creased acidity of phenol by attachment of a p-nitro group. (c) Decreased acidity of phenol
by attachment of a p-ethyl group.

II.II. Amino groups as acids and bases

Amino groups are known in biology to function mainly as weak bases. However, when
they appear in particular chemical-structural contexts, they might display completely
different behavior, as follows:

1. Whereas primary, secondary and tertiary amines behave as bases, quaternary
amines do not.They are unable to do so since their lone electron pair is occupied
in a covalent bond with one of the substituents (Figure 8.2.2a), and therefore
cannot bind H+ ions.

2. Aromatic amines (e.g., aniline) tend to behave as acids, because the aromatic ring
acts as an ‘electron sink’ that polarizes the amino group and enhances deprotona-
tion (Figure 8.2.2b). Amino group deprotonation is even more favorable when
the aromatic ring is bound on its other end to an electronegative group. This is
the case with sulfonamides, a group of antibiotic drugs in which the aromatic
amine is attached to a sulfone group (Figure 8.2.2c). Another type of compound
in which the amino group is acidic is an imide. In this case the electrons of the
group are drawn by a ketone group (or by several ketone groups) (Figure 8.2.2d).
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3. Pyrrole rings contain a nitrogen atom,whose lone electron pair joins the other 4 𝜋
electrons of the ring to render it aromatic (Figure 8.2.2e). This nitrogen cannot
act as a base since the binding of H+ would disrupt the aromaticity of the ring,
a highly unfavorable process. A similar case is amides, in which the nitrogen’s
lone pair participates in keto-enol tautomerization, which makes it unavailable
(Figure 8.2.2f). This group is therefore neither a base nor an acid.

4. In amidines, the NH group is basic, but much more so than an ordinary amino
group. This is because protonation enables the highly favorable delocalization of
the positive charge (Figure 8.2.2g).

(a)

Primary Secondary Tertiary Quaternary

(b)

Aniline

(c)

Sulfonamide

(d)

−−→←−−
H+

Imide

(e)

(f)
−−→←−−

Acetamide Acetamide
(keto form) (enol form)

(g)

H+

−−→ −−→←−−

FIGURE 8.2.2 Amines. (a) Aliphatic amines. (b)Aniline.The aromatic ring changes the be-
havior of the amino group from base to acid. (c) Sulfonamide. The sulfonamide increases the
acidity of the amino group even further. (d) An imide. The two keto groups act as electron-
withdrawing groups, increasing the acidity of the amino group. (e) Pyrrole ring. The nitro-
gen’s lone pair is occupied and therefore cannot bind further protons. (f) Keto-enol tautomer-
ization in acetamide. (g) Charge delocalization in imidine.
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III. Stereoelectronic properties of ring systems

There are additional factors that complicate the choice of chemical groups. For exam-
ple, different groupsmay interact similarly with a given protein if their stereoelectronic
properties are similar.This phenomenon is observed, for example, in the phenothiazine
ring system, which is common among anti-psychotic drugs such as chlorpromazine.
This group contains two phenyl rings flanking a heterocyclic ring with a sulfur atom
(Figure 8.2.3a). The latter has four 𝜋 electrons, a property that renders the middle ring
aromatic, and therefore planar. The planarity of the phenothiazine rings seems to be
important for the activity of the drug and must therefore be kept in any of its chemical
derivates. In fact, even relatively large modifications may retain anti-psychotic activity,
as long as the planarity is retained. For example when the sulfur atom is replaced by a
double bond, the resulting dibenzazepine (Figure 8.2.3b) remains planar, which allows
the molecule to retain its activity. However, when the double bond is reduced, pla-
narity is lost (Figure 8.2.3c), and with it the anti-psychotic activity. Conversely, there
are cases in which small differences between groups translate into completely different
interactions with the target protein, which often result in different activity. This is the
case, e.g., with isoproterenol and dichloroisoproterenol (Figure 8.2.3d). The only dif-
ference between the two molecules is the replacement of the two hydroxyls of the first
with chloride atoms in the second. Still, isoproterenol acts as a 𝛽-adrenergic agonist,
whereas dichloroisoproterenol acts as an antagonist.

(a) (b) (c)

A phenothiazine A dibenzazepine

(d)

Isoproterenol Di-chloro-isoproterenol

FIGURE 8.2.3 Stereoelectronic effects. (a) A planar phenothiazine group. The two lone
pairs of the sulfur atom are noted. (b) A planar dibenzazepine group, produced by replace-
ment of the sulfur of phenothiazine with a double bond. (c) Loss of planarity upon reduction
of the double bond of dibenzazepine. (d) Changing an agonist (isoproterenol) into an antag-
onist (dichloroisoproterenol) by replacement of two hydroxyls with chlorides.

IV. Stereoisomerism

Biomolecules are synthesized by stereospecific machineries (the ribosome, enzymes),
and therefore a given biomolecule is likely to appear almost exclusively as a single iso-
mer (𝑆 or 𝑅). In contrast, drug molecules are usually synthesized chemically in a pro-
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cess that yields the two isomers, often in identical ratios (racemic mixture). Unfortu-
nately, the targets of these drug molecules are also stereospecific, which means that
only one isomer of the drug must be used. In many cases the other isomer does not
even bind to the target protein, whereas in others it may bind but exert a weaker or dif-
ferent effect. For example, levorphanol and dextromethorphan are two isomers of the
same molecule (Figure 8.2.4). Both have an antitussive (cough-suppressing) effect, but
whereas the former is also a highly addictive analgesic, the latter is not.

Levorphanol Dextromethorphan

FIGURE 8.2.4 Importance of using the right enantiomer. Levorphanol and dex-
tromethorphan differ only by absolute configuration, yet differ in their physiological effects.

8.6.3.3.3 Assigning secondary target constraints

Secondary constraints refer to properties of the drug that are usually of clinical importance
(e.g., ADMET properties). Such constraints are usually established towards the end of the
lead optimization process (see below). The constraints may be formulated separately, or
as weights assigned to the overall score of the evaluated molecule [283]. As a rule, compu-
tational methods do less well in predicting the molecular characteristics that correspond
to secondary constraints, as compared with predicting the characteristics corresponding to
primary constraints.Thus, validation by biological assays is especially important. Still, some
secondary properties are easier to predict than others. For example, the oral bioavailability
of a drug has been found to correlate with Lipinski’s ‘rule of five’*1 [302]. Moreover, certain
chemical substructures are known to reduce the stability of drug molecules.

8.6.3.3.4 Choosing and designing a lead compound

After the constraints relating to a drug are assigned, the missing parts, i.e., the real chem-
ical groups, can be added to generate a complete molecule. Since the constraints are non-
specific, manymolecules are likely to be able to fulfill these requirements.The scientist must
try to generate and explore as many of these molecules as possible, and assess their com-
patibility as leads. The first task, i.e., the synthesis of the different molecular derivates, can
be done by using methods of combinatorial chemistry [303]. That is, an automated system is
used to synthesize the numerous candidate lead molecules by creating different combina-

*1A rule of thumb stating that orally active drugs should not violate more than one of the following criteria:
1. ≤ 5 hydrogen bond donors
2. ≤ 10 hydrogen bond acceptors
3. Molecular mass ≤ 500 Da
4. log 𝑃 < 5

(Note that all the above numbers are multiples of five)
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tions of the same (or similar) molecular fragments. The second task, i.e., to assay the vast
number of molecules produced by this procedure (‘screening’), is much more difficult to
accomplish. Not only are there numerous molecules to be tested, but also several tests are
often required for eachmolecule, such asmeasuring the binding to the target protein, quan-
tifying the biochemical effect of the candidate drug, etc. In the last two decades, automation
approaches have enabled high-throughput methods to be developed for screening chemical
libraries [304–306].Thesemethods have accelerated the testing stage considerably, and they are
commonly used in the pharmaceutical industry, with proven success (e.g., [307]). However,
in many cases, the number of candidate leads to be screened is still prohibitively high. This
problem can be partially overcome by using reduced libraries, i.e., libraries that include drug
molecules known to act on the same target protein, or on a family of related targets [308].

A different approach to finding leads is to search the chemical space computation-
ally (‘virtual screening’) [309,310]. Indeed, computer algorithms can scan huge databases of
molecules, fragments, and even atoms, in search of the right combination of chemical
groups that can translate a set of previously assigned constraints into a real, viable lead*1.
This field arose in the 1970s [312,313] and has gained much popularity in the last decade. The
advantage of this approach is obvious; virtual scanning of the chemical space is much faster
than actual scanning, which means that a larger part of the space can be covered by the
search (up to millions of molecules). The search for the best chemical match to a given set
of constraints is usually carried out at the level of molecular fragments [283]. That is, individ-
ual fragments are combinatorically integrated into the molecular scaffold, and the binding
affinity of the resulting molecule to the target protein is assessed using a scoring function*2.
In contrast to the methods described in Subsection 8.3.1.2 above, which use rigorous, ex-
plicit calculations in order to obtain an accurate value of the protein-ligand binding energy,
the goal in virtual screening is to rank the relative affinity of each of the sampled molecules
to the target protein. Achieving such a ranking does not require very accurate calculations,
but rather fast ones, which are able to rank as many molecules as possible in a reasonable
amount of time. As a result, scoring functions for lead discovery tend to contain simplified
terms, which are in many cases knowledge-based, rather than expressions describing real
physical interactions.

This is not to say that the calculations are easy; they still have to consider two factors that
affect the binding energy. The first is the conformational flexibility in the system (both the
protein’s and the lead’s), and the second is the different orientations the lead may acquire
with respect to the protein’s binding site. Both of these considerations make the screening
process computationally costly. The sampling of conformations and orientations is often

*1Current computational resources enable libraries containing ~107 molecules to be screened over sev-
eral days or weeks [310]. There are several popular libraries that are used by both academic and industrial
researchers. Many of these libraries contain molecules that have drug-like features, and that are commercially
available. For example, the ZINC library [311] (http://zinc15.docking.org) contains over 108 such molecules
and molecular fragments.

*2The following animation shows an example for screening of 17 small drug-like molecules (presented as
grey balls-and-sticks) for binding to a protein binding site.

The binding site is between two subunits, shown as cyan and dark green helices. The residues in-
teracting with the drug-like molecules are shown as lines. Each drug-like molecule forms unique
interactions with the protein, which contribute to the total binding energy. In the animation, hy-
drogen bonds and 𝜋-interactions, which contribute to the binding specificity, are shown as black
and orange dashed lines, respectively. Created by Elon Yariv.

http://zinc15.docking.org
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carried out by a computational procedure called ‘molecular docking’*1 [310,314,315]. To avoid
combinatorial explosion, many docking algorithms only change the orientation and/or con-
formation of the candidate lead and do not change those of the target protein (an approach
called ‘rigid docking’). Thanks to advances in artificial intelligence and machine-learning
technologies, the chemical-conformational space that needs to be scanned has been consid-
erably reduced [73]. For example, the sampling techniques, which used to be systematic, may
be conducted by using stochastic patterns. Stochastic patterns enable screening algorithms
to identify regions in the chemical-conformational space that are more likely than others
to contain the desirable solution. Thus, the search can focus on these regions alone instead
of considering the entire space. Sampling the conformational space of both the protein and
the lead is called ‘flexible docking’. Despite the advances in sampling methods mentioned
above, the number of conformations that must be sampled to achieve ‘full’ flexible docking
is too large to be computationally feasible.Thus, flexibility is often conferred only to a subset
of protein residues, typically those that participate in ligand binding [83]. Since the selection
of such residues is carried out by the scientist, it is a potential source for errors.

Evenwhen conformational sampling of the protein is restricted to the binding site, dock-
ing can still be computationally demanding, especially when large numbers of potential
drug molecules are screened. Indeed, in a typical docking procedure, 102 to 104 orienta-
tions are sampled for each ligand tested, and for each orientation, 102 conformations are
sampled [310]. Thus, if a library of 107 ligands is used, the number of configurations sampled
by the docking procedure can reach 1013! One way to sample conformations in the binding
site is to use Monte Carlo simulations, which are less computationally costly than MD sim-
ulations (see Chapter 3 for details). An alternative approach is to represent the continuous
conformational space of the protein’s binding site using an ensemble of discrete conforma-
tions. Such an ensemble can be predicted using methods such as normal mode analysis (see
Chapter 3), as is done by the MRC web server [316]*2. After the conformations are gener-
ated, each can be used in simple rigid docking simulations (‘cross-docking’) to find the most
favorable binding mode.

Finally, the scoring functions themselves are potential sources for problems. As ex-
plained above, they typically rely on either energy calculations or statistical tendencies of
atoms or groups to appear in certain molecular contexts. Despite recent improvements,
scoring functions are still far from reproducing binding affinities accurately, which makes
their use in lead generation problematic. In particular, they are usually unable to reliably
rank high-scoring ligands [310,314]. However, all things considered, computational tools with
all their inherent problemsmake the search for leads anddrug-relatedmoleculesmuchmore
efficient (see [283,290,310] for examples), and are often combined with lab tools to achieve the
best results.

*1The following animation shows a ‘blind’ docking simulation, in which the ligand (spheres colored by atom
types) is positioned at numerous different orientations with respect to the protein (white surface),
and in each orientation the protein-ligand binding energy is calculated to find the most probable
binding mode. The simulation sampled different conformations of both protein and ligand. As ex-
plained in the main text, most docking simulations sample only the ligand’s conformations.

*2http://wwww-ablab.ucsd.edu/MRC/index.cgi

http://wwww-ablab.ucsd.edu/MRC/index.cgi
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8.6.3.3.5 Lead optimization

The hit rate of virtual screening via docking is around 10%. That is, about one-tenth of the
ligands that the screening process identifies as prospective leads actually test as such. More-
over, these ligands need to be further processed. Whereas most drugs display nM bind-
ing affinities to their target proteins, the first round of de novo design tends to yield leads
with μM affinities [283]. This means that further binding optimization must be carried out to
reach the desired drug. Consequently, the binding energy between the protein and the lead
must be calculated using methods that are more accurate than those used in docking. As
explained in Subsection 8.3.1.2 above, several such methods are available [58–60]. Alchem-
ical (free energy perturbation) methods are probably the most accurate [61,63,64]; however,
they require extensive sampling of various non-physical states separating the ligand-bound
form of the protein from the ligand-free form, and therefore tend to be too computationally
demanding for lead optimization.This problem can be partially alleviated by using a less rig-
orous protocol for calculating the relative binding energy, in which one ligand is artificially
transformed into another [61]. The popular alternatives to alchemical methods are endpoint
methods, such as LIE [67,68] and MM/PB(GB)SA [69–72], which focus only the bound and un-
bound states of the protein, and are therefore less computationally costly*1. These methods
are generally less accurate than alchemical methods, yet more accurate than docking sim-
ulations. Other features of the leads that may require optimization are their physicochemi-
cal, pharmaceutical, ADMET, and pharmacokinetic properties [290]. For example, molecules
suggested in the first round of screening may turn out to be toxic, difficult to synthesize, or
to have non-drug-like properties (too large, too lipophilic, etc.) [308]. To avoid such features,
and particularly toxicity, scientists typically use QSAR [290], that is, pre-existing knowledge
pertaining to the relation of certain chemical groups with unwanted properties. When the
three-dimensional structure of the target protein is known, a receptor-based optimization
process may also help to address some of the clinical aspects. For example, by increasing
the compatibility between the lead and the target’s binding site, the lead’s selectivity can be
increased, which means reduced toxicity. A fine example of such an approach is the design
of a novel inhibitor drug for the enzyme adenosine deaminase, which is significantly less
toxic than its predecessors [317].

8.6.3.4 Rational drug design case study: ACE inhibitors
8.6.3.4.1 Introduction

Rational drug design, especially the structure-guided type, is a relatively new field, and there
have already been a few successful cases. Two of the most well-known successes are as fol-
lows:

1. COX-2 inhibitors [318] – NSAIDs may act on the two types of cyclooxygenases in
the human body. The first type, COX-1, can be found throughout the body. In the
stomach, the activity of COX-1 protects the mucosa cells lining the stomach. This
is why COX-1 inhibition by NSAIDs may cause gastric problems, such as bleeding
and ulcers. The second type of COX enzyme, COX-2, is found almost exclusively in
inflammatory cells, like macrophages. Rational drug design has given rise to the de-
velopment of COX-2-selective NSAIDs, which can be used for fighting inflammation
without hurting the stomach. Examples include celecoxib (Celebrex®).

*1This is particularly true for MM/PB(GB)SA implementations that do not use sampling of the endpoint
states, but rather start from energy-minimized structures.
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2. PeripheralH1 receptor antagonists
[319] –Histamine receptors (‘H receptors’) are in-

volved in physiological processes but also in allergic reactions.There are several types
of H receptors; some reside in the brain, whereas others can be found in the periph-
eral nervous system. Anti-histamines are drugs designed to block H receptors. They
are widely used to treat people suffering from allergy. Old-generation anti-histamines
like diphenhydramine (Benadryl®) can cross the blood-brain barrier (BBB) that pro-
tects the brain, and block central H receptors. Unfortunately, they also tend to block
muscarinic (acetylcholine) receptors, which leads to ‘anti-cholinergic side effects’, such
as sedation, sleepiness, dizziness, and dry mouth. Through rational drug design, pe-
ripheral H1 receptor anti-histamines have been developed; these drugs are specific to
one subtype of histamine receptor and are also unable to cross the BBB, and therefore
do not have central anti-cholinergic side effects. Examples include loratadine (Clar-
itin®).

Another successful drug design endeavor was the development of inhibitors for angiotensin-
converting enzyme (ACE), as a treatment of hypertension. In fact, the development of first-
generation ACE inhibitors is considered to be one of the first true rational drug design ef-
forts [320]. Below we describe the main steps of this development process, and also discuss
the main rationale behind new-generation inhibitors. Before doing so, we briefly describe
the physiological system within which ACE operates.

8.6.3.4.2 Hypertension and renin-angiotensin-aldosterone system

8.6.3.4.2.1. Overview

Chronic hypertension is one of the most common medical conditions in the developed
world [321], affecting ~26% of the world’s adult population [322]. It is potentially life-
threatening, due to the resulting cardiovascular complications, such as kidney failure, heart
failure, and stroke [320]. Accordingly, a variety of pharmaceutical drugs have been developed
for treating hypertension, including diuretics, 𝛽-blockers, ACE inhibitors, calcium channel
antagonists, angiotensin receptor blockers, and 𝛼-blockers [323]. Three of these drug types
act on the renin-angiotensin-aldosterone (RAA) system, which is responsible for regulating
blood pressure and water-electrolyte homeostasis in the mammalian body [324]. The sys-
tem is complex and includes numerous different hormones and enzymes. We will therefore
avoid getting into the full details of the system, and instead discuss its general principles
(Figure 8.19).

When blood pressure drops, an occurrence that might result from dehydration, allergic
reaction, or a hemorrhaging injury, the body responds immediately to raise blood pressure
back to normal values. This response is part of the body’s cardiovascular homeostasis, but
it is also designed to prevent a life-threatening situation, i.e., a significant drop in blood
pressure. Such a drop makes the heart work harder and faster, and if it is not treated in
time, might even lead to cardiac arrest and death. The body’s response to the decrease in
blood pressure beginswith the release of the enzyme renin from the kidneys into circulation.
Renin is a protease that degrades angiotensinogen, a liver-derived 55-kDa plasma protein.
One of the degradation products is the 10-amino acid peptide angiotensin I (Figure 8.20),
which has no significant physiological effect. However, angiotensin I can be degraded by
ACE, and the remaining 8-amino acid peptide (angiotensin II) is a potent vasoconstrictor.
That is, angiotensin II binds to its cognate receptor on the smooth muscles of arterioles,
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whichmakes themuscles contract and the arterioles constrict.This constriction raises blood
pressure back to its normal values, and prevents the aforementioned symptoms.

Angiotensin II also acts indirectly to increase blood pressure, by inducing the release
into circulation of two other blood pressure-regulating hormones.These are the steroid hor-
mone aldosterone, released from the adrenal cortex, and the peptide hormone vasopressin
(anti-diuretic hormone, or ADH), released from the pituitary gland. Aldosterone acts on the
distal tubules and collecting ducts of the kidneys. There, it increases the reabsorption of
Na+ into the blood and the secretion of K+ into urine. Since water follows the Na+ ions, the
increased reabsorption of the latter also means pumping water back into the blood. This
has two results. First, water loss is diminished, which also helps in cases of dehydration.
Second, the resulting increase in blood volume leads to an increase in blood pressure. Like
aldosterone, vasopressin acts on the kidney to preserve water and increase blood pressure.
However, unlike aldosterone, it acts directly, by increasing the water permeability of the dis-
tal tubules and the collecting ducts. Finally, ACE too may raise blood pressure indirectly, by
degrading the 9-amino acid peptide bradykinin (RPPGFSPFR), which is a known vasodila-
tor.

FIGURE 8.19 A schematic description of the renin-angiotensin-aldosterone (RAA) system.
Proteins, peptides, or small molecules involved in the system are in blue, and enzymes are in green.
Biochemical reactions are presented as red arrows. The increase or decrease of blood pressure is
marked by the short purple arrows. Wide filled arrows lead from a condition to its effect, or mark
hormonal induction (except for the vasopressin or aldosterone effects on blood pressure, which are
marked by the curved black arrows). Finally, the red shape represents the degradation of bradykinin
by angiotensin-converting enzyme (ACE). The RAA system includes a main biochemical path lead-
ing from the large protein angiotensinogen to the vasoconstrictor angiotensin II. The path is facili-
tated by two enzymes, renin and ACE. Angiotensin II reduces blood pressure directly, by inducing
vasoconstriction, or indirectly, by inducing the release of the hormones vasopressin and aldosterone.
ACE contributes to the decrease of blood pressure by creating angiotensin II, and also by degrading
bradykinin, a peptide with vasodilating activity.
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FIGURE 8.20 Angiotensin I. The structure (top) and sequence (bottom) of the 10-amino acid
peptide are shown. Each of the residues in the structure is colored differently and numbered. The
last two residues that are cleaved off the peptide by ACE are colored pink in the sequence.

8.6.3.4.2.2. Angiotensin-converting enzyme (ACE)

ACE, also known as peptidyl dipeptidase A (EC 3.4.15.1), is a heavily glycosylated, zinc-
dependent carboxypeptidase. It resides in the plasma membrane of endothelial, intestinal
brush border, and renal proximal tubule cells [325–327]. The exoplasmic region of endothe-
lial ACE (a.k.a. ‘somatic ACE’; sACE) faces blood, which allows the enzyme to act on the
correct peptide substrates in circulation. In vitro, ACE may act on a variety of peptides, cat-
alyzing the hydrolytic cleavage of their two C-terminal amino acids. It has low specificity:
The penultimate peptide position can be occupied by any residue except Pro, and the ulti-
mate position can be any residue except Asp or Glu. In vivo, sACE acts on several bioactive
peptides, including substance P, luteinizing hormone-releasing hormone (LHRH), and neu-
rotensin [328]. However, as ACE is a regulator of cardiovascular homeostasis, its primary
substrates are angiotensin I and bradykinin (see below).

Human ACE is one of the rare examples of a single polypeptide chain containing two
homologous active sites. Indeed, ACEhas two 55% identical catalytic domains (calledN and
C), which are thought to be the result of gene duplication [325,329]. Each active site contains
a zinc cation (Zn2+) bound by the HEMGH sequence, a known motif of zinc-dependent
proteases. The two domains differ in some aspects. For example, each can act on a range of
peptide sequences, but they do so with different efficiency. The C-domain is more active in
vivo on angiotensin I than the N-domain [330–332], but is also more Cl– -dependent [329].

In addition to sACE, other forms of the enzyme can also be found:

1. Soluble ACE – is formed by the proteolytic cleavage of sACE’s exoplasmic region.
Although this form of the enzyme is active, its role in cardiovascular homeostasis is
minor compared with that of membrane-bound ACE.
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(a)

(b)

(c)
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2. tACE – an alternate transcription product of ACE, found in the adult testis. It is iden-
tical to the C′ domain of somatic ACE, except for the first 36 residues [333].

3. ACE2 (a.k.a. ACEH) – an ACE homologue found in the heart, kidney and testis of
humans and rodents. It is active towards peptides with C-terminal hydrophobic or
basic residues, but like ACE it acts on angiotensin I and regulates blood pressure and
cardiac function [320]. Interestingly, it is unaffected by the classical ACE inhibitors (see
below).

The mechanism of ACE, as in other zinc-dependent metalloproteases, is thought to include
the following steps [335,336] (Figure 8.21a):

1. Polarization of a watermolecule by the zinc cation, followed by its deprotonation.The
resulting hydroxide anion is stabilized by the positive charge on the zinc.

2. Nucleophilic attack of the scissile carbonyl carbon by the hydroxide anion, followed
by the formation of a tetrahedral transition state (Figure 8.21b).

3. Protonation of the scissile amide nitrogen, followed by peptide bond cleavage.

Although the exact involvement of specific residues in themechanism is not entirely known,
some are implicated in the catalytic process. For example, Glu-384 has been proposed to
shuttle a proton between the water nucleophile and the leaving amide.

The orientation of the peptide with respect to the active site of ACE is usually described
in relation to the zinc cation. Thus, the first and second residues that are N-terminal to
the scissile bond’s carbonyl group that binds to the zinc are termed P1 and P2, respectively
(Figure 8.21c). The first and second residues that are C-terminal to the carbonyl are called
P′

1 and P′
2, respectively. The subsites in ACE’s active site that interact with these residues are

termed, respectively, S1, S2, and S′
1, S

′
2.

FIGURE 8.21 The mechanism of ACE. (Opposite) (a) A schematic representation of the ACE
mechanism of action. Red arrows mark electronic rearrangements, green dotted lines represent co-
ordinate bonds, and the curved line below the zinc cation represents the enzyme binding pocket in
which the ion resides. The catalyzed reaction includes zinc-induced polarization and deprotonation
of a water molecule, which then acts as a nucleophile. A tetrahedral transition state is formed (in
parentheses), followed by protonation of the scissile amide nitrogen and peptide bond cleavage. The
process is depicted in general, i.e., no specific ACE residues are noted. (b) A likely structure and
orientation of the substrate’s transition state in the active site of ACE. The structure shown is that
of human testicular ACE (tACE) in complex with the inhibitor kAF (PDB entry 1bkk) [334]. kAF
(shown as sticks) has a ketone group where the substrate’s carbonyl is located. It is therefore able to
undergo the first part of the catalyzed reaction insideACE’s active site, i.e., the nucleophilic attack. As
a result, it transitions from its ground state into a tetrahedral transition state, representing that of the
real substrate. However, the scissile amide nitrogen of the substrate is replaced in kAFwith a carbon,
so the bond cannot be cleaved. This property enabled Watermeyer and coworkers [334] to crystallize
both enzyme and ‘substrate’. The structure demonstrates how the gem-diol group of the transition
state, in which the two oxygen atoms have a partial negative charge, chelates the zinc cation. The lat-
ter is also coordinated to three other residues, which are noted in the figure. (c) The four positions
in the substrate and inhibitor (P2, P1, P

′
1 and P′

2), noted in relation to the zinc-coordinated ketone
group, and their corresponding binding subsites in the active site of ACE (S2, S1, S

′
1 and S′

2). The
scissors symbol marks the ester bond (in the substrate) cleaved by the enzyme.
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(a) (b)

FIGURE 8.22 Protein-peptide binding. (a) The protein-peptide binding site. The image shows
caspase-2 in complex with the peptide Acetyl-Val-Asp-Val-Ala-Asp-CHO (PDB entry 3r6l). The sur-
face of the protein is shown in yellow with ligand-interacting residues colored in red. The peptide is
shown as sticks, colored according to atom type. (b) Protein-peptide interactions. The same binding
site is shown, with the peptide-interacting residues presented as lines. Polar interactions between
the enzyme and the peptide are shown as dashed lines. Hydrophobic residues involved in nonpo-
lar interactions are colored orange. As demonstrated by the image, the high number of interacting
groups in peptides results in many stabilizing interactions. Therefore, small molecules are usually
poor competitive inhibitors when the target is a protein-peptide interface.

8.6.3.4.3 Design of ACE inhibitors [320]

8.6.3.4.3.1. First-generation inhibitors

The starting point for the rational design of the first ACE inhibitors by Cushman and On-
detti was the early discovery of a groupofACE-inhibiting peptides in the venomof the South
American pit viper Bothrops jararaca. The inhibitory effects of the peptides were compared,
and the tripeptide Phe-Ala-Prowas found to have the optimal effect (Figure 8.23a) [337].Pep-
tides are advantageous as drugs that disrupt protein-protein or protein-peptide interac-
tions, as they canmimic these interactionsmuchbetter than smallmolecule drugs [338]*1.
However, since peptides are digested in the stomach by proteases, they usually cannot
be administered orally, which significantly reduces their ‘druggability’ potential. Thus,
the researchers in the ACE study turned to the design of non-peptide inhibitors with similar
properties to those of the Phe-Ala-Pro peptide.

Assuming that the Phe-Ala-Pro peptide acted by competitive inhibition, the researchers
looked for a feature of the binding site that could be efficiently targeted by the new in-
hibitor. The feature selected for this purpose was the metal zinc on which the activity of

*1Peptides are elongated molecules with functional groups extending along an axis. As a result, they are
perfect for interacting with protein-protein or protein-peptide interfaces, which are usually flat and elon-
gated [121,122] (Figure 8.22; see also Figure 8.13a,b). Small molecules have functional groups concentrated in a
small region and extending to different directions. They are therefore more suitable for interacting with deep,
small cavities in the protein (see Figures 8.5a and 8.6).
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ACE depended. The selection of zinc was inspired by studies carried out on carboxypep-
tidase A (CPA), another zinc-dependent enzyme, for which a three-dimensional structure
already existed in the databases. Earlier studies of CPA had found that the enzyme was in-
hibited by benzyl-succinic acid [339] (Figure 8.23b). Cushman and Ondetti predicted that
the inhibition had at least something to do with the coordination of the zinc by the car-
boxyl group of the inhibitor. Since the researchers believed that CPA and ACE shared the
same mechanism, they looked for a succinyl-amino acid derivative that would do the same
in the active site of ACE. On the basis of the inhibitory effect of the Phe-Ala-Pro peptide,
they constructed the succinic acid derivative methyl-succinyl-Pro (Figure 8.23c left), which
is analogous to carboxy-Ala-Pro. Indeed, the inhibitor was found to act specifically on ACE,
with IC50 = 22 μM*1. To improve the inhibition even further, the researchers replaced the
carboxyl group with a thiol, a better metal cation chelator (Figure 8.23c right). The result
was captopril, whose IC50 value was ~1,000-fold lower than that of its carboxyl counter-
part [340,341], andwhich became the first anti-hypertensiveACE-acting drug.When the struc-
ture of ACE bound to captopril was solved in 2004 [342], it confirmed the vision of Cushman
and Ondetti; the inhibitor was placed inside the active site with its thiol group coordinating
the zinc ion, the methyl group occupying the S′

1 subsite, and the prolyl group occupying the
S′

2 subsite (Figure 8.23d).
While captopril was efficient in inhibiting ACE, it had some unpleasant side effects

(e.g., rash), which prompted Patchett and coworkers to look for a non-thiol inhibitor. Since
non-thiol groups yielded weaker zinc binding, the researchers decided to target additional
inhibitor-binding groups in the enzyme’s active site. These included the S1 pocket (P1) and
the groups forming hydrogen bonds with the amide nitrogen of the substrate’s scissile bond.
To this end, the researchers used different variations of N-carboxy-alkyl dipeptides [343] (Fig-
ure 8.24a), based on their previously characterized inhibition of thermolysin. Two variations
were found to have better activity than the others. In both, a benzyl-methylene group was
attached to the N-carboxyl group, at the location intended for the P1 site in ACE. The dif-
ference between the two inhibitors resulted from the identity of the dipeptide group; in the
first inhibitor, enalaprilat, the dipeptide was Ala-Pro (Figure 8.24b), whereas in the second
inhibitor, lisinopril, it was Lys-Pro (Figure 8.24c).The activity of enalaprilat was not surpris-
ing, as it was very similar to the Phe-Ala-Pro tripeptide, which was already known to be an
efficient ACE inhibitor (see above). However, the efficiency of lisinopril was unexpected, as
the side chain of Lys is very different from that of Ala. The structure of the ACE-lisinopril
complex, published in 2003 [344], confirmed that the long pentylamine side chain of lisinopril
fits snugly into the deep S1 subsite (Figure 8.24d), where it is stabilized electrostatically by
Glu-162 (Figure 8.24e). This probably accounts for the greater affinity of ACE to lisinopril
over enalaprilat [345]. In addition, lisinopril forms polar interactions via its amide nitrogen
and two carboxylate groups, and uses the carboxy-alkyl group to coordinate the Zn2+ cation
(Figure 8.24e).

8.6.3.4.3.2. C-domain selective inhibitors

The three molecules described above served as a basis for the design of others. Together,
they constituted the first generation of ACE inhibitors.Theemphasis in the design of these
inhibitorswas conferring strong zinc-binding abilities, while trying tominimize side ef-

*1The half maximal inhibitory concentration, which is a common measure of an inhibitor’s effectiveness.
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(a)

Phe

Ala Pro

(b)

(c)

(d)

FIGURE 8.23 Steps in the development of the first ACE inhibitor captopril. (a) The Phe-Ala-
Pro peptide from the venom of the South American pit viper Bothrops jararaca. The boundaries
between amino acids are marked by the green lines. (b) Benzyl-succinic acid, the carboxypeptidase
A by-product inhibitor. (c) Methyl-succinyl-Pro (left), and thiol derivative captopril (right). The
two inhibitors differ only in the single encircled substitution. (d) The structure and orientation of
captopril inside the active site of human tACE (PDB entry 1uzf). Captopril is shown as sticks, colored
according to atom type, and the enzyme is shown as grey spheres. The S2, S1, S

′
1 and S′

2 subsites in
ACE are colored differently and noted.The coordination of the zinc cation (pink sphere) by the thiol
group of captopril is clearly seen. For clarity, some atoms of the enzyme have been omitted.
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(a)

2nd amino acid

1st amino acid
N-carboxy-alkyl

group

(b)

Methyl-benzene

Ala Pro

carboxyl

(c)

Methyl-benzene

Lys Pro

carboxyl

(d)

(e)

FIGURE 8.24 Steps in the development of the ACE inhibitor lisinopril. (a)The N-carboxy-alkyl
dipeptide scaffold used for lisinopril. R′ denotes the chemical group substituted for the N-carboxy
group, whereas R1 and R2 denote the side chains of the first and second amino acids, respectively.
(b) Enalaprilat and (c) lisinopril, both designed using the N-carboxy-alkyl dipeptide scaffold. In
both, a methylbenzene group substitutes for the N-carboxy group, but they differ in the identity of
the first amino acid (alanine in enalaprilat and lysine in lisinopril). (d)The structure and orientation
of lisinopril inside the active site of human tACE (PDB entry 1o86). Lisinopril and the enzyme are
presented as in Figure 8.23d. For clarity, some atoms of the enzyme are omitted. The general shape
of the S′

1 pocket is delineated by the dashed lines. (e) Some of the polar contacts formed between
lisinopril and ACE residues. Lisinopril is shown as sticks, and the ACE residues are shown as lines.
The polar contacts are shown as dashed black lines.
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fects. This led to the construction of inhibitors in which the zinc binding group included
different chemical species, such as carboxylate [343], ketone [346], phosphinic acid [347], hy-
droxamic acid [348] and silanediol [349]. Structure-activity relationship studies of the numer-
ous inhibitors that were designed also yielded insights regarding the positions flanking the
zinc-binding group [328]. For example, the P′

2 position was found to tolerate a wide range
of substituents, but to ‘prefer’ aromatic groups or other ring structures, which increase po-
tency. In addition, nonpolar groups in the P1 position were shown to increase activity via
participation in nonpolar interactions with ACE active site residues.

At some point it was realized that some of the side effects, such as persistent cough
and angioedema, which accompanied the use of first-generation inhibitors, resulted from
the build-up of bradykinin [350,351]. Since first-generation inhibitors acted on both of ACE’s
domains, and since both were capable of cleaving bradykinin, it was suggested to reduce
the side effects by inhibiting only the C-domain [352,353], that is, to design domain-selective
inhibitors. C-domain inhibition would reduce blood pressure, whereas the still active N-
domain would be free to keep degrading excess bradykinin. Some of the first-generation
inhibitors already exhibited C-domain-selective inhibition, mainly due to the use of zinc-
binding groups that were weaker than the thiol group of captopril. Indeed, there seemed to
be a trade-off between C-domain selectivity and zinc binding affinity (see possible expla-
nation below). Still, the degree of selectivity obtainable by changing the zinc-binding group
was rather limited, and efforts were made to increase it by addressing other inhibitor prop-
erties. In the following paragraphs we provide a short discussion of the structure-function
relationship in ketone-based inhibitors, which were used as part of this effort.

Keto-ACE (a.k.a. kAP) is a ketomethylene analogue of the ACE inhibitor benzyl-Phe-
Gly-Pro (Figure 8.25a). The ketomethylene group has already been used extensively in the
inhibition of other proteases [354]. kAP has been known since 1980 to inhibit ACE, and it
displays modest (26 to 34-fold) C-domain selectivity [355,356]. Ketomethylene inhibitors dif-

FIGURE 8.25 Ketomethylene inhibitors. (Opposite) (a) The differences between ketomethylene
inhibitors (represented by kAP) and theN-carboxy-alkyl dipeptides (represented by lisinopril). Both
inhibitors include a dipeptide unit. However, the amide nitrogen of the N-carboxy-alkyl dipeptides
is substituted by a carbon atom (blue rectangles), and the carboxyl group is substituted by a ketone
group (red rectangles). In addition, the ketomethylene inhibitors also include an S2 group, which is
missing in the N-carboxy-alkyl dipeptides. (b) The three ketomethylene inhibitors used by Water-
meyer and coworkers. The differences reside in the S′

2 group (right), which includes Pro in kAP, Trp
in kAW, and Phe in kAF. (c) and (d) Effect of the Phe-391→Tyr change in the N-domain of ACE
on the accommodation of kAF in the active site. (c) The figure shows three ACE-inhibitor com-
plexes: C-domain-lisinopril (PDB entry 1o86, red), N-domain-lisinopril (PDB entry 2c6n, blue),
and C-domain-kAF (PDB entry 3bkk, yellow). The inhibitors of the latter two structures are shown,
represented as sticks. The residues occupying position 391 (369 in the N-domain) in each of the
three structures are in wireframe representation. For clarity, the other residues and the backbone of
the structures are not shown. As can be clearly seen in the figure, the added benzoyl group at the
S2 position of kAF can be accommodated to a much greater extent in the C-domain (red and yel-
low) than in the N-domain. The same should be true for kAP and kAW, as the three ketomethylene
inhibitors share the same benzoyl group at the S2 position. (d) The same as in (c), except that both
kAF and Tyr-369 of the N-domain are represented as spheres, to emphasize the steric clash between
them. The atoms responsible for the clash are those of the Tyr-OH group, marked by the arrow.
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fer from N-carboxy-alkyl dipeptides, such as lisinopril, in several structural aspects (Fig-
ure 8.25a):

1. The amide nitrogen of the N-carboxy-alkyl dipeptides is replaced by a carbon atom.

2. The zinc-binding carboxyl group is replaced by a ketone group, which displays weaker
binding of zinc.

3. Unlike theN-carboxy-alkyl dipeptides and the first-generation inhibitors, ketomethy-
lene inhibitors contain a P2 group.

Thus, ketomethylene inhibitors do not rely on strong zinc binding, but rather on the bind-
ing of additional groups in the enzyme. This makes sense considering the need for domain
selectivity. That is, the differential binding affinity of an inhibitor to the two domains is
bound to result from differences in specific residues rather than from the zinc atom, which
is the same in both. This may explain the aforementioned observation, that selectivity often
appears when the zinc binding affinity is reduced. Reducing the affinity component that
results from zinc binding increases the relative contribution (to the overall affinity) of
residue-specific components. Since the latter are domain-specific, this also increases the
chances for domain-selective binding.

Watermeyer and coworkers [334] used kAP and two of its derivatives, kAF and kAW,
to find the molecular determinants of C-domain selectivity. kAF and kAW are analogues of
the peptides Phe-Gly-Phe and Phe-Gly-Trp, respectively (Figure 8.25b), and display highC-
domain selectivity. Since kAPhas noP′

1 group, and since the P′
2 Pro showednopreference for

one of the domains [357], the researchers concluded that the P′
1 and P′

2 groups could not be
responsible for kAP’s 30-foldC-domainpreference.This left the P1 andP2 groups. In order
to locate the specific residues involved in the preference, the researchers had to compare
the structures of the C and N domains. While structures of the C-domain in complex with
different inhibitors have been available for quite some time, the structure of the N-domain
was solved only in 2006 [358], in complex with lisinopril.

When the two structures were compared, the researchers found only four S1 or S2
residues in proximity to the inhibitors, which differed between the two domains. They fo-
cused on three of the four residues, which had nonpolar contacts with the inhibitors: Ser-516
andVal-518 of S1, and Phe-391 of S2. Mutational studies indicated that Val-518 and Phe-391
were important for binding selectivity, especially the former. The question remained, how-
ever, of how these residues were involved in selectivity. The authors suggested that the
Val-518→Thr and Phe-391→Tyr changes made the N-domain less accommodating for
kAP, as follows:

1. Val-518 (S1 subsite): The change of Val to Thr conferred polarity to this region of the
N-domain’s S1 subsite. Assuming that the binding of kAP’s bulky phenyl group to the
S1 subsite involves the latter’s desolvation, the binding should be less favorable in the
N-domain than in the C-domain. This logic can also explain the moderate C-domain
selectivity of both lisinopril and enalaprilat, which each have a P1 phenyl group.

2. Phe-391 (S2 subsite): The change of Phe to Tyr added a hydroxyl group, which made
it difficult for the P2 benzoyl group of kAP to be accommodated inside the S2 subsite
of the N-domain (Figure 8.25c and d).

Indeed, when Watermeyer and coworkers replaced the two residues in the C-domain with
their N-domain counterparts, the binding of kAP, kAF and kAW was affected dramatically.
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8.7 SUMMARY

• Protein-ligand interactions form the basis of virtually all biological processes: enzyme
catalysis, hormonal action, neurotransmission, signal transduction, intracellular traffick-
ing, and more. Accordingly, the chemical species recognized and bound by proteins are
highly diverse, ranging from elemental ions to macromolecules. The interactions are also
diverse, and may be covalent or noncovalent.

• Protein-ligand binding has been addressed both qualitatively and quantitatively since the
19th century. Early models assumed pre-existing shape complementarity between the lig-
and and the protein’s binding site, whereas later models suggested a more dynamic in-
teraction. The latter are also able to explain complex phenomena that are related to these
interactions, such as cooperativity and different modes of inhibition.

• As in protein folding, protein-ligand interactions are relatively weak (< ~15 kcal/mol),
driven mainly by the hydrophobic effect, and rendered specific by electrostatic interac-
tions. Still, the interaction energies observed between different proteins and their ligands
vary considerably and are evolutionarily dictated by the biological role of the binding.

• The relatively low protein-ligand interaction energy results, among other things, from
the mutual compensation between the energy’s enthalpic and entropic components. The
weak interaction serves one of the biological imperatives of proteins, i.e., to be able to bind
their target ligands reversibly, as often happens in protein-based regulatory and commu-
nication networks. Exceptions to this rule include metals and prosthetic groups, which
are both required to stay inside the protein for much longer than are other types of lig-
ands.

• Protein binding sites complement their natural ligands both geometrically and electro-
statically. This fit is, however, not perfect, and proteins sometimes use the strain resulting
from such imperfection to execute their functions. Protein-ligand complementarity is not
the result of a specific structural motif, and can be achieved using a variety of structural
combinations. Certain amino acids do, however, tend to function in binding, primarily
the aromatic ones. The unique properties of these amino acids, especially Tyr, contribute
to both the energetics and specificity of the binding.

• Interactions between polypeptide chains are highly diverse and include complex ener-
getic and dynamic aspects. As a result, evolution has led to the development of protein
domains specializing in the binding of specific types of proteins and peptides.

• Part of the inherent complexity of protein-protein interactions manifests in the ‘division
of labor’ among different residues within the binding interface. Whereas certain residues
at the center of the interface (‘hot spots’) interact directly with residues of the binding
partner, it seems that some peripheral residues act indirectly to strengthen the binding,
by removing water molecules from the center.

• Another expression of binding complexity in protein-protein interactions is the depen-
dence of the binding specificity on the type of complex and its biological role.Thus, while
antibodies, hormone-activated receptors, andmany enzymes are designed for highly spe-
cific binding, signal transduction proteins often switch between different binding part-
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ners, as required by their biological role. Another biological aspect that affects protein-
protein interactions is cellular crowding.This effect, however, is often neglected in in vitro
studies.

• The accumulated knowledge on protein-ligand interactions is applied extensively in the
design of medicinal drugs by the pharmaceutical industry. This is because pharmaceuti-
cal drugs act by binding to malfunctioning proteins within the body and changing their
abnormal activity, or by manipulating proteins in pathogens. Indeed, a plethora of ex-
perimental and computational tools have been devised to facilitate the prediction and
synthesis of specific molecules capable of targeting disease-related proteins. These meth-
ods try to determine the capacity of candidate molecules to bind to the target protein,
exert the desired effect, and do so without having adverse effects on other body organs.

EXERCISES

8.1 List four specific biological processes that rely on protein-ligand binding, and explain
for each how the binding serves its biological role.

8.2 Describe the three basic models proposed for protein-ligand binding and suggest
which one is the most realistic.

8.3 Explain the phenomenon known as ‘electrostatic steering’.

8.4 Which branches of the animal nervous system include the neurotransmitter acetyl-
choline?

a. Central (brain and spinal cord)

b. Somatic

c. Sympathetic

d. All of the above

8.5 Organophosphates are chemical agents that inactivate the enzyme acetylcholinesterase
by binding covalently to its catalytic serine residue. Why, then, are some organophos-
phates (e.g., sarin) far more dangerous than others (e.g., parathion)?

8.6 A. List some of the different criteria used to classify protein-protein complexes.

B. Are there significant differences between the interfaces of the different protein-
protein complexes?

8.7 Explain the phenomenon known as ‘antibody maturation’.

8.8 Elaborate on the differences in qualitative and quantitative contribution to binding,
between different residues in protein-protein interfaces.
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8.9 Morphine, heroin, methadone and papaverine are members of the opiate group of
drugs:

Morphine Heroin Methadone Papaverine

In your estimation, which chemical-structural features of these drugs are required for
their activity? What type of analysis would you use to find these features?

8.10 Explain themain differences betweenN-carboxy-alkyl dipeptides and keto-basedACE
inhibitors.
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CH A P T E R 9

Enzymatic Catalysis

9.1 INTRODUCTION

9.1.1 Metabolic needs of cells
Maintaining life in any cell requires hundreds of chemical reactions to take place at any
given moment, and in a highly regulated manner. These reactions allow the cell to grow
or divide, produce energy, decompose waste products, communicate with other cells, and
more. Most of the reactions happening in the average cell have to do with the metabolic ac-
tivity of the cell, which can be grouped into two types. Catabolic reactions degrade and oxi-
dize foodstuff material (carbohydrates, fats, and sometimes proteins) in order to extract the
chemical energy stored in it. This is done very gradually, using numerous highly regulated
reactions that are organized as pathways. In the presence of oxygen, foodstuff is completely
oxidized to carbon dioxide (CO2), with the release of energy in the form of electrons. For
example, in the catabolism of glucose, the parent molecule is first degraded partially by gly-
colysis, a 10-step catabolic pathway well known to students of biochemistry [1]. The product
of this pathway, pyruvate, is then activated and fully oxidized to carbon dioxide by another
well-known pathway, the citric acid (Krebs) cycle [2]. The high-energy electrons produced
by these pathways are first temporarily stored on the electron carriers NADH and FADH2,
and are then converted by highly complex cellular machinery into a chemically more stable
form of energy, ATP. This molecule is nicknamed the ‘universal currency’, since it is ubiq-
uitous in cells and can be easily used to drive energy-demanding cellular processes. There
are many such processes, most of which are attributed to the other type of metabolic re-
action, termed anabolic. Indeed, anabolism includes all chemical reactions used by cells to
build complex materials; these reactions use energy formed during catabolic reactions. In
some cases, anabolic pathways also use a reducing agent, in the form of NADPH. That is
because complex cellular molecules are often reduced. A well-known anabolic pathway is
gluconeogenesis, which builds glucose from lactic acid and glycerol derivatives.

9.1.2 Cellular processes must be catalyzed in order to sustain life
Many of the chemical reactions described above are spontaneous. However, while cellular
needs dictate that these reactions occur very fast, i.e., within 10−5 to 102 seconds [3], they
tend to happen very slowly at room temperature [4]. Indeed, many life-sustaining reac-
tions take hundreds, thousands, and even millions of years to occur under mild conditions
(Figure 9.1). For example, decarboxylation of orotidine 5′-phosphate during the biosynthe-
sis of nucleic acids has a half-life of 1.7 × 10−2 seconds in cells, and a half-life of 78 million
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years when isolated in solution. The reason for the slowness of chemical reactions has to
do with their energetics and the way they take place. As explained in detail in Chapter 4,
spontaneous processes are always accompanied by a decrease in the free energy of the sys-
tem. In chemical reactions this means that the energy of the reactants is higher than that of
the products. However, the decrease in energy does not occur in a single step; the pathway
from reactants to products involves a variety of short-lived intermediates, and the shifts
between them along the reaction coordinate involve chemical transformations such as
the formation or breaking of covalent bonds, and the transfer of functional groups. One
of these intermediates, called the ‘transition state’, is highly unstable (i.e., has high free en-
ergy) and is therefore extremely short-lived (10−12 s to 10−13 s [5,6]) [7–12] (Figure 9.2, blue
plot). The high energy content of the transition state means that the system has to gain at
least that much energy (also known as ‘activation energy’, or 𝐸𝑎) to reach the transition state
and pass it on its way to forming the product(s). Put more simply, the transition state acts
as an energy barrier for the reaction to occur.The higher 𝐸𝑎, the smaller the likelihood
for crossing the barrier, which means a smaller reaction rate. This dependency between
the magnitude of the activation energy and the rate of the chemical reaction is described by
the Arrhenius equation [13], already mentioned in Chapter 1:

𝑘 = 𝐴e(−𝐸𝑎/𝑅𝑇 ) (9.1)

(where 𝑘 is the reaction rate, R is the (universal) gas constant (when 𝐸𝑎 is given per
molecule, the Boltzmann constant is used instead), 𝑇 is the temperature, 𝑅𝑇 is the average
kinetic energy (see Chapter 1 Box 1.2), and 𝐴 is the pre-exponential coefficient (a.k.a. ‘fre-
quency factor’). In a first-order reaction involving the collision of reactants to form a prod-
uct, 𝐴 can be viewed as the total number of collisions that happen (whether or not they lead
to product formation), e(−𝐸𝑎/𝑅𝑇 ) as the probability for a successful collision (i.e one which
results in the transition state and then the product), and 𝑘 (in units of s−1) is therefore the
fraction of such ‘successful’ collisions.

The Arrhenius equation is empirical and does not consider mechanistic aspects, which
may be related to chemical reactions, e.g., the number of reaction intermediates [15].Amore
adequate description is provided by Eyring’s transition state theory [7,11,12,16], which ad-
dresses the rate-limiting step of the reaction (i.e., the catalytic step). As the name implies,
the rate of this step (kcat) dictates the rate of the entire reaction; hence, it is important for
understanding mechanistic aspects of the reaction. The dependence of kcat on the activation
energy is given by the Eyring-Polanyi equation:

kcat = 𝛾 𝑘𝐵𝑇
ℎ e(−𝐸𝑎/𝑘𝐵𝑇 ) (9.2)

(where 𝛾 is the generalized transmission coefficient (relates to the fraction of encounters
between reactants that actually lead to product formation), 𝑘𝐵 is the Boltzmann constant,
ℎ is Planck’s constant, and 𝑘𝐵𝑇 /ℎ is the rate factor for crossing the transition state. For
first-order reactions, 𝑘𝐵𝑇 /ℎ is commonly called the ‘universal frequency factor’. It is
considered the upper limit of covalent bond breaking frequency. This is because its value
is roughly on the same sub-picosecond scale as that of thermal bond vibration frequency [17],
during which only one breaking event can happen. Therefore, 𝑘𝐵𝑇 /ℎ sets the ceiling for
maximal chemical reaction rates.

When kcat is known, the half-life of the reaction (𝑡1/2) can be calculated. Put simply, 𝑡1/2 is
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FIGURE 9.1 The half-lives of some spontaneous chemical reactions in water. (The image is
adapted from [14]).

the time it would take to consume 50% of the reactant. For example, in a first-order reaction,
the half-life is given by Equation (9.3) (see Box 9.1 for details):

𝑡1/2 = 0.69
kcat

(9.3)

Equations (9.1) and (9.2) show that the reaction rate depends not only on the activation
energy but also on the temperature. Increasing the temperature adds more (heat) energy to
the system, thus increasing the rate of crossing the transition state barrier*1. Indeed, heat-
ing the reaction is the simplest way of speeding it up, but not the only one; the other
option is lowering the activation energy, by using a catalyst (Figure 9.2, red plot). The
catalyst lowers the activation energy by stabilizing the transition state. This strategy makes
sense considering the exponential dependency of the reaction rate on the activation energy.
It makes even more sense when the reaction occurs in biological cells or tissues; accelerat-
ing chemical reactions to rates high enough to sustain life requires temperature elevation of
hundreds to thousands of degrees Celsius. This, of course, is not an option, as such temper-
atures would lead to the degradation of both the cell and the molecules inside it. However,
when a catalyst is used, there is no need for any temperature increase. It is therefore not
surprising that evolution has led to the selection of catalysis as a means of accelerating
biochemical reactions.

Chemical reactions can be catalyzed at room temperature using simple solid materials
such as metals. However, in living organisms, reactions are catalyzed almost exclusively
by enzymes: proteins*2 that are present in cells at concentrations of 10−5 M or less [19,20].
The reasons for the selection of enzymes as the principal catalysts of life-related processes
are discussed in the following subsection.

*1Assuming that the reaction is enthalpy-driven.
*2There are also RNA-basedmolecules called ribozymes that possess catalytic activity [18], but they constitute

the minority of biological catalysts and will not be discussed here.
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FIGURE 9.2 Energetics of a chemical reaction in the absence and presence of a catalyst. (a) The
effect of a simple catalyst. The blue plot depicts a chemical reaction, in which a hypothetical reac-
tant (A) is transformed into a product (B) (see the top right part of the figure). The reaction involves
a transition state (A#), whose free energy exceeds that of the reactant by ΔG#. In the presence of a
catalyst (Cat), the reaction path changes*a; the catalyst binds to the reactant rapidly, forming a com-
plex denoted ‘Cat-A’. After binding, the substrate is transformed into the product, and released (the
red dashed plot). Since the free energy difference between reactant and product (ΔG𝑅) remains the
same, the overall energetics of the reaction does not change*b. However, the transition state in the
catalyzed reaction is much lower in free energy (ΔG#2) compared with the transition state in the
uncatalyzed reaction (ΔG#). In other words, the reaction needs less energy to overcome the barrier
imposed by the transition state. Since the magnitude of this needed energy (‘activation energy’, 𝐸𝑎)
correlates with the time needed for the reaction to be completed, the energy-catalyzed reaction is
faster than the uncatalyzed reaction. (b) The effect of an enzyme catalyst (Enz). When the catalyst
is an enzyme, the substrate binds to a pocket in the enzyme, which stabilizes it, and this leads to a
favorable drop in the energy of the system. This in turn makes the activation energy slightly higher
than in the case of a simple catalyst, but still lower than in the uncatalyzed reaction.

*aAlthough the transition state itself is usually the same as in the uncatalyzed reaction (e.g. [21,22]).
*bNote that the energy of the catalyst is subtracted, which is why the curves overlap at the substrates
and products.

BOX 9.1 CHEMICAL REACTION RATES

In chemical kinetics, reactions are usually characterized in terms of stoichiometry,
mechanism and order. The latter describes the dependency of the reaction on the con-
centration of the reactants. On the basis of the order, we can distinguish between the
following reaction types [23].

I. Zero-order reactions

In these reactions the rate is constant and does not depend on the concentration of the
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reactants. For example, in the following zero-order reaction:

A ⟶ B (9.1.1)

the rate is:
𝑉 = − d[A]

d𝑡 = 𝑘 (9.1.2)

(where [A] is the molar concentration (M) of A and 𝑘 is the rate constant, with units
of concentration per time (e.g., M s−1)).

To obtain the concentration of the reactant at time 𝑡, [A], we integrate Equa-
tion (9.1.2) from [A]0 at time zero to [A] at time 𝑡. This yields the following linear
dependency:

[A] = [A]0 − 𝑘𝑡 (9.1.3)

Equation (9.1.3) is graphically presented as follows:

𝑡0

[A]

[A]0

slope = 𝑘

FIGURE 9.1.1 The change in concentration of the reactant A over time in a zero-order
reaction.

II. First-order reactions

In these reactions the rate depends on the concentration of one reactant. For example,
in the following first-order reaction:

A ⟶ B (9.1.4)

the rate is:
𝑉 = − d[A]

d𝑡 = 𝑘[A] (9.1.5)

(where 𝑘 is the rate constant, with units of time−1 (e.g., s−1)).
Again, to obtain the concentration of the reactant at time 𝑡, we integrate Equa-

tion (9.1.5) from [A]0 at time zero to [A] at time 𝑡.This yields the following exponential
dependency:

[A] = [A]0e−𝑘𝑡 (9.1.6)

If we take the logarithm on Equation (9.1.6) we obtain a linear dependency:

ln[A] = ln [A]0 − 𝑘𝑡 (9.1.7)



734 ■ Proteins: Structure, Function & Motion

which can be graphically presented as follows:

𝑡0

ln[A]

ln[A]0

slope = 𝑘

FIGURE 9.1.2 The change in concentration of the reactant A over time in a first-order
reaction.

Note that the rate constant in Equations (9.1.6) and (9.1.7) depends only on the ratio
of concentrations, not on their actual values (remember that the rate constant’s units
are time−1 and do not include concentration). This means that it is possible to study
first-order reactions without knowing the absolute concentrations of the reactants; it
is sufficient to follow the changes in their initial concentrations. This attribute enables
scientists to usemethods that measure not the concentration itself but rather a physical
property proportional to the concentration, such as light absorbance.

The fact that first-order reactions manifest exponential decay means that they are
never complete, at least theoretically speaking. Practically, however, after a certain pe-
riod of time, the reaction reaches a point at which the concentration of the reactant is
too low to be detected by analytical equipment, and at this point the reaction is con-
sidered to be done. Before achieving ‘completion’, the reaction reaches a point at which
half of the initial concentration of the reactant has been converted into product. The
time required to reach this point is called the ‘half-life’ of the reaction, or 𝑡1/2.

To calculate the half-life of a first-order reaction, we simply replace [A] with 0.5[A]0
in Equation (9.1.6), to obtain:

𝑡1/2 = 0.6931
𝑘 (9.1.8)

Like the rate constant of first-order reactions, the half-life is independent of reactant
concentrations.

III. Second-order reactions

These reactions include two types. In the first, the rate depends on the concentration
of one second-order reactant. For example, in the following second-order reaction:

2A ⟶ B (9.1.9)

the rate is:
𝑉 = − d[A]

d𝑡 = 𝑘[A]2 (9.1.10)

(where 𝑘 is the rate constant, with units of concentration−1 time−1 (e.g., M−1 s−1)).
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Again, to obtain the concentration of the reactant at time 𝑡, we integrate Equa-
tion (9.1.5) from [A]0 at time zero to [A] at time 𝑡, to obtain:

1
[A] = 1

[A]0
+ 𝑘𝑡 (9.1.11)

which can be graphically presented as follows:

𝑡0

1
[A]

1
[A]0

slope = 𝑘

FIGURE 9.1.3 Thechange in concentration of the reactantAover time in a second-order
reaction.

Again, the half-life of the second-order reaction is obtained by replacing [A]
with 0.5[A]0 in Equation (9.1.11), which yields:

𝑡1/2 = 1
𝑘[A]0

(9.1.12)

In the second type of second-order reaction, called ‘mixed’, the rate depends on the
concentrations of two first-order reactants. Consider, for example, the second-order
reaction:

A + B ⟶ C (9.1.13)

in which [A]0 ≠ [B]0, A and B each have a stoichiometry of 1, and 𝑥 is the concentra-
tion of the product at time 𝑡. The rate of this reaction is:

𝑉 = d𝑥
d𝑡 = 𝑘 ([A]0 − 𝑥) ([B]0 − 𝑥) (9.1.14)

Integration of Equation (9.1.14) yields:

ln [B][A]0
[A][B]0

= 𝑘 ([B]0 − [A]0) 𝑡 (9.1.15)

which can be rearranged to:

ln [B]
[A] = 𝑘 ([B]0 − [A]0) 𝑡 + ln [B]0

[A]0
(9.1.16)



736 ■ Proteins: Structure, Function & Motion

Equation (9.1.16) can be graphically represented as:

𝑡0

ln [B]
[A]

ln [B]0
[A]0

slope = 𝑘 ([B]0 − [A]0)

FIGURE 9.1.4 The change in concentration of the product over time in amixed second-
order reaction.

Since we assume that [A]0 ≠ [B]0, the two reactants have different half-lives.
Mixed second-order reactions are often difficult to follow, since doing so would re-

quire measuring the changes in the concentrations of the two different reactants simul-
taneously. One solution is to turn the second-order reaction into a pseudo first-order
reaction. That is, the experiment is carried out with very high initial concentrations of
one reactant and normal or low concentrations of the second reactant. As a result, the
concentration of the first reactant is effectively unchanged during the reaction, and the
rate depends only on the concentration of the second reactant. In other words, despite
the fact that two different reactants are involved, the reaction essentially behaves like
a first-order reaction. A biologically relevant example of a pseudo first-order reaction
is enzymatic catalysis under high reactant concentrations. In such cases, the reaction
rate depends only on the concentration of the enzyme.*a

The three main reaction types described above are summarized in the following
table:

TABLE 9.1.1 A summary of the characteristics of zero-order, first-order and second-
order reactions.

Order Reaction Rate Law Integrated Rate Law Units of 𝑘 Half-life

0th A → B 𝑉 = 𝑘 [A] = [A]0 − 𝑘𝑡 Msec−1 𝑡1/2 = [A]0
2𝑘

1st A → B 𝑉 = 𝑘[A] ln[A] = ln [A]0 − 𝑘𝑡 sec−1 𝑡1/2 = 0.6931
𝑘

2nd
2A → B 𝑉 = 𝑘[A]2 1

[A] = 1
[A]0

+ 𝑘𝑡
M−1 sec−1

𝑡1/2 = 1
𝑘[A]0

A+B → C 𝑉 = 𝑘[A][B] ln [B][A]0
[A][B]0

= 𝑘 ([B]0 − [A]0) 𝑡 –

*aNote that despite the fact that the enzyme is a catalyst and not a reactant, it too affects the reaction rate.
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9.1.3 Why were enzymes selected as biocatalysts?
Enzymes possess a few important advantages over simple chemical catalysts, and these ad-
vantages probably played an important part in the evolutionary selection of enzymes as the
principal catalysts in biological systems. The advantages are as follows:

1. Enzymes are highly efficient.
Most enzymes are capable of accelerating chemical reactions by a factor of
1011 to 1016 [24], andmay even reach a factor of 1021 [20,24,25].This, however, was proba-
bly a less important factor in the evolutionary selection of enzymes, since some chem-
ical catalysts display catalytic efficiency that is comparable to or even greater than that
of enzymes.

2. Enzymes are reaction- and substrate-specific and can be controlled.
Most enzymes display specificity towards the types of reactions they catalyze and
towards the substrates*1 upon which they act. This is a huge advantage of enzymes,
which most likely played an important (and perhaps decisive) part in their selec-
tion. Why was enzyme specificity so important for the evolution of cells and or-
ganisms? Imagine the highly crowded cytoplasm of an average cell. The numerous
molecules in this environment participate in thousands of different chemical reac-
tions, and these reactions need to be catalyzed in a highly regulated manner to main-
tain normal metabolism. A non-specific catalyst (such as a metal) would be able to
catalyze such reactions, but it would do so indiscriminately. The resulting random
activation of numerous chemical reactions would wreak havoc inside the cell. In con-
trast, a specific catalyst, such as an enzyme, acts only on its intended substrate(s) and
catalyzes only its intended reaction. Still, such reactions must happen in accordance
with the cell’s needs, and not whenever the enzyme bumps into its substrate(s). Being
proteins, enzymes can be regulated at different levels: expression, degradation,
post-translational modifications (e.g., phosphorylation) and by the use of small
allosteric regulators (see Chapters 5 and 8). The latter can be grouped into activators
and inhibitors, according to their effects on the activity of their target enzymes. Many
of the regulators are in fact part of the metabolic pathway, which includes the regu-
lated enzymes. Specifically, some of the products of a pathway tend to act as inhibitors
of enzyme(s) that catalyze some of the reactions in the pathway. This phenomenon,
called ‘product inhibition’, creates a negative feedback loop, which controls the rate of
the pathway according to the cell’s need for its products.
Thus, by regulating their enzymes, cells can control the timing, duration, and inten-
sity of each of the individual reactions inside them. Indeed, virtually every enzyme
involved in cellular metabolism is regulated, and enzymes involved in key steps are
usually regulated at different levels (see above). Again, this type of regulation would
be impossible to achieve with simple catalysts, which always work at the same rate
as long as the substrate is available and the environmental conditions do not change.
Furthermore, enzymes, being gene products, can co-evolve along with the biochem-
ical needs of the organism, and thereby change the rate of the catalyzed reaction on a
level beyond that of the routine regulator-dependent control.
The specificity of enzymes is a direct consequence of their three-dimensional struc-

*1In enzyme-catalyzed reactions the reactant is called a substrate.
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ture. As described in Chapter 8, the elaborate structure of proteins creates in many
of them a geometric site capable of specifically binding other molecules. In enzymes,
these binding sites, termed active sites, are where the molecules that the enzymes act
upon (i.e., their substrates) bind, and where they are catalyzed into products. Gener-
ally speaking, enzymes are able to accelerate chemical reactions because their active
sites are geometrically and electrostatically complementary to the transition state of
the substrate, and can stabilize it via noncovalent interactions. The different means
by which enzymes induce the formation of the transition state and stabilize it are de-
scribed in Section 9.3 below.

3. Enzymes can couple energy-producing processes to energy-demanding processes.
Another advantage of enzymes over simple catalysts is their ability to couple spon-
taneous (energy-releasing) reactions to non-spontaneous (energy-consuming) ones.
Earlier we saw that spontaneous reactions involve a decrease in the free energy of
the system, i.e., the difference between the energy of products and that of the reac-
tants is negative. This can be viewed as a ‘release’ of free energy (not to be confused
with exothermal processes, which involve release of heat energy). Conversely, in a
non-spontaneous reaction the difference is positive, which means that at least this
amount of energy has to be put in for the process to occur.Many important cellular
processes, such as the biosynthesis of complex molecules or transport of chemi-
cals across the plasma membrane, are non-spontaneous, i.e., require the input of
external free energy. By coupling these processes to free energy-releasing (spon-
taneous) processes, such as ATP degradation, enzymes enable cells to drive the
former type of process. The free energy stored in ATP is not released directly upon
its hydrolysis, the way heat energy is released in exothermic reactions. Instead, one
of the charged hydrolysis products (P𝑖, ADP or AMP; usually P𝑖) binds to the target
molecule, thereby ‘channeling’ the free energy to that molecule. Specifically, the bind-
ing of the charged product to the targetmolecule changes its electronic properties and
its interactions with other molecules, which changes the free energy of the system. As
we will see below, transfer of P𝑖 from ATP to a small metabolite may activate it for
further reactions, such as hydrolysis or ligation to other metabolites. Alternatively,
when P𝑖 is transferred to a protein (e.g., an energy-requiring transporter), it acts by
inducing conformational changes needed for the protein’s function (see Chapter 2,
Subsection 2.6.2 for details).

4. Enzymes can confine sequential reactions to one place.
Many enzymes, especially those that participate in the same biochemical pathway,
form large functional complexes in vivo. Such complexes are usually arranged spa-
tially so that the individual reactions can be carried out sequentially.That is, the prod-
uct of one enzyme in the complex serves as the substrate of the next enzyme, etc. This
mode of action greatly enhances the speed and efficiency of the process, since the
substrate molecules need not diffuse randomly throughout the cytoplasm in order
to meet the right enzyme. The enzyme complexes may be viewed as ‘molecular ma-
chines’, containing different parts that move in coordination with one another, while
each of them is executing a different task [26]. Such a view allows the researcher to
characterize the enzymes of the complex as functional modules specializing in one
type of chemical or physical work: the formation or degradation of chemical bonds,
conversion of chemical energy to mechanical or kinetic energy, etc.
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9.1.4 Why is it important to understand enzyme action?
The importance of enzymes to the function of all living organisms on Earth has rendered
them a prime target of both basic and applied biological research, from its very beginning.
Basic research focuses on the many aspects of enzyme action, such as the ways in which
enzymes accelerate chemical reactions and maintain specificity and selectivity, their kinetic
behavior and how it can be used for analyzing their efficiency, etc. These aspects are dis-
cussed in this Chapter in Sections 9.2 through 9.5. The interest in enzymes also stems from
their involvement in diseases that result from enzyme inexpression, inactivity, or excessive
activity. Such diseases may be the result of genetic causes or exposure to environmental
toxins that change the activity of normal cellular enzymes. Studies of these medical aspects
of enzymes include basic research that focuses on enzyme involvement in disease develop-
ment, in addition to applied research that focuses on enzymes as drug targets and biological
drugs. Finally, enzymes are also used as catalysts in certain industries that produce chemical
materials (textile, food and biofuel industries). The applications of enzymes in medical and
other industries are discussed in Section 9.6.

Before we dive into the many aspects of enzyme activity, we must first understand the
functional scope of the thousands of known natural enzymes. That is, what types of reac-
tions do enzymes catalyze and what types of substrates do they target? To achieve such an
understanding, it is necessary to rely on an efficient method of classification, which will be
discussed in the following subsection.

9.1.5 Enzyme classification
As mentioned above, the natural enzymes that are currently known catalyze numerous dif-
ferent reactions.This diversity is further burdened by the fact that enzymes that catalyze the
same types of reactionsmay originate from different biological sources, have different struc-
tures and sequences, and act on different substrates. Thus, the first step in understanding
enzymes must involve an efficient method of systematic classification. Curiously, although
enzymes have been studied for over 150 years, biologists have only recently started to use
a systematic method for enzyme classification. Prior to the development of this method,
enzyme classification and naming approaches were rather confusing and inconsistent [27].
For example, enzymes catalyzing oxidation-reduction (i.e., redox) reactions were assigned
names such as dehydrogenases, reductases, oxidases, oxygenases and peroxidases, which al-
luded to the types of reactions the enzymes catalyze, but did not really explain the differences
between them (see more in Subsection 9.1.5.1 below). In other cases, such as the enzymes
diaphorase and rhodenase, the names did not provide any useful information about the ac-
tivity of the enzyme or about its substrate specificity.

The first step towards systematic classification of enzymes was taken in 1958 byMalcolm
Dixon and EdwinWebb, who grouped enzymes according to the reactions they catalyze (see
below).This initiative was further developed by the International Union of Biochemistry and
Molecular Biology (IUBMB) in association with the International Union of Pure and Applied
Chemistry (IUPAC), and became the conventional method used today (the Enzyme Com-
mission (EC) method) [27]. The EC method starts by assigning each of the known enzymes
to one of six ‘classes’, each catalyzing a different type of reaction [29] (Figure 9.3):

1. Oxidoreductases– enzymes that catalyze oxidation-reduction (redox) reactions (Fig-
ure 9.3a).
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(a) Oxidation-reduction (redox):

ethanol
+ NAD+

acetaldehyde

+ NADH + H+

(b) Group transfer:

2-oxoglutarate

+

L-alanine L-glutamate

+

Pyruvate

(c) Hydrolysis:

Aspirin

+

Salicylate

+
Acetate

+ H+

(d) Water-independent lysis:

D-threo-isocitrate Succinate

+

Glyoxylate

(e) Isomerization:

Fumarate Maleate

(f) Ligation:

D-alanine
+

D-alanine
+ ATP

D-alanyl-D-alanine
+ ADP + P𝑖
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2. Transferases – enzymes that catalyze reactions in which a chemical group is trans-
ferred from one substrate molecule to another (Figure 9.3b).

3. Hydrolases – enzymes that catalyze hydrolytic reactions, i.e., bond cleavage by water
(Figure 9.3c).

4. Lyases – enzymes that catalyze reactions in which a covalent bond is cleaved or
formed without the help of water (Figure 9.3d).

5. Isomerases – enzymes that catalyze interconversion between molecular isomers.
Such reactionsmay involve group transfer between positions in the substrate, cis-trans
changes, and interconversions between S and R stereo-configurations (Figure 9.3e).

6. Ligases – enzymes that catalyze reactions in which two substrates are chemically
bonded into one product, using a phosphorylated co-substrate (e.g., ATP) (Fig-
ure 9.3f).

Each of the six classes described above is then further divided into subclasses and sub-
subclasses based on the chemical properties of the substrates on which the enzymes act.
The result of these classifications is a four-level definition for each enzyme, represented
by a corresponding number comprising four numerals (see Appendix for a complete list
of the first three levels):

1. Class – specifies the reaction type (according to the six types mentioned above).

2. Subclass – specifies the general type of group or bond involved in the reaction.

3. Sub-subclass – usually provides a more accurate definition of the group or bond in-
volved in the reaction.

4. Sub-sub-subclass – specifies the exact natural substrate of the enzyme*1.

FIGURE 9.3 Examples of the six types of reactions catalyzed by enzymes according to the EC
method. (Opposite) (The individual reactions are adapted from theMetaCyc database [28].) For clar-
ity, explicit hydrogens are not shown, except around centers in which the number of hydrogen atoms
changes during the reaction. (a) Oxidation-reduction (redox): oxidation of ethanol to acetaldehyde,
catalyzed by alcohol dehydrogenase. The oxidation involves the transfer of a hydride species (blue)
from ethanol’s Cα to NAD+ and the deprotonation of its hydroxyl group (red). (b) Group transfer:
amino transfer from alanine to 𝛼-ketoglutarate, catalyzed by alanine aminotransferase. The transfer
of the amino group (blue) from the first co-substrate involves reduction of the corresponding carbon
atom to a keto group (red), and vice versa in the other co-substrate. However, since these events in-
volve internal electron transfer between amino and keto groups, the reaction is not considered to be
redox (seemore in Subsection 9.1.5.2.1). (c)Hydrolysis: breakdownof aspirin to salicylate (blue) and
acetate (green) by using water (red), as catalyzed by aspirin hydrolase. (d) Water-independent cleav-
age of covalent bonds: breakdown of isocitrate to glyoxylate (blue) and succinate (red), catalyzed
by isocitrate lyase. (e) Isomerization: interconversion between fumarate (trans bond) and maleate
(cis bond), catalyzed by maleate cis-trans isomerase. (f) Ligation: the attachment of two D-alanine
molecules (blue and red), catalyzed by D-alanine-D-alanine ligase.

*1Note that although some of the names refer to one direction of the chemical reaction, many enzymes cat-
alyze equilibrium reactions, in which both directions occur, depending on the concentrations of the products
and reactants.
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For example, let us look at the classification of glycine amidinotransferase (Figure 9.4a).
This enzyme belongs to the transferase class (EC 2), which includes 3,124 enzymes, catalyz-
ing group-transfer reactions. These are divided by the EC method into ten subclasses, based
on the chemical group that is being transferred. The first subclass (EC 2.1) includes 607 en-
zymes that transfer one-carbon groups. These are further divided into four groups. The last
of these groups (EC 2.1.4) includes two enzymes; each is known to transfer the one-carbon
amidino group. The first of these two enzymes is glycine amidinotransferase, so named be-
cause it transfers the amidino group to the amino acid glycine (Figure 9.4b). Thus, the clas-
sification of this enzyme according to the EC method is 2.1.4.1. Note that the EC method
relies on functional characteristics (reaction type and subtype) rather than structural char-
acteristics. This means, among other things, that different structures and folds may be able
to carry out the same function. Indeed, a statistical analysis shows that, on average, the
reactions in each EC class are carried out by members of about three different protein
evolutionary families*1 [30], indicating that there is more than one way to carry out the
same type of reaction (see more details in Subsection 9.1.5.7 below).

The complete set of EC assignments approved by the IUBMB can be found in the Ex-
plorEnz database [31]. More information on each of the classes and subclasses can be found
in the ENZYME database of the Swiss Institute of Bioinformatics [32].

The EC method has been widely adopted, and it constitutes the basis of many databases
and web-based tools. These include the following:

BRENDA (BRaunschweig ENzyme DAtabase) [33] – an extensive, yet user-friendly data-
base of natural enzymes, maintained by the Department of Bioinformatics and Bio-
chemistry at Technische Universität Braunschweig. The database provides compre-
hensive information on numerous enzymes, such as the type of reaction catalyzed
by each enzyme, the biochemical pathway in which it operates, source organisms,
substrates and products (natural and others), co-factors and inhibitors, cellular lo-
calization, kinetic parameters, optimal values of pH, temperature and salinity, se-
quences, existing 3D structures, known mutants, post-translational modifications,
and more. The data are mined from various sources, both manually and automati-
cally. URL: www.brenda-enzymes.org

MACiE (Mechanism, Annotation and Classification in Enzymes) [34] – a database of
enzyme mechanisms, developed as part of a collaboration between the Thornton
Group (European Bioinformatics Institute) and the Mitchell Group (University of St.
Andrews). MACiE provides step-by-step textual and graphic descriptions of the cat-
alytic mechanisms of selected enzymes. The information is based on literature sur-
veys. The overall fold and catalytic residues are also described. URL: www.ebi.ac.uk/
thornton-srv/databases/MACiE/

KEGG (Kyoto Encyclopedia of Genes & Genomes) [35] – a comprehensive database that
covers a wide range of topics regarding proteins in general, including enzymes. KEGG
integrates 17 specific databases that describe proteins and enzymes according to dif-
ferent parameters related to their function. These parameters include the catalyzed
reaction, biochemical pathway, functional units, genomic and medical relations, and

*1Evolutionary families were defined by clustering all enzyme sequences that have EC numbers, according
to homology.

www.ebi.ac.uk/thornton-srv/databases/MACiE/
www.brenda-enzymes.org
www.ebi.ac.uk/thornton-srv/databases/MACiE/
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(a)

★

(b)

Glycine
+

L-arginine

Guanidinosuccinate

+

L-orinithine

FIGURE 9.4 The Enzyme Commission method (a) Classification of glycine amidinotransferase
(taken from the MetaCyc database [28]). (b) The reaction catalyzed by the enzyme.

more. KEGG ismaintain and developed byKanehisa Laboratories at KyotoUniversity
and the University of Tokyo. URL: www.kegg.jp

BioCyc [28] – a database that provides information on each enzyme’s catalyzed reaction
and metabolic pathway, in addition to genomic information. BioCyc also contains
software tools that can be used for visualization and analysis of the data. The database
is maintained by SRI International. URL: biocyc.org

The EC method seems to be, at least currently, the best method available for systematic
classification of enzymes. However, it suffers from some problems, such as the following [36]:

• The inconsistency of second- and third-level assignments between different classes
and even within the same class (see below). For example, in lyases (EC 4), the second-
level classification is determined according to the type of bond being broken, whereas
in isomerases (EC 5), enzymes in the same level are grouped according to the type of
isomerization [36].

www.kegg.jp
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• Accounting for overall reactions but not the mechanisms involved. Enzymes that cat-
alyze the same overall reaction are included in the same class, even if they use different
mechanisms and/or cofactors to catalyze that reaction [37].

• Ignoring isoenzymes (a.k.a. isozymes), that is, enzymes that have the same activity but
still differ from each other in structure [30], substrate preference (when the enzyme
has more than one natural substrate), and susceptibility to inhibitors. For example,
the definition of alcohol dehydrogenase (EC 1.1.1.1/2) includes any oxidoreductase
that transfers electrons from a C−OH group in alcohols to NAD(P)+ (see Subsec-
tion 9.1.5.1 below).This definition applies to numerous enzymes, which can be found
in virtually all organisms. Still, many of these enzymes differ in structure and behav-
ior [27]. In fact, even in the mammalian liver one can find ~20 isozymes of alcohol
dehydrogenase. Although all of these enzymes show the same principal activity on
alcohols, they differ in their chain length preference for primary alcohols, as well as
in their susceptibility to inhibitors.

• Enzyme promiscuity. Some enzymes that are included in the same EC group have
been shown to catalyze different types of reactions.This phenomenon, which is called
‘catalytic promiscuity’, is discussed in Subsection 9.1.5.7 below. Note, however, that
promiscuous enzymes are often assigned more than one EC number.

Naturally, all of the problems described abovewill have to be addressed in future EC version,
or alternative classification schemes that are yet to be developed [36].

In the following subsections we go over the six classes of enzymes and discuss key char-
acteristics and examples. For amore detailed review we recommend books dedicated to this
subject, e.g., the Springer Handbook of Enzymes series [38].

9.1.5.1 Oxidoreductases (EC 1)
9.1.5.1.1 Definition and examples

Oxidoreductases are one of the two largest enzyme classes, constituting 28% of the enzymes
in the ExplorEnz database [31]. They catalyze oxidation-reduction (redox) reactions, i.e., re-
actions in which electrons are transferred from one molecule (the donor) to another (the
acceptor) [39]:

Scheme 9.1. D• + A ⟶ D + A•

(where D is the electron donor, A is the acceptor, and the red dot is the electron transferred
during the reaction; thus, before the transfer D is reduced and A is oxidized, whereas after
the transfer D is oxidized and A is reduced).

There are a few important points that should be noted regarding the above scheme. First,
most redox reactions are essentially reversible, so in the reverse direction D becomes A, and
vice versa. Second, while most biological redox reactions involve the transfer of two elec-
trons, in some cases one, four or even six electrons are transferred [39]. Third, in many redox
reactions two electrons are transferred along with a proton (i.e., as a hydride ion (H– )). In
some other cases, the reaction involves the transfer of either one or two atoms of molecular
oxygen (O2) to the other co-substrate. These cases are described in detail below.

The fast transfer of electrons in oxidoreductases is facilitated by amino acids, organic
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coenzymes, transitionmetals, or combinations thereof. A survey of theMACiE database [34]

shows that His and Cys are the catalytic amino acids that are most commonly found in
oxidoreductases, where His is involved in both proton and electron shuttling, and Cys is
involved mainly in electron shuttling [40].

In the reactions catalyzedbyoxidoreductases, oneof the redoxpartners is an alcohol,
thiol, carbonyl (aldehyde or ketone), acid, amine, or unsaturated carbon chain (C−−C).
The other partner may be a nucleotide coenzyme (NAD+ or NADP+, Figure 9.5a), O2, a
quinone, or even a protein such as a cytochrome (via its heme iron), iron-sulfur protein,
or flavoprotein*1. In some cases the electrons are transferred one at a time, whereas in other
cases they are transferred two at a time, as part of a hydride ion (H– )*2 [41]. The nature of the
donor and acceptor molecules involved in the reaction is reflected in the EC number of the
oxidoreductase, albeit inconsistently: the second numeral usually designates the chemical
group in the electron donor that becomes oxidized, but in a few subclasses it designates the
chemical group in the acceptor that becomes reduced. In the former case the third numeral
usually designates the electron acceptor, and the fourth numeral represents the substrate
specificity of the enzyme. For example, the EC number of cholesterol oxidase is 1.1.3.6. The
second numeral (1) designates that it oxidizes hydroxyl (OH) groups; the third numeral (3)
designates that the electron acceptor is molecular oxygen (O2); and the fourth numeral (6)
designates that it acts on cholesterol.

(a)

NAD(P)+

(b)

FAD

(c)

FMN

FIGURE 9.5 Common nucleotide coenzymes involved in redox catalysis. (a) Nicotinamide din-
ucleotide (NAD+), derived from niacin (vitamin B1; see Section 9.4 below). In the related NADP+, a
phosphate group is attached to one of the hydroxyls (shown in parentheses).The part of themolecule
involved in electron transfer is the nicotinamide ring (marked by a red square). (b) Flavin adenine
dinucleotide (FAD), derived from riboflavin (vitamin B2; see Section 9.4 below). The part of the
molecule involved in electron transfer is the isoalloxazine ring system (marked by a red rectangle).
(c) Flavin adenine mononucleotide (FMN), which is also derived from riboflavin and has the same
reactive ring system as FAD. The structures are taken from the ChemSpider database [42].

*1Flavoproteins contain flavin adenine dinucleotide (FAD) or, less commonly, flavin adenine mononu-
cleotide (FMN) as prosthetic groups (Figures 9.5b and c, respectively).

*2Not to be confused with reactions in which a hydrogen radical (H•) is transferred.
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Redox reactions are involved in many biological processes, especially in central
metabolism. In such metabolic processes, redox reactions are used either to extract energy
from foodstuff or utilize it for the biosynthesis of complex molecules. In catabolic reactions,
energy is extracted from foodstuff as electrons, which are temporarily stored on free NADH
or on FADH2 in flavoenzymes. In aerobic organisms these coenzymes transfer the electrons
they carry to the respiratory chain, which resides either in the inner mitochondrial mem-
branes of eukaryotes or in the plasma membranes of prokaryotes. The electrons are then
transferred (along with protons) to molecular oxygen (O2), turning it into water. The pas-
sage of electrons through the respiratory chain releases energy that is used to build an elec-
trochemical proton gradient, which, in turn, is used to form ATP. In anaerobic organisms,
nitrogen and sulfur-based acceptors are often used instead ofO2, and their reduction creates
e.g. ammonia or hydrogen sulfide (respectively), instead of water [39].

As mentioned above, redox reactions also play a central part in anabolism. However,
in most anabolic reactions, the electron carrier is NADPH instead of NADH or FADH2.
NADPH is produced in our body by processes such as the pentose-phosphate pathway [43].
In biosynthetic reactions, NADPH is used as a reducing agent that enables certainmolecules
to be constructed, including fatty acids (see Subsection 9.1.5.2.3 below), cholesterol,
eicosanoids and nitric oxide (both are transmitters), amino acids, and nucleotides (see Ta-
ble 9.3 at the end of the chapter).This function is especially important in tissues specializing
in biosynthesis, such as the liver, fat tissues, lactating breast tissue, and the adrenal gland.
As explained in Chapter 2 (Box 2.3), NADPH is also important for non-energy processes,
such as counteracting oxidative damage to cells and tissues.

Historically, oxidoreductases have been grouped into the following general types:

1. Dehydrogenases – the largest group of oxidoreductases.These enzymes transfer elec-
trons reversibly as hydride ions between the substrate and a nucleotide coenzyme.
The latter can be a freely soluble coenzyme such as NAD(P)H (as in alcohol dehydro-
genase, EC 1.1.1.1), or FADH2, which functions as a prosthetic group of a flavoen-
zyme (as in the fatty acid breakdown enzymes acyl-CoA dehydrogenases, EC 1.3.8)
(Figure 9.6a). Other well-known examples include glyceraldehyde-3-phosphate dehy-
drogenase (EC 1.2.1.12) and pyruvate dehydrogenase (EC 1.2.4.1), both of which play
a central role in energy production from carbohydrates, as well as glucose-6-phosphate
dehydrogenase (G6PD) (EC 1.1.1.49), the first enzyme of the pentose-phosphate path-
way (see Chapter 2, Box 2.3).

2. Oxidases – enzymes that catalyze transfer of electrons from an organic substrate to
molecular oxygen (O2). This process reduces the latter either to H2O (e.g., in cy-
tochrome c oxidase; EC 1.9.3.1) or to H2O2 (e.g., in xanthine oxidase; EC 1.17.3.2)
(Figure 9.6b). Some redox enzymes that transfer electrons between an oxygen atom
within the substrate (i.e., intramolecular oxygen) and NAD(P)H are sometime re-
ferred to as oxidases as well, but this is not their recommended name (e.g., glyoxylate
reductase, a.k.a. glycolate oxidase; EC 1.1.1.26). Many oxidases are flavoproteins, and
their FADor FMNgroups are important in facilitating the electron transfer. Other ox-
idases are metalloproteins, and built-in transition metals (e.g., iron and copper) are
used to activate the oxygenmolecule and transfer the electrons (see Subsection 9.3.3.4
below for more details). The electron transfer reactions catalyzed by oxidases are es-
sentially irreversible, due to the high O2/H2O2 and O2/H2O redox potentials [39]. Cy-
tochrome c oxidase, which is mentioned above, is a well-studied oxidase, being a key
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component of the mitochondrial electron transfer chain [44]. Another well-known ex-
ample is monoamine oxidase (MAO) (EC 1.4.3.4), which is important in neurotrans-
mission and is targeted by certain antidepressants (see Table 8.1).

3. Oxygenases – enzymes that transfer electrons from an organic substrate to O2, while
incorporating one of the oxygen atoms (inmonooxygenases) or both of them (in dioxy-
genases) into the substrate (see Figure 9.6c for monooxygenases). The single oxygen
atom added by monooxygenases is in the form of a hydroxyl group, and therefore
these enzymes are often referred to as hydroxylases.The transfer of electrons inside the
enzyme is carried out by a flavin (FAD/FMN) or pterin (see Subsection 9.4.2 below)
group, and/or by metals [39]. Oxygenases participate in many important metabolic
processes, including the degradation of aromatic compounds, lipid metabolism, col-
lagen formation, breakdown of xenobiotics, and alkane functionalization [44]. Well-
known examples of oxygenases include cytochrome P450, a group of enzymes that
detoxify ingested drugs in the liver, and cyclooxygenases (EC 1.14.99.1), enzymes that
mediate pain and inflammation, and which are targeted by certain anti-inflammatory
drugs such as aspirin (see Chapter 8, Subsection 8.6.2.1.2, and Table 8.1, as well as
Subsection 9.5.2.2 in this chapter).

4. Peroxidases – enzymes that transfer electrons from a reduced substrate to either hy-
drogen peroxide or alkyl peroxide [39] (Figure 9.6d). A well-known example is cata-
lase (EC 1.11.1.6), which reduces two molecules of hydrogen peroxide (H2O2) to two
water (H2O) molecules and one O2 molecule. Catalase can be found in virtually all
oxygen-exposed organisms, and is used to neutralize H2O2, a harmful oxidant. An-
other H2O2-neutralizing peroxidase used to fight oxidative damage is glutathione per-
oxidase (EC 1.11.1.9). This enzyme uses the selenium-containing amino acid seleno-
cysteine (see Chapter 2, Subsection 2.2.1.4) to reduce H2O2 to water. Other forms
of glutathione peroxidase reduce peroxides of phospholipids (EC 1.11.1.12) and fatty
acids (EC 1.11.1.22) that are formed under oxidative stress.

The historical classification of oxidoreductases outlined above is very commonly used in the
literature, and the enzymes belonging to the four categories are usually named as follows:

• ‘donor:acceptor type’ (type = dehydrogenase, oxidase, etc)

• ‘donor type’ (e.g., alcohol dehydrogenase).

9.1.5.1.2 Structure and stereospecificity

Oxidoreductases include three protein superfamilies: long-chain alcohol dehydrogenases,
short-chain dehydrogenases and reductases (SDRs), and aldo-keto reductases (AKRs). These
superfamilies are characterized by different 3D structures. For example, proteins in the SDR
superfamily use the pervasive Rossmann fold for NAD(P)H binding, whereas AKR proteins
do not. The superfamilies also differ in their specific catalytic mechanisms. For example,
long-chain alcohol dehydrogenases use zinc cations for catalysis [45], whereas SDR proteins
do not use metals at all [46,47].

As explained above, many reactions carried out by oxidoreductases involve the transfer
of electrons between the substrate and the nucleotide coenzymes NAD(P)H (Figure 9.7a)
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(a) RH2 + NAD(P)+

[FAD] ⟷ R + NAD(P)H + H+

[FADH2]

(b) 2RH2 + O2 ⟷ 2R + 2H2O
or
RH2 + O2 ⟷ R + H2O2

(c) RH + O2 + NAD(P)H+H+

[FADH2]
⟷ R−OH + H2O + NAD(P)+

[FAD]

(d) R1H2 + R2O2H ⟷ R1 + R2−OH + H2O
FIGURE 9.6 General schemes describing the reactions catalyzed by (a) dehydrogenases, (b) ox-
idases, (c) monooxygenases (sometimes called hydroxylases because their products contain a
hydroxyl group), and (d) peroxidases (R2O2H is an alkyl peroxide). FAD in square brackets is an
alternative to NADH or NADPH.

or FADH2
*1 (Figure 9.7b). It is estimated that NAD(P)H alone is used by ~80% of oxidore-

ductases [48]. It should be noted, though, that while FAD is a true coenzyme that transfers
electrons from the donor to the acceptor within the enzyme, NAD(P)H usually behaves as
a co-substrate (or co-product) rather than a coenzyme. That is, it donates or accepts the
electrons to or from the substrate as the final donor or acceptor (respectively), instead of
just transferring them from one substrate to another. After the transfer is completed, the
cofactor leaves the enzyme as one of the co-products (NAD(P)+ of NAD(P)H). There are
some exceptions, however, as in the case of S-adenosyl-homocysteinase, in which the oxi-
dized form (NAD+) merely transfers the electrons from donor to acceptor [44].

In the oxidative direction of NAD(P)+-dependent reactions, two electrons are trans-
ferred as a hydride ion (H– ) from the substrate to the C4 atom of the NAD(P)+’s nicoti-
namide ring (Figure 9.7a) [49]*2. Such a reaction requires a strong electrophilic center,
which is provided by the oxidized pyridinium [44]. The hydride transfer results in two hy-
drogen atoms covalently bound to the C4 atom, each facing a different direction. Because
the two hydrogen atoms are identical, the C4 atom is not chiral. This, however, can be
changed by replacing one of the hydrogen atoms with its deuterium isotope. When the deu-
terium is positioned above the ring plane, C4 has an R configuration. Conversely, when
the deuterium is positioned below the ring plane, C4 has an S configuration. Thus, while
NAD(P)H’s C4 atom is not chiral per se, it is referred to as ‘pro-chiral’. Accordingly, in a
regular hydride transfer, the upwardly projecting hydrogen is referred to as ‘pro-R’ (or HR),
and the upwardly projecting hydrogen atom as ‘pro-S’ (or HS) (Figure 9.7a). Interestingly,
individual oxidoreductases transfer hydride ions to or from either the pro-R configura-

*1In contrast to NAD(P), FAD and FMN can donate or accept the two electrons one electron at a time
(Figure 9.7b, bottom). This allows them to mediate inside proteins the transfer of electrons between species
that are able to pass only one electron at a time (e.g., heme, iron-sulfur clusters and quinones) and species
that can only pass two electrons at a time (e.g., NAD) [44]. Such mediation takes place, for example, in the
respiratory chain, which converts the chemical energy stored in foodstuff into ATP.

*2The hydride transfer reaction is generally assumed to be direct, although a recent study has demonstrated
that in cases in which the substrate is an 𝛼, 𝛽-unsaturated compound, the transfer may involve a covalent
substrate-NAD(P) intermediate [50].
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tion or the pro-S configuration, not both.This ‘stereospecificity’ results from the three-
dimensional structure of the active site: the active site positions the coenzyme’s nicoti-
namide in a very specific way with respect to the substrate, so only one of the hydrides (pro-
R or pro-S) can be transferred. For example, L-lactate dehydrogenase (EC 1.1.1.27) transfers
the HR hydrogen to its substrate pyruvate in virtually 100% of the cases (Figure 9.7c). Con-
versely, glyceraldehyde 3-phosphate dehydrogenase (EC 1.2.1.12) is HS-specific.

The active site of oxidoreductases also binds the other (co-)substrate specifically, which
contributes to the exact positional relationship between that co-substrate and NAD(P)H.
The exact orientation of the co-substrate with respect to NAD(P)H’s C4 atom also leads

(a)

NAD+ NAD:H

(b)

quinone hydroquinone

quinone semiquinone hydroquinone

FIGURE 9.7 Oxidation and reduction of NAD(P)H and FADH2. (a) Reduction of the nicoti-
namide ring of NAD(P)+ by hydride transfer to the ring’s C4, at either the pro-S or pro-R positions.
(b) Reduction of the isoalloxazine ring system of FAD (or FMN) by transfer of two electrons to the
N1 and N5 atoms of FAD. Top: the simultaneous transfer of two electrons to FAD. The electrons
are transferred as a hydride ion to N5, accompanied by electronic rearrangements and protonation
of N1. Bottom: the two-step transfer of two electrons and two protons to FAD. The first step trans-
fers a single electron to N5, creating a semiquinone radical. The second step transfers a hydrogen
radical (H•) to N1, which, along with the radical transferred in the first step, creates a fully reduced
hydroquinone.
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(c)

./Chapters/chapter9/figures/Ch9fig7c2.pdf./Chapters/chapter9/figures/Ch9fig7c3.pdf

Pyruvate NADH

H
R

(d)

Keto acid

H– H+

Hydroxy acid

(e)
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to stereospecificity of oxidoreductases towards their substrates [51]*1. That is, a given ox-
idoreductase can convert the co-substrate into an S or R product, but not both. This stere-
ospecificity is observed, for example, in enzymes belonging to the ketoreductase (EC 1.1.1)
and amino acid dehydrogenase (EC 1.4.1) subclasses. Ketoreductases are a large group of
redox enzymes that reduce a non-chiral keto group (C−−O) in their substrates to a chiral hy-
droxyl group (C−OH) [52]. The mechanism of this reaction involves hydride transfer from
NAD(P)H to the keto acid, followed by protonation of the keto oxygen to create the hydroxyl
group (Figure 9.7d). In each of these enzymes, the active site contains two subsites, one large
and one small. In most substrates of ketoreductase, the substituents on the two sides of the
keto group are of different sizes. Thus, when the substrate binds to the enzyme, its larger
substituent binds to the large subsite of the active site, and its small substituent binds to the
small subsite. Generally speaking, there are four ways in which a hydride ion can be trans-
ferred to the substrate in such cases, depending on the substrate’s orientation in the active
site and its position with respect to the NAD(P)H coenzyme [51,53] (Figure 9.7e). However,
since in each ketoreductase the substrate has only one orientation, and it is positioned either
above or below the plane of NAD(P)H’s nicotinamide ring (but not both), the hydride ion
is transferred to only one face of the substrate (one side is termed si and the other re). This
means that each ketoreductase will always create the same hydroxyl stereo-configuration in
its substrate*2. Ketoreductases usually act on different natural ketones, which may suggest
different product configurations. However, these substrates usually share common struc-
tural characteristics (besides having a keto group), which means they tend to bind to the
active site in the same manner. Therefore, the same hydroxyl configuration (S or R) is ex-
pected to form in each of their corresponding products. Indeed, each ketoreductase usually

FIGURE 9.7 Oxidation and reduction of NAD(P)H and FADH2. (Opposite) (Continued)
(c) The structural basis for the stereospecificity of L-lactate dehydrogenase (LDH). Left: the structure
of LDH from Cryptosporidium parvum is shown (PDB entry 2fm3). Middle: a blow-up of the active
site of subunit A, showing NADH and pyruvate (the substrate) as sticks. Right: pyruvate-stabilizing
interactions in the active site. Pyruvate and NADH are positioned in the active site so HR is facing
pyruvate’s C2 atom (the hydride acceptor), while HS (not shown) is facing the opposite direction.
Thus, only HR can be transferred to pyruvate. The hydrogen bonds and salt bridges that hold pyru-
vate in place are shown as black dashed lines, with the interacting side chains also presented. (d)The
mechanism of ketoreductases, which includes hydride transfer from NAD(P)H to the Cα atom of
the keto acid, followed by protonation of the negatively charged oxygen to form the hydroxyl group.
The proton is taken from H3O

+. (e) The four ways in which a hydride ion can be transferred from
NAD(P)H to a ketone substrate bound to the active site of a ketoreductase. S and L designate the
small and large substituents of the substrate’s keto group (the example of acetophenone is shown at
the bottom of the figure without explicit hydrogen atoms). With E1 and E2 enzymes, the hydride
attacks the si-face of the carbonyl group, whereas with E3 and E4 enzymes, the hydride attacks the
re-face, which results in the formation of (R) and (S)-alcohols, respectively. Taken from [51].

*1As mentioned above, the mechanism in some oxidoreductases may involve a covalent substrate-NAD(P)
intermediate, making it even more important for the enzyme and the substrate to be positioned correctly with
respect to each other.

*2Provided that the ketone group is flanked by groups whose size difference is large enough. The smaller
the difference, the lower the enzyme’s stereospecificity.
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has a known S or R preference, although the magnitude of this preference is different in
each enzyme and for each substrate.

While ketoreductases use NAD(P)H to reduce keto acids to hydroxyl acids, amino acid
dehydrogenases (AA-DHs) (EC 1.4.1) use the same coenzymes to reduce keto acids to amino
acids [54] (reductive amination; Figure 9.8a). Reductive amination is similar to the ketone
reduction carried out by ketoreductases. However, instead of transferring NAD(P)H’s
hydride ion directly to the ketone oxygen, the latter is first attacked by ammonia, and
the hydride ion is transferred to the resulting imino group*1 (Figure 9.8b). This has been
suggested to result from electrostatic interactions between the substrate and the enzyme,
which keep the keto acid far from NAD(P)H for an efficient hydride transfer, but allow the
two to become closer once the positively charged imino intermediate is formed [55].

Amino acid dehydrogenases belong to one of two enzyme groups having a central
role in amino acid metabolism (the other group consists of aminotransferases, which are
discussed in Subsection 9.1.5.2.1 below). Since their reactions are reversible*2, AA-DHs are
capable of both creating amino acids by reductive amination and degrading them to keto
acids and ammonia by oxidative deamination (Figure 9.8a). Regarding the latter process,
liver glutamate dehydrogenase (EC 1.4.1.2) probably has themost central role of all AA-DHs.
This is because the amino acids glutamate and glutamine are the major carriers of ammonia
molecules obtained from the degradation of all amino acids in tissues.The reason our bodies
need ammonia carriers in the first place is because ammonia (or NH+

4 in aqueous solutions)
is highly toxic, especially to our brains*3. Glutamate and glutamine carry the amino groups
of tissue amino acids via circulation to the liver, where glutamate is deaminated by mito-
chondrial glutamate dehydrogenase, and its amino group is converted into the less toxic
urea by the urea cycle. Glutamine is converted into glutamate, and therefore has the same
fate. Thus, glutamate dehydrogenase is responsible for handling the amino groups obtained
from most amino acids in our bodies.

Althoughmembers of the AA-DH group share sequence similarities (e.g., a glycine-rich
region with a conserved catalytic lysine), their overall sequence similarity is rather low, and
they often differ in terms of substrate specificity, stability, salt tolerance and other parame-
ters [54]. Their 3D fold (‘ELFV dehydrogenase fold’) is evolutionarily conserved and contains
two domains. The N′ domain is involved in oligomerization, whereas the C′ domain is re-
sponsible for the binding of the nucleotide coenzyme. The C′ domain has an 𝛼/𝛽 fold rem-
iniscent of a Rossmann fold, with the exception that the direction of one of the 𝛽-strands
is reversed. The amino acid substrate is bound at the deep cleft between the two domains
(Figure 9.8c). Still, there are structural variations among different AA-DHs. For example,
while glutamate dehydrogenase is either hexameric or tetrameric in most cases, other AA-
DHs are known to exist in different quaternary structures, from monomers to dodecamers.

*1As in ketoreductases, here, too, the hydride transfer step determines the configuration of the resulting
amino acid. However, unlike ketoreductases, which may form either the S or R configuration (depending on
the enzyme and the specific substrate), all knownnatural AA-DHs create only the S configuration, i.e., L-amino
acids.

*2Although the reactions catalyzed by AA-DHs are essentially reversible, they are far from equilibrium on
the aminated product side [56] (𝐾eq = 9 × 1012 for leucine dehydrogenase and 2.2 × 1013 for phenylalanine
dehydrogenase).

*3The toxicity of free ammonia results from several factors, including (1) the conversion of 𝛼-ketoglutarate
into glutamate and, as a result, depletion of 𝛼-ketoglutarate from the Krebs cycle, and (2) the conversion of
glutamate into glutamine and, as a result, the depletion of glutamate as a neurotransmitter and as a source for
the neurotransmitter 𝛾-amino butyric acid (GABA).
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Moreover, the position of the substrate with respect to NAD(P)H and the identity of the
transferred hydride (𝐻𝑅/𝐻𝑆) may vary. For example, when comparing alanine dehydro-
genase (PDB entries 2vhx and 2voj) and glutamate dehydrogenase (PDB entry 1hwy), we
observe that the substrate lies on different sides of NADH, so the transferred hydride is 𝐻𝑅
in the former and 𝐻𝑆 in the latter (Figure 9.8d). However, since alanine and glutamate have
opposite orientations in the active site, the result is an S configuration in both cases.

9.1.5.2 Transferases (EC 2)
Transferases are the second of the two largest enzyme classes, constituting 30% of the en-
zymes in the ExplorEnz database [31]. They catalyze the transfer of a chemical group (X)
between two molecules, i.e., from a donor (D) to an acceptor (A):

Scheme 9.2. D−X + A ⟶ D + A−X

In the EC number of a transferase, the second numeral designates the chemical group that
is being transferred:

• EC 2.1 – one-carbon groups (e.g., methyl)

• EC 2.2 – carbonyl groups (aldehydes and ketones)

• EC 2.3 – acyl groups (see Subsection 9.1.5.2.3 below)

• EC 2.4 – glycosyl groups

• EC 2.5 – alkyl (other than methyl) or aryl groups

• EC 2.6 – nitrogen-containing groups (e.g., amino, see Subsection 9.1.5.2.1 below)

• EC 2.7 – phosphorus-containing groups (mostly phosphate, see Subsection 9.1.5.2.2
below)

• EC 2.8 – sulfur-containing groups (e.g., sulfate)

• EC 2.9 – selenium-containing groups

• EC 2.10 – molybdenum- or tungsten-containing groups

The group donor is often a coenzyme. For example, tetrahydrofolate (THF) is a common
donor of groups containing a single carbon, S-adenosylmethionine (SAM) and methylcobal-
amine (a form of coenzyme B12) are common methyl group donors, and coenzyme A (CoA)
is a common donor of acyl groups (see Section 9.4 for more details).

The third numeral of the EC number of a transferase refers to the specific group that
is transferred, except in the case of enzymes transferring phosphorus-containing groups, in
which case the third numeral specifies the acceptor group. As in oxidoreductases, the fourth
numeral specifies the substrate specificity of the enzyme. For example, in glutamine:pyruvate
aminotransferase (EC 2.6.1.15), the second numeral (6) designates that the transferred
group is a nitrogen-containing group, the third numeral (1) designates that this is an amino
group (NH2), and the fourth numeral (15) designates that the group is transferred from
glutamine to pyruvate.
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FIGURE 9.8 Amino acid dehydrogenases (AA-DHs). (a) The reversible chemical reaction cat-
alyzed by AA-DHs. (b) The mechanism of reductive amination. The first step involves addition of
ammonia (in blue) to the keto acid and protonation of the ketone oxygen. The resulting interme-
diate is a carbinolamine. The second step is elimination of the original ketone oxygen as water (in
red) and formation of an imine intermediate. The last step is the transfer of a hydride ion (in pur-
ple) from NAD(P)H to Cα of the substrate, converting the imino intermediate into an amino acid.
(c) The structure of phenylalanine dehydrogenase (PheDH; EC 1.4.1.20). The structure of PheDH
from Rhodococcus sp. is shown (PDB entry 1c1d, chain A). The N-terminal domain is colored in
magenta and the coenzyme-binding domain in cyan. The substrate, L-phenylalanine, is shown as
spheres in the cleft between the two domains. (d) The positions and orientations of the pyruvate in
Ala-DH (PDB entry 2vhx) compared with those of 𝛼-ketoglutarate (𝛼-KG) in Glu-DH (PDB en-
try 1hwy).
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As shown in the above example, the common names used for transferases are
‘donor:acceptor group-transferase’, or sometimes simply ‘donor group-transferase’.

Transferases are involved in numerousmetabolic and physiological processes. Belowwe
discuss three types of transferases that exemplify this involvement.

9.1.5.2.1 Aminotransferases (EC 2.6.1)

Aminotransferases (a.k.a. transaminases) catalyze the transfer of an amino group from a
donor to an acceptor [27] (Figure 9.9a). Biochemically relevant reactions usually involve L-
𝛼-amino acids as donors and 𝛼-keto acids as acceptors (Figure 9.9b), and are catalyzed by
𝛼-L-aminotransferases (𝛼 means that the amino group is on Cα). This reaction is similar to
the one carried out by amino acid dehydrogenases (see Subsection 9.1.5.1), in the sense that
the 𝛼-amino group of the donor is oxidatively deaminated in one direction and the resulting
𝛼-keto group is reductively aminated in the opposite direction. However, in transamination
there is no hydride transfer; the electrons that reduce the acceptor’s keto group are obtained
from the amino group of the donor. The 𝛼-aminotransferases play a central role in amino
acidmetabolism [57], especially in the safe removal of amino groups fromdegraded proteins.
As explained in Subsection 9.1.5.1.2 above, amino acidsmust not release their amino groups
directly to the cytosol of cells or to the blood, because of the toxicity of free ammonia. In-
stead, our tissues use aminotransferases to transfer the amino groups of amino acids either
to 𝛼-ketoglutarate (in most tissues; Figure 9.9c) or to pyruvate (in muscles; Figure 9.9d)*1.
The resulting L-glutamate or L-alanine (respectively) carries the amino groups to the liver
via circulation, where L-glutamate is deaminated by mitochondrial glutamate dehydroge-
nase (see Subsection 9.1.5.1.2). L-alanine transfers its amino group to 𝛼-ketoglutarate to
form L-glutamate, which is then deaminated as well by glutamate dehydrogenase. In both
cases, the amino groups that are released by glutamate dehydrogenase are converted by the
urea cycle to the less toxic metabolite urea, and the latter is transferred to the kidneys for
secretion via the urine. As mentioned above, glutamate that is formed by transamination in
the tissues is often aminated by glutamine synthetase (EC 6.3.1.2) to form glutamine, which
carries its two amino groups to the liver. There, it is deaminated by glutaminase (EC 3.5.1.2)
to glutamate, which, again, is deaminated by glutamate dehydrogenase.

𝛼-Aminotransferases are homodimers and include two active sites per one enzyme
molecule [58] (Figure 9.10a left). Each of the active sites is built from parts of both chains
(Figure 9.10a right). Whereas most 𝛼-aminotransferases have the same principal fold, D-
amino acid aminotransferase (EC 2.6.1.21) and branched-chain amino acid aminotrans-
ferase (2.6.1.42) have different folds from those of the rest (Figure 9.10b). The active site of
𝛼-aminotransferases, like that of oxidoreductases, contains two pockets, one large and one
small. The small pocket is positively charged and accommodates the 𝛼-carboxylate group of
the amino acid substrate. The large pocket accommodates the side chain [59], and its chem-
ical properties complement those of the specific amino acid on which the enzyme acts.

To separate the amino groups from amino acids, aminotransferases use the coenzyme
pyridoxal-phosphate (PLP), which is derived from vitaminB6 (pyridoxine)

*2. PLP is normally
bound to the ‘resting’ enzyme via a Schiff base, formed with an active site lysine residue

*1There are aminotransferases for each of the natural L-amino acids, except for threonine and lysine. These
are degraded in the liver by other enzymes.

*2The appropriate position of the substrate with respect to the catalytic lysine is determined by a conserved
arginine that interacts with the substrate’s carboxylate group, holding the substrate in place.
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(a) (b)
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Amino acid
(donor)

Keto acid
(acceptor)

Amino donor Amino acceptor

L-𝛼-amino acid
(donor)

𝛼-ketoglutaric acid
(acceptor)

𝛼-keto acid L-glutamic acid

L-𝛼-amino acid
(donor)

Pyruvic acid

𝛼-keto acid L-alanine

FIGURE 9.9 Reactions catalyzed by aminotransferases. (a) The general reaction catalyzed by
aminotransferases, in which a donor (amine or amino acid) transfers its amino group to an acceptor
(ketone or keto acid). (b) Biochemically relevant reactions, in which the donor is an amino acid and
the acceptor is a keto acid. (c) The reaction catalyzed by aminotransferases in the degradation of L-
amino acids in most tissues. The acceptor in this case is 𝛼-ketoglutaric acid (𝛼-ketoglutarate in the
deprotonated form), which is converted to L-glutamic acid (L-glutamate in the deprotonated form).
(d) The reaction catalyzed by aminotransferases in the degradation of L-amino acids in muscles.
The acceptor in this case is pyruvic acid (pyruvate in the deprotonated form), which is converted to
L-alanine.
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./Chapters/chapter9/figures/Ch9fig10ar.pdf
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(b)
Aspartate

aminotransferase
Branched-chain amino acid

aminotransferase

FIGURE 9.10 The structures of aminotransferases. (a) The three-dimensional structure of
branched-chain aminotransferase (EC 2.6.1.42; PDB entry 3uzb). Left: overall structure, containing
two chains (red and blue Cα traces) with two active sites (ligands are shown as spheres).Right: zoom-
in view of an active site, showing contributions from both chains. (b) The different folds of aspartate
aminotransferase (EC 2.6.1.1; PDB entry 3qpg) and branched-chain amino acid aminotransferase
(PDB entry 1iye). For clarity, only one chain is shown for each structure. The two structures are
positioned so their PLP cofactors (shown as red sticks) have the same orientation.
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(Figure 9.11a). When an amino acid binds to the active site, the enzyme-PLP bond breaks,
and an equivalent amino acid-PLP bond is formed (Figures 9.11b and 9.11c, step 1). The
key event in the separation of the amino group from the donor amino acid is the depro-
tonation of the donor’s Cα (Figure 9.11c, step 2). This results in a transition state with a
negatively charged Cα (carbanion), stabilized by PLP. The stabilization is attributed to the
pyridinium ring of PLP, which is positively charged and has delocalized 𝜋 electrons. The
transition state quickly undergoes electronic rearrangements that turn the aldimine bond
between the amino acid donor and PLP into a ketimine bond (Figure 9.11c, step 3). The
latter is readily attacked by an active site water molecule and allows the donor to be released
into solution as an 𝛼-keto acid (Figure 9.11c, step 4). Again, the key event in this sequence
is the deprotonation of the donor’s Cα, which is carried out by an active site catalytic lysine
residue*1. In fact, Cα has very high pKa and should not deprotonate readily under physio-
logical conditions.This is where PLP comes into play; its positively charged pyridinium ring
acts like an electron sink. That is, it draws electrons (via the positively charged Schiff base)
from the Cα−Hbond, thus polarizing it.The result is a marked drop in the pKa of Cα, allow-
ing it to donate its proton to the active site lysine residue.Moreover, upon Cα deprotonation,
the extra negative charge is delocalized and stabilized by resonance in PLP’s 𝜋 system. One
of the resonance states is the aforementioned ketimine, which is electrophilic and therefore
attacked by an active site water molecule. Again, all of these key catalytic transformations
are possible due to PLP’s unique physicochemical properties, and their effects on the bound
donor molecule. After the donor amino acid is released, the keto acid acceptor binds and
becomes aminated by reversing the steps described above (Figure 9.11c, steps 5 through 7).
Interestingly, PLP is active also in the absence of the apo-enzyme, but acts very slowly [61].
Thus, the role of the protein environment is to speed up the reaction, as well as to confer
chemical and enantiomeric specificity (see next paragraph).

The penultimate step in the aminotransferase reaction (Figure 9.11c, step 5) involves the
protonation of the acceptor’s Cα by the active site’s catalytic lysine residue, which changes
the acceptor from an imino acid into an amino acid. This is another key step, as it deter-
mines the configuration of the product; proton transfer from one side of the acceptor cre-
ates an L-(S)-amino acid, whereas transfer from the other side creates a D-(R)-amino acid
(Figure 9.11d). Indeed, like ketoreductases and amino acid dehydrogenases (see Subsec-
tion 9.1.5.1), aminotransferases are also stereospecific, with their vast majority being
L-(S)-specific. The prevalence of L-(S)-specific aminotransferases is to be expected, con-
sidering that L-amino acids are the principal building blocks of proteins. However, in con-
trast to the case of amino acid dehydrogenases, there is at least one aminotransferase known
to create D-(R)-amino acids (D-amino acid transaminase; EC 2.6.1.21). Another difference
between the two amino acid-forming enzyme groups is that aminotransferases essentially
operate at equilibrium (𝐾eq~1), whereas amino acid dehydrogenases do not. This means
that the direction of their reactions is highly dependent on their substrate and product con-
centrations.

PLP’s ability to promote covalent bond cleavage in substrates is also usedbyother en-
zymes (lyases, isomerases, hydrolases and oxidoreductases) to catalyze completely dif-
ferent reactions (e.g., decarboxylation, racemization, dehydration and 𝛽/𝛾 elimination

*1We will see later that PLP is a required coenzyme in many other biochemical reactions as well. The preva-
lence of PLP in metabolic pathways is reflected by the fact that its biosynthesis is considered among the first
aerobic (O2-consuming) reactions to evolve on Earth, about 2.9 billion years ago [60].



Enzymatic Catalysis ■ 759

and replacement) [62,63] (Figure 9.11e).These enzymes act mainly on amino acids, but some
of them also catalyze reactions involving other amino-containingmetabolites. In all of these
reactions PLP acts similarly, i.e., by weakening the bond intended for cleavage and stabiliz-
ing the resulting carbanion transition state*1. So, how do the different PLP-enzymes ‘decide’
which bond to cleave? According to Dunathan’s stereoelectronic hypothesis [64], the ‘decision’
has to do with the orientation of the substrate with respect to the PLP ring. That is, in each
of the enzymes the substrate is bound to PLP such that the bond intended for cleavage is
perpendicular to PLP’s pyridinium ring. In this orientation, the bond parallels the conju-
gated p orbitals of PLP’s 𝜋 system, which belongs both to the Schiff base and to the ring
(Figure 9.11f). This way, the negative charge emerging upon the cleavage of the bond will
be optimally stabilized by resonance interactions with the overlapping 𝜋 system. Indeed,
three-dimensional structures determined for PLP enzymes are compatible with this propo-
sition [62]. Since the orientation of the bound substrate is determined by the architecture and
the physicochemical properties of the active site, the different enzymes— each of which has
a unique active site — can use the same coenzyme (PLP) to accelerate a different type of re-
action [65]. The contribution of the active site to the specificity of each enzyme towards the
catalyzed reaction is also conveyed via further stabilization of the carbanion by side chain
interactions, as well as by other catalytic steps that involve active amino acids [62].

9.1.5.2.2 Phosphoryl transferases (EC 2.7)

Many biologicalmolecules contain phosphate groups.Thesemolecules include nucleic acids
(DNA and RNA), small molecules that function as metabolic intermediates (e.g., glucose 6-
phosphate) or coenzymes (e.g., NADH), and proteins that undergo post-translational mod-
ification. It is therefore not surprising that reactions in which a phosphate group is trans-
ferred to a substrate (i.e., phosphorylation) or from it are very common [60,66]. Phosphoryl
transferases (a.k.a. phosphotransferases) usually transfer the 𝛾-phosphoryl group of ATP
to a target molecule*2. However, there are also cases in which the phosphoryl donor is a
molecule other than ATP, and cases in which the phosphoryl is transferred as part of a
larger molecule (e.g., in nucleotidyltransferases).

Phosphoryl transfer reactions play numerous physiological and cellular roles, includ-
ing muscle contraction, energy production, biosynthesis, and signal transduction, and are
considered highly efficient*3. For example, in glycolysis alone, four out of ten reactions are
carried out by phosphoryl transferases:

• Hexokinase (EC 2.7.1.1), which converts glucose into glucose 6-phosphate (Fig-
ure 9.12a).

• Phosphofructokinase-1 (EC 2.7.1.11), which converts fructose 6-phosphate into fruc-
tose 1,6-bisphosphate.

• Phosphoglycerate kinase (EC 2.7.2.3), which converts 3-phosphoglycerate into 1,3-bis-
phosphoglycerate.

• Pyruvate kinase (EC 2.7.1.40), which converts phosphoenolpyruvate into pyruvate.

*1Theonly known exception is glycogen phosphorylase (EC 2.4.1.1), in which PLP acts through a completely
different mechanism involving proton transfer.

*2A similar reaction is catalyzed by ligases (see Subsection 9.1.5.6 below).
*3Phosphotransferases are known to produce some of the largest enzymatic rate enhancements (1021-

fold) [66].
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(d) (e)
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+ CO2

FIGURE 9.11 The PLP coenzyme in aminotransferases. (a) Enzyme-PLP Schiff base. The en-
zyme group involved in the process is colored in blue. (b) PLP-substrate (amino acid) Schiff base.
The amino acid is colored in red, and the labile bond is marked by the small lightning-shaped arrow.
(c) The mechanism of transamination. Step 1: the amino group of the donor amino acid attacks PLP
and forms a Schiff base with it (external aldimine). This process replaces the original Schiff base be-
tween PLP and a lysine residue of the enzyme (internal aldimine). Step 2: the Cα of the bound donor
is deprotonated by the same lysine residue, creating a negatively charged carbanion. Step 3: electronic
rearrangement in the donor turns the aldimine into ketimine. Step 4: an active site water molecule
deprotonates (not shown), and the resulting OH– nucleophile attacks the donor’s Cα. As a result,
the imine bond between the donor and PLP is broken, and the donor leaves the active site as a keto
acid. PLP is now unattached to the enzyme or to an amino acid. Thus, it is in its amino form (called
pyridoxamine phosphate or PMP). Step 5: the keto acid acceptor enters the active site, and its Cα is
attacked by PMP’s amino group, resulting in their covalent binding (as ketimine). Step 6: PLP is de-
protonated by the aforementioned lysine residue, which then transfers the proton to the acceptor’s
Cα.The acceptor changes from a ketimine into an (external) aldimine.The protonation of the accep-
tor is the step that determines the configuration of the acceptor; when the proton is transferred to the
acceptor from one side, the resulting amino acid has an L/(S) configuration, whereas protonation
from the other side creates a D/(R) configuration. Step 7: the amino group of the lysine residue at-
tacks PLP and forms a Schiff base with it (internal aldimine). As a result, the acceptor detaches from
PLP and leaves as an amino acid. (d) The orientation of substrate (sticks) and catalytic machinery in
branched-chain amino acid aminotransferase (EC 2.6.1.42, PDB entry 1iye; orange) and in D-amino
acid aminotransferase (EC 2.6.1.21, PDB entry 3daa; green).While the catalytic lysine residues of the
two enzymes reside on the same face of PLP, the substrates are bound in opposite directions. Thus,
protonation of the substrate in the two enzymes results in opposite configurations. (e) The cleavage
of other bonds in molecules, facilitated by PLP. Decarboxylation involves 𝛼-elimination resulting in
cleavage of the Cα−COOH bond. In racemization reactions the Cα hydrogen (not shown) is elimi-
nated and re-added. Other reactions involve 𝛽 or 𝛾 eliminations. (f) The Dunathan stereoelectronic
hypothesis, demonstrated for deprotonation and decarboxylation. The two substrates are bound to
PLP such that the bond to Cα that is to be broken (the leaving group is in purple) is aligned with the
𝜋 orbitals of PLP.
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The prevalence of phosphoryl transfers in metabolic reactions is not incidental; the attach-
ment of a phosphate group to a target molecule may serve different biochemical roles:

1. Protein and enzyme activation. This mode of action is very common in the activation
of enzymes involved in hormone-mediated signal transduction.

2. Enhancing ligand binding. The phosphate group carries two negative charges, and its
attachment to small molecules has been shown to increase the affinity of the latter
to target enzymes via electrostatic interactions [3]. Moreover, the special geometry of
the phosphate group, in addition to its charge distribution, makes the interactions in
which it is involved specific.

3. Promotion of catalysis. The attachment of a phosphoryl group to a reactant may pro-
mote the reactant’s subsequent chemical transformation, in different ways. For exam-
ple, the phosphoryl group may destabilize an adjacent bond in the substrate, making
it prone to cleavage (the ‘leaving group effect’, see Subsection 9.1.5.6). In other cases,
the phosphoryl group may help an enzyme residue become a good nucleophile. This
may happen by deprotonating or polarizing an existing active site nucleophile, or by
creating a new nucleophile, via phosphorylation.

As mentioned above, four different phosphoryl transferases act in glycolysis. The first two
act early in the pathway, and are often said to ‘activate’ the substrate for later stages, which
create ATP by phosphate transfer from substrate to ADP (substrate-level phosphorylation).
In fact, the early phosphoryl transfers create phosphoester bonds, which are too stable to
donate their phosphate groups to ADP*1. The two reactions in glycolysis that do create
ATP draw the required energy from oxidation of the phosphorylated substrate, an exergonic
(energy-releasing) reaction. The first reaction does this directly; it couples the oxidation of
glyceraldehyde 3-phosphate to its second phosphorylation, creating a mixed anhydride (Fig-
ure 9.12b). The anhydride bond is sufficiently unstable to donate its phosphoryl group to
ADP*2. Since this is an oxidative phosphorylation reaction, the enzyme catalyzing it is not
a phosphoryl transferase but an oxidoreductase (i.e., glyceraldehyde 3-phosphate dehydro-
genase). The second ATP-forming reaction transfers the C2 phosphate group of phospho-
enol pyruvate to ADP. This group is initially attached to the substrate as a phosphoester by
the early phosphorylations. However, before the phosphate is transferred to ADP, a C−C
bond in the substrate adjacent to this phosphate is oxidized from a single to a double bond.
This renders the subsequent transfer of the phosphate group to ADP energetically favorable,
through resonance stabilization of the product.

Phosphoryl transferases may act on different molecules, including small metabolites,
coenzymes and large polymers such as proteins. In the case of small organic molecules,
the phosphoryl group is attached to an oxygen atom of a hydroxyl or carboxyl group, to a
nitrogen atom (e.g., in forming muscle creatine phosphate), or to another phosphate group
(forming a phosphoanhydride group) [66]. When the acceptor is a protein, the phosphoryl
group may be transferred to the hydroxyl group of serine, threonine or tyrosine side chains;
or in some cases to the imidazole side chain of histidine. Asmentioned in Chapter 8, protein

*1The standard free energy of hydrolysis (ΔG0
hydrolysis) of a phosphoester is −3 to 4 kcal/mol, where the

energy required for ATP synthesis from ADP and P𝑖 is ~7 kcal/mol [57,67]

*2Δ𝐺0
hydrolysis of a mixed anhydride is −10 to −12 kcal/mol [57,67].
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phosphoryl transferases are involved in many diseases, which makes them very popular
drug targets (second only to GPCRs).

Phosphotransferases are commonly called kinases or phosphorylases. The latter name,
however, is also used for transferases that act on other groups (glycosyl, alkyl, aryl) and that
use inorganic phosphate in the reactions they catalyze. For example, glycogen phosphory-
lase (EC 2.4.1.1) is a glycosyl transferase that plays a central role in glucose metabolism. It
uses inorganic phosphate to break glycoside bonds in glycogen, and consequently release
glucose 1-phosphate. This process allows the body to use liver glycogen for elevating blood
glucose levels between meals, and to use muscle glycogen as an energy source for working
muscles. Phosphatases are another group of enzymes that catalyze reactions involving phos-
phate groups and that are not included in the phosphotransferase subclass. These enzymes
remove phosphate groups from target molecules and generally belong to the hydrolase class
(EC 3).

9.1.5.2.3 Acyltransferases (EC 2.3)

Another well-known reaction that is catalyzed by transferases is the transfer of an acyl group
(i.e., acylation); in these reactions, the donor is usually CoA, and the acceptor may be a C-,
N- or O-containing group. CoA is used to activate the transferred group for the transfer
reaction (see Subsection 9.4.2 below for a mechanistic explanation). The acyl transfer re-
action is common in biosynthetic processes of lipids, which take place mainly in liver
cells. One such process is the synthesis of fatty acids from acetyl-CoA, carried out by fatty
acid synthase (FAS); EC 2.3.1.85). FAS catalyzes the first (and major) step in fatty acid syn-
thesis, which is the building of palmitic acid, a 16-carbon fatty acid (Figure 9.12c). Palmitic
acid may then be subjected to further steps of elongation or desaturation by other enzymes,
to form other types of fatty acids. Palmitic acid is built by seven consecutive acetylations
of acetyl-CoA, where the added two-carbon group in each cycle is donated by malonyl-
CoA, a three-carbon molecule. The first step in each acetylation cycle is the condensation
of acetyl-CoA and malonyl-CoA with the release of CO2 (Figure 9.12c, step 1)*1. The result-
ing 𝛽-keto group is then reduced to a methylene (C−C) group in three consecutive steps:
(a) reduction of the keto group to a hydroxyl group (Figure 9.12c, step 2); (b) dehydration
of the HO−C−C−H unit to a C−−C unit (Figure 9.12c, step 3); and (c) reduction of the
double bond to a single C−C bond (Figure 9.12c, step 4). As mentioned in Chapter 2, Sub-
section 2.5.3, in bacteria and plants the different steps in the FAS reaction are carried out
by different enzymes, whereas in fungi and higher eukaryotes these steps are carried out by
different subunits of the same enzyme. This mechanism may seem cumbersome, but it is
in fact an elegant solution found by evolution for creating aliphatic carbon chains that are
flanked by functional groups.

The first step of the acetylation cycle is a Claisen condensation that involves decarboxy-
lation (Figure 9.12c step 1) [68]. Claisen reactions attach two esters (or an ester and a car-
bonyl) to create a 𝛽-keto ester (or a 𝛽-diketone, respectively). In the case of FAS, the re-
action attaches two thioesters (acetyl-CoA and malonyl-CoA) to create a 𝛽-keto-thioester
(acetoacetyl-CoA). Claisen condensations are used in different biological pathways and
in different forms. The one shown in the figure, which involves decarboxylation, is also

*1In the actual enzymatic reaction both the acetyl and malonyl units are first transferred from CoA to
enzyme groups. However, they bind to these groups via thioester bonds, which are equivalent to the original
ones with CoA.
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FIGURE 9.12 Biologically relevant phosphorylations and acyl transfer reactions. (a) Glucose
phosphorylation by hexokinase during glycolysis, creating a phosphoester bond. The reaction in-
volves a nucleophilic attack of glucose’s hydroxyl at position C6 on the terminal phosphoryl group
of ATP (the attack is shown by the red arrow). For clarity, explicit hydrogen atoms are not shown.
(b) Glyceraldehyde 1,3-bisphosphate oxidative phosphorylation by glyceraldehyde 3-phosphate dehy-
drogenase, creating amixed anhydride bond.Theoxidized aldehyde group and the resulting carboxyl
are colored blue. The phosphoryl group added to the carboxyl group is colored red.
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FIGURE 9.12 Biologically relevant phosphorylations and acyl transfer reactions. (Continued)
(c) Acyl transfer in fatty acid synthesis. The pathway includes consecutive reactions that can be
iterated to increase the chain length (dashed line leading to palmitoyl-CoA). Step 1: a decarboxylat-
ing Claisen condensation of acetyl-CoA and malonyl-CoA (in the enzyme-catalyzed reaction both
reactants are attached to the enzyme via equivalent thioester bonds). Step 2: NADPH-dependent
reduction of acetoacetyl-CoA’s keto group to a hydroxyl group. Step 3: water elimination (dehydra-
tion) of the C2−C3 bond. Step 4: NADPH-dependent reduction of the C2−C3 double bond. (d) Acyl
transfer in the biosynthetic pathways of cholesterol and ketone bodies. In both cases, thiolase car-
ries out a non-decarboxylating Claisen condensation to form acetoacetyl-CoA from two acetyl-CoA
molecules.
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used in the synthesis of polyketides, a large group of biologically active molecules that are
synthesizedmainly by bacteria, fungi and plants [69]*1. Polyketides are secondarymetabolites,
which means that most of them are designed to affect not the organism that produces them,
but rather other organisms (e.g., predators). Indeed, this diverse group includes antibiotics
(e.g., erythromycin, tetracycline), anti-fungal agents (e.g., amphotericin), immunosuppres-
sants (e.g., rapamycin), toxins (e.g., aflatoxin and coniine*2), hallucinogens (e.g., tetrahydro-
cannabinol (THC)), and other functionally important compounds.

Claisen condensations need not necessarily involve decarboxylation. Non-decarboxy-
latingClaisen condensations are used, for example, in the first steps of the biosynthetic path-
ways of both cholesterol and ketone bodies. In these reactions, thiolase (acetyl-CoA acetyl-
transferase EC 2.3.1.9) creates acetoacetyl-CoA by attaching two acetyl-CoA molecules
(Figure 9.12d). This is a ‘biosynthetic thiolase’, but there are other thiolases that do the op-
posite, i.e., operate in catabolic (degradation) processes. That is, they catalyze the same re-
action but in the opposite direction (thiolysis). A well-known example of the latter is the
thiolase participating in the breakdown of fatty acids (𝛽-oxidation). Like the opposite pro-
cess (fatty acid synthesis), fatty acid breakdown comprises repeating cycles, each involving
a two-carbon acetyl-CoA unit (in this case, the removal of this unit). In the last step of each
cycle, the corresponding thiolase removes an acetyl-CoA unit from a 𝛽-ketoacyl unit of the
existing chain.

Another use of acyltransferases in lipid biosynthesis is in the common steps of the
synthetic pathways of triacylglycerol (an energy reserve molecule) and phospholipids (con-
stituents of the cellular membranes). In these processes, glycerol 3-phosphate is sequen-
tially acylated on its C1 and C2 atoms, to form phosphatidic acid (i.e., 1,2-diacylglycerol
3-phosphate). The phosphate group on C3 may then be replaced with a third acyl group
to form triacylglycerol, or bind to an alcohol group (e.g., choline, serine, ethanolamine) to
form a phospholipid.

Acyltransferases are also commonly used in post-translational modifications, which, in
turn, are used for different cellular and physiological processes. For example, in proteins
such as p53 and histone, ubiquitylation and acetylation of lysine residues*3 are used oppo-
sitely to determine proteins’ fate in the cell; specifically, whereas ubiquitylation marks the
proteins for cellular degradation, acetylation protects them from it. Other types of acylation,
N′-myristoylation and S-palmitoylation, allow proteins to attach to the plasma membrane
of cells, usually as a step in a signal transduction pathway.The above examples are discussed
in detail in Chapter 2, Subsection 2.6.4 and in Figure 2.37.

9.1.5.3 Hydrolases (EC 3)
Hydrolases are the third-largest class of enzymes, constituting 24% of the enzymes in the
ExplorEnz database [31]. They catalyze the cleavage of a covalent bond in the substrate using
H2O as the attacking group (i.e., nucleophilic substitution):

Scheme 9.3. A−B + H2O ⟶ A−OH + B−H

*1In fact, the only thing connecting all polyketides, aside from the fact that they contain multiple
ketene (CH2−−CO) groups, is their common mechanism of biosynthesis [69].

*2Coniine is known mainly as the substance in the hemlock brew used to execute Socrates [69].
*3Both are types of 𝜀-N-acylation.
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Thus, these enzymes could, at least in theory, be regarded as transferases that transfer a
group from the substrate to water [27]. Historically, however, most hydrolases were discov-
ered before transferases, and were assigned to their own class. The general mechanism used
by hydrolases usually involves nucleophilic catalysis (see Subsection 9.3.3.3 below) and of-
ten includes the following steps [70]*1:

1. Nucleophilic attack on the substrate by an active site catalytic residue, forming an
enzyme-substrate covalent intermediate.

2. Nucleophilic attack on the enzyme-substrate intermediate by a water-derived hydrox-
ide ion (OH– ), which frees the substrate.

In some hydrolases (e.g., those that depend on metal ions), the first step may be absent, and
a hydroxide (OH– ) nucleophile, which is created by water polarization and deprotonation,
acts directly on the substrate’s labile bond.

In the EC number of a hydrolase, the second numeral designates the general type of the
cleaved bond:

• EC 3.1 – ester bonds

• EC 3.2 – glycosyl bonds

• EC 3.3 – ether bonds

• EC 3.4 – peptide bonds

• EC 3.5 – C−N bonds, other than peptide bonds

• EC 3.6 – anhydride bonds

• EC 3.7 – C−C bonds

• EC 3.8 – halide bonds (e.g., sulfate)

• EC 3.9 – P−N bonds

• EC 3.10 – S−N bonds

• EC 3.11 – C−P bonds

• EC 3.12 – S−S bonds

• EC 3.13 – C−S bonds

The third numeral refers to the specific type of the cleaved bond, e.g., carboxylic ester, thiol
ester, etc. Peptide hydrolases (EC 3.4) are an exception to this rule; they are grouped into two
sub-subclasses: endopeptidases (EC 3.4.21 through 25 and 3.4.99), which cleave the pep-
tide bond inside the polypeptide chain, and exopeptidases (EC 3.4.11 through 19), which
cleave at the N- or C-terminus (see more below). The fourth EC numeral of hydrolases des-
ignates the substrate of the enzyme that contains the bond. In most cases, the systematic
names of hydrolases are formulated as substrate bond-hydrolase (e.g., acetylcholinesterase),

*1For more details see Figure 9.26c-II and Subsection 9.3.3.3 below, discussing covalent catalysis.
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but common names sometimes take the form of substrate-ase (e.g., aspartase). Moreover, it
is customary to group hydrolases according to the catalytic residue used as the nucleophile,
e.g., serine- and cysteine hydrolases. The subgroup of proteases are discussed in Subsec-
tions 9.1.5.3.2 and 9.3.3.3 below. A somewhat different case is metallohydrolases (e.g., zinc-
dependent hydrolases), in which the metal functions in creating the water nucleophile by
polarizing it (see Subsection 9.3.3.4 below on metal-ion catalysis). A similar mechanism is
employed by aspartic proteases; in this case, the water nucleophile is created by proton ab-
straction and transfer from the water molecule to one of the two catalytic aspartate residues
(see details below).

Below we discuss two types of hydrolases: those that act on P−O bonds, and peptide
hydrolases.

9.1.5.3.1 Hydrolases acting on P−O bonds (EC 3.1 and 3.6)

In Subsection 9.1.5.2.2 above, we discussed phosphoryl transferases (kinases, phosphory-
lases), which transfer phosphoryl groups from a donor molecule (usually ATP) to an accep-
tor molecule. Phosphohydrolases (often called phosphatases) are enzymes that use water to
cleave C−P bonds, either phosphoester (EC 3.1) or phosphoanhydride (EC 3.6). Like ki-
nases and phosphorylases, phosphatases are involved in the regulation of many biological
processes. Many phosphatases are metalloenzymes, containing a cationic metal. For exam-
ple, alkaline phosphatase (EC 3.1.3.1), an enzyme that operates in most, if not all life forms,
contains two Zn2+ ions and one Mg2+ ion in its active center. The zinc ions are directly
involved in catalysis, acting mainly in transition state stabilization [66] (see more on metal
catalysis in Subsection 9.3.3.4 below). In contrast, acid phosphatase (EC 3.1.3.2) uses a con-
served nucleophilic histidine and no metal ions.

Like protein kinases, phosphatases can be separated into those acting on serine and thre-
onine and those acting on tyrosine. Serine and threonine phosphatases contain binuclear
metal centers, which are used for catalysis, whereas tyrosine phosphatases do not employ
metals [66]. The same is true also for dual-specific protein phosphatases, which act on phos-
phoserine, phosphothreonine, and phosphotyrosine residues.

As mentioned above, some phosphohydrolases act on phosphoanhydride bonds,
i.e., bonds between two phosphates. Phosphohydrolases have been suggested to be the first
enzymes to evolve on Earth, in congruence with the evolutionary selection of ATP (a phos-
phoanhydride) as the universal energy currency [60]. Among these enzymes, we can find
ATP synthase (EC 3.6.3.14), the enzyme responsible for the hydrolysis of ATP to ADP and
inorganic phosphate (and vice versa). The name ‘synthase’ suggests that the opposite di-
rection of this reaction (i.e., the synthesis of ATP) is usually more relevant biologically. In-
deed, in respiring organisms, from bacteria to plants and animals, this highly sophisticated,
multi-subunit enzyme, also called F-ATPase (Figure 9.13a) is the primary means of synthe-
sizing ATP; it fulfills this function by employing the electrochemical gradient of protons*1
across the membranes of cells (in bacteria), mitochondria (in eukaryotes) and chloroplasts
(in plants) [57,66,71–73] (see Chapter 1, Subsection 1.1.3.2.1). The coupling of respiration to
ATP synthesis was first described by Peter Mitchell’s chemiosmotic theory [74], for which he
received a Nobel Prize in Chemistry. In Archaea, ATP synthesis is carried out by a differ-
ent member of the ATPase family, called A-ATPase. However, the activity of ATPases is
reversible, and in certain cases they are used to hydrolyze ATP for creating ion gradients.

*1The proton gradient is also known as proton motive force (pmf) or Δ𝑝.



Enzymatic Catalysis ■ 769

This process involves, e.g., V-ATPases which are present in vacuoles, and bacterial ATPases,
which create proton gradients to drive processes such as chemotaxis and transport.

ATP synthase has a complex structure but can be viewed as a construction containing
four main operational parts (for a more detailed description of their function see below):

• F0 (‘rotor’)– a transmembrane domain that contains a proton channel (subunit a) and
a cylinder (c subunits). When protons flow through the channel, they induce rotation
of the c cylinder.

• F1 – an extramembrane domain that catalyzes ATP synthesis or hydrolysis. Its cat-
alytic part contains six subunits arranged in alternation: three 𝛼 subunits and three 𝛽
subunits (𝛼3𝛽3). The latter perform the actual catalysis.

• The 𝛾 subunit (‘shaft’) – an elongated part that connects the centers of F0 and F1. Its
role is transmitting mechanical energy between the two.

• The stator – an elongated part, composed of different subunits that connects F0 and
F1 from the periphery. Its role seems to be preventing the rotation of the 𝛼3𝛽3 part of
F1 due to its contact with the rotating 𝛾 shaft [75].

How does this machine work, exactly? Numerous studies and crystal structures of the en-
zyme in different modes point to an interesting and sophisticated mechanism (for reviews
see [72,77,78]). In general, the mechanism can be viewed as including two main steps:

1. Proton transport and F0 rotation.
When protons flow through F0 down their electrochemical gradient (e.g., from the
intermembrane space to the matrix in mitochondrial F0F1-ATPase), the release of
the potential energy stored in the gradient induces rotation of the F0 c-ring [72] (Fig-
ure 9.13b). The coupling between proton flow and F0 rotation is mediated by several
aspartate or glutamate residues (depending on the organism) in the C-terminus of
each of the F0c subunits [79]. The side chain carboxyl groups of these residues (dark
blue circles in Figure 9.13b) are exposed on the circumference of the c ring. When
protons enter the a subunit of F0, they protonate the aspartate and glutamate residues
in the interface between the a subunit and the c cylinder [72,80]. This neutralizes the
negative charge on the corresponding aspartate and glutamate residues, which drives
them to move in a certain direction towards a more hydrophobic environment. As
a result, adjacent c ring aspartate and glutamate residues move towards the vacated
place and occupy it. There, they, too, undergo the same process of charge neutraliza-
tion and diffusion. Altogether, these steps generate an enduring rotation of the c ring
in the direction indicated. The rotation carries the protonated aspartate and gluta-
mate side chains around until they reach a second site in contact with the a subunit,
where the local environment (a basic residue in the a subunit) deprotonates them and
releases the protons from the enzyme. Thus, protons entering the F0 domain in one
place leave it from another, to the opposite side of the membrane. The direction and
magnitude of the proton gradient (e.g., −180mV inwards in mitochondria) ensure
that the rotation is unidirectional [72].

2. Transmission of rotation energy and ATP synthesis by F1.
The mechanical energy of the F0 rotation is transmitted by the 𝛾 subunit shaft to F1,
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(a)

(b)
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(c)

FIGURE 9.13 ATP synthase. (a) A structural model of the bacterial ATP synthase. F0 is the trans-
membrane part of the enzyme, responsible for proton transfer. F1 is the extramembrane part of the
enzyme, responsible for ATP synthesis and hydrolysis. The subunits of the enzyme are noted. The
image is taken from [76]. (b) A schematic model explaining how the flow of protons through F0 gen-
erates rotation (see details in the main text). Taken from [72]. (c) Binding-change model for ATP
synthase. Each of the 𝛽 subunits of F1 may possess an open/empty (O), ADP + P𝑖-binding (L) or
ATP-binding (T) conformation, depending on its interactions with the 𝛾 subunit (yellow triangle).
Proton flow through F0 leads to its revolution, which is transmitted to F1 by the 𝛾 subunit. A 360°
revolution of the 𝛾 subunit takes each 𝛽 subunit through all of the three conformations, which con-
stitute a complete cycle of ATP synthesis by the three 𝛽 subunits. This happens in three main steps,
each involving a 120° revolution of the 𝛾 subunit. ADP and ATP are marked in the image as Ad-P-P
and Ad-P-P-P, respectively, where the 𝛾-phosphate of ATP is marked in bold red.
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which results in ATP synthesis. Each 𝛽 subunit of F1 exists at a given time in one of
the following three conformations:

• O (open, or empty) – this conformation does not bind ligands because it is
formed when the bulge ‘pushes’ the subunit away from the complex.

• L (loose) – binds preferably Mg−ADP + P𝑖.
• T (tight) – binds preferably ATP.The 𝛾-phosphate is coordinated to an arginine-

containing motif in the adjacent 𝛼 subunit [81]*1.

The specific conformation of each 𝛽 subunit at any given time depends on its interac-
tion with the 𝛾 subunit. The latter is asymmetric, and therefore its interactions with
the surrounding 𝛽 subunits are also asymmetric*2. Thus, at any given time, one of the
𝛽 subunits has the O conformation, another has the L conformation, and the third
has the T conformation. When the 𝛾 subunit rotates 120°, its interaction with each
of the three 𝛽 subunits changes. This induces the following conformational changes,
each in a different 𝛽 subunit (Figure 9.13c):

(a) O ⟶ L: this change makes the empty 𝛽 subunit bind ADP and P𝑖.
(b) L ⟶ T: this change makes the 𝛽 subunit chemically convert its bound ADP

and P𝑖 into ATP.
(c) T ⟶ O: this change makes the ATP-bound 𝛽 subunit release its ATP.

Thus, each 120° rotation of the 𝛾 subunit leads to the formation of one ATP from ADP
and P𝑖, which means that a complete (360°) rotation leads to the synthesis of three ATP
molecules. The number of protons needed to complete this task depends on the number of
c subunits in F0, and this number changes between organisms.

(Videos showing the operation of ATP synthase can be found at www.mrc-mbu.cam.ac.
uk/research/atp-synthase/molecular-animations-atp-synthase.)

9.1.5.3.2 Peptide hydrolases (EC 3.4) [82]

Peptide hydrolases, commonly called peptidases or proteases, are a diverse group of enzymes
that cleave peptide bonds in peptides and proteins, respectively. They act constantly inside
all cells and tissues in our body, as well as during food digestion.These processes release free
amino acids to cells or to circulationwhich, in turn, facilitate the production of new proteins
and small bioactive compounds (see Chapter 2). Therefore, such hydrolases are highly im-
portant to the metabolism of all organisms, as reflected by their genomic prevalence (~2%
of the genome). The prevalence and functional importance of proteins in living organisms
make proteases in their vicinity potentially dangerous. To prevent massive degradation of
proteins in cells and tissues, proteases are highly regulated at different levels. For example,
proteases that are destined to be secreted are usually produced in an inactive form inside
the cell (a zymogen) and become activated only after their secretion. Another form of regu-
lation is compartmentalization; many eukaryotic proteases are sent after their synthesis to

*1The 𝛼 subunits also bind nucleotides, but they are not involved in ATP synthesis.
*2The 𝛾 subunit is cranked, and when its convex side comes in contact with a 𝛽 subunit, it pushes the

subunit [73]. This exposes the nucleotide-binding site in the subunit and induces the release of the bound
nucleotide.

www.mrc-mbu.cam.ac.uk/research/atp-synthase/molecular-animations-atp-synthase
www.mrc-mbu.cam.ac.uk/research/atp-synthase/molecular-animations-atp-synthase
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intracellular lysosomes, where they are physically separated from cytosolic proteins. These
enzymes are usually active only in acidic pH, which prevents them from being activated
prematurely, before reaching the lysosome. Finally, cells use various inhibitors to control
the activity of proteases.

As mentioned above, peptide hydrolases have historically been grouped according to
the positions that they act upon in the polypeptide chain. Endopeptidases cleave peptide
bonds inside the chain, whereas exopeptidases cleave bonds near the N′ or C′ of the chain.
Exopeptidases can be further divided according to the number of residues released from the
termini:

• Aminopeptidases (EC 3.4.1) – release the first residues of the polypeptide chain.

⋄ Dipeptidyl peptidases (EC 3.4.14) – release the first two residues of the polypep-
tide chain.

⋄ Tripeptidyl peptidases (EC 3.4.14) – release the first three residues of the polypep-
tide chain.

• Carboxypeptidases (EC 3.4.2) – release the last residues of the polypeptide chain.

⋄ Peptidyl dipeptidases (EC 3.4.15) release the last two residues of the polypeptide
chain.

Finally, dipeptidases (EC 3.4.3) act on isolated dipeptides.
Both exopeptidases and endopeptidases are specific towards the amino acids they

cleave. For example, the digestive enzyme trypsin (EC 3.4.21.4) preferentially cleaves pep-
tide bonds adjacent to lysine or arginine, whereas another digestive enzyme, chymotrypsin
(EC 3.4.21.1), has a preference for the three aromatic amino acids. The specificity is de-
termined by binding subsites, each recognizing a different amino acid in the sequence of
residues flanking the labile bond. Together, these subsites enable the peptidase to recognize
and bind to a specific short sequence in the target protein or peptide and cleave the pep-
tide bond between two specific residues. Following Schechter and Berger’s model [83], the
subsites are numbered according to their relative positions with respect to the catalytic site
(where the labile peptide bond is positioned): the subsites on the N-terminal side of the
active site are called S1, S2 and on, and those on the C-terminal side are called S1′, S2′ and
on. Thus, the labile bond is always between the S1 and S1′ subsites.

Peptide hydrolases are commonly grouped into the following types, based on the nucle-
ophilic residue that is used for catalysis [82]:

1. Serine proteases [84,85] – the largest group of proteases. These enzymes catalyze bond
cleavage by using the hydroxyl group of a serine residue, in conjunction with a his-
tidine residue and usually also an aspartate (catalytic triad). The conditions under
which serine proteases act make them particularly suitable as extracellular enzymes,
such as those participating in food digestion (e.g., trypsin, chymotrypsin, and subtil-
isin (EC 3.4.21.62)).

2. Threonine proteases – catalyze bond cleavage by using the hydroxyl group of a thre-
onine residue. The best known example of this type of enzyme is the proteasome
(EC 3.4.25.1), which degrades ubiquitin-attached proteins in eukaryotic cells as a rou-
tine part of these proteins’ turnover [86,87] (see also Chapter 2).
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3. Cysteine proteases [88] – catalyze bond cleavage by using the thiol group of a cysteine
residue. Since thiol groups are prone to oxidation, many cysteine proteases act within
the reducing environment of the cell. A well-known example of cysteine proteases is
the plant enzyme papain (EC 3.4.22.2).

4. Aspartic proteases [89] – catalyze bond cleavage by using a water molecule that is ac-
tivated by a pair of aspartic acid residues. A well-known example of aspartic proteases
is the gastric enzyme pepsin (EC 3.4.23.2), which participates in food digestion.

5. Glutamic proteases [90,91] – a small group of fungal proteases that act under acidic pH
and catalyze their reactions by using a glutamate-glutamine dyad. The representative
enzyme of this group is scytalidopepsin B (EC 3.4.23.32).

6. Metalloproteases [92–94] – the second largest group of proteases, involved in a diverse
range of physiological processes, including digestion, tissue remodeling, blood pres-
sure regulation, and more [95]. These enzymes catalyze bond cleavage using a metal,
usually Zn2+, which participates in creating a hydroxide (OH– ) nucleophile by po-
larizing a catalytic water molecule. A well-known example of zinc-dependent met-
alloproteases is thermolysin (EC 3.4.24.27), a bacterial peptide hydrolase that cleaves
peptide bonds adjacent to large hydrophobic residues [96].The thermostability of ther-
molysin has made it popular in different industries. For example, it is used to produce
the artificial sweetener aspartame in the food industry, whereas in laundry detergents
it is used to degrade protein stains [97].

In addition to these major groups, there are also asparagine, mixed, and unknown peptide
hydrolases.

The above classification and naming methods of peptide hydrolases have recently been
succeeded by the MEROPS system [90], which is based on the structural similarities among
these enzymes.This system is consideredmore biologically relevant than previousmethods,
because structural similarities among proteases reflect their evolutionary relationships, and
in many cases are also indicative of common functional properties.

9.1.5.4 Lyases (EC 4)
Lyases catalyze non-hydrolytic elimination or addition reactions, that is, reactions in which
covalent bonds are cleaved or formed in the substrate without the use of water or oxida-
tion [27].Thus, in contrast to hydrolases, a lyase has a single substrate in one direction (cleav-
age) and two in the other (condensation). The process of bond cleavage involves a leaving
group and often the formation of either a double bond or a ring structure. For example:

Scheme 9.4. A−B−OH ⟶ A + B−−O

In the opposite direction, lyases catalyze the addition of small molecules to C−−C, C−−N,
or C−−O bonds. Like hydrolases, lyases tend to make extensive use of nucleophilic catalysis
(see Subsection 9.3.3.3 below), and the second numeral in a lyase’s EC number designates
the general type of cleaved or formed bond:

• EC 4.1 – C−C bonds
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• EC 4.2 – C−O bonds

• EC 4.3 – C−N bonds

• EC 4.4 – C−S bonds

• EC 4.5 – C−halide bonds

• EC 4.6 – P−O bonds

• EC 4.7 – C−P bonds

• EC 4.99 – other lyases

The third numeral of a lyase’s EC number refers to the specific type of bond, or to the chem-
ical group containing this bond (carboxyl, aldehyde, etc.). Finally, the fourth numeral spec-
ifies the exact substrate of the enzyme. The systematic names of lyases take the form of sub-
strate group-lyase (e.g., indole-3-carboxylate carboxy-lyase). Two well-known metabolic re-
actions of this type are decarboxylation, which involves the cleavage of a C−C bond with the
release of CO2

*1, and aldol cleavage (a reversal of aldol condensation*2) with a release of H2O
(e.g., Figure 9.14). The enzymes involved in these types of reactions are commonly called
‘decarboxylases’ and ‘aldolases’, respectively. When the reaction results in bond formation,
the enzyme is sometimes referred to as a ‘synthase’*3. Another common name, ‘dehydratase’,
is used when the leaving group is H2O (i.e., water elimination reaction).

Certain lyases use the pyridoxal phosphate (PLP) coenzyme to facilitate bond cleav-
age [62]. We have already encountered this coenzyme in aminotransferases (see Subsec-
tion 9.1.5.2.1), where it is used to separate the 𝛼-amino group from the rest of the substrate.
In lyases, PLP can be used to facilitate 𝛼, 𝛽 or 𝛾 elimination of a substituent from an amino
acid. As in aminotransferases, here, too, PLP acts by drawing electrons from the bond in-
tended for cleavage and by stabilizing the negatively charged transition state. This happens,

Fructose 1,6-bisphosphate
(closed)

Fructose 1,6-bisphosphate
(open)

Glyceraldehyde
3-phosphate

+

Dihydroxylacetone
phosphate

FIGURE 9.14 Fructose 1,6-bisphosphate cleavage carried out by aldolase during glycolysis.The
reaction involves the open form of the molecule, which is in equilibrium with the closed form that
is dominant in solution. The cleavage is between the third and fourth carbons. For clarity, explicit
hydrogens are not shown. The carbon atoms in the reactants and products are numbered.

*1Decarboxylases can also catalyze the opposite reaction (carboxylation).They should not be confused with
carboxylases of the ligase class (EC 6.3 and 6.4).

*2Aldol condensation is a reaction inwhich an enol or an enolate reacts with a carbonyl compound to form a
𝛽-hydroxy-aldehyde or 𝛽-hydroxy-ketone. A well-known example is the formation of citrate from acetyl-CoA
and oxaloacetate in the Krebs cycle.

*3Not to be confused with ‘synthetase’, which is a common name for some ligases (EC 6).



776 ■ Proteins: Structure, Function & Motion

for example, in ornithine decarboxylase (EC 4.1.1.17). Other lyases (e.g., pyruvate decarboxy-
lase; EC 4.1.1.1) use the vitamin B1-derived coenzyme thiamine pyrophosphate (TPP) (Fig-
ure 9.15a) to catalyze the same type of reaction [98]*1. Notably, the mechanism used by
TPP is very similar to that of PLP: TPP acts as an electron sink to stabilize the nega-
tive charge that forms on the transition state of the reaction. This process is facilitated by
TPP’s thiazolium ring, which, like the pyridinium ring of PLP, contains a positively charged
nitrogen atom and delocalized 𝜋 electrons. In both cases, the reaction starts with proton
abstraction from a carbon atom. However, whereas in PLP-dependent reactions the proton
is abstracted from the substrate, in TPP-dependent reactions the proton is abstracted from
TPP itself, i.e., from its C2 carbon, which ismuchmore acidic than regular aliphatic carbons
(Figure 9.15b step 1).The proton is transferred to an active site glutamate side chain, and C2
becomes a carbanion.The latter is an efficient nucleophile, and is therefore able to attack the
substrate’s Cα, binding it covalently (Figure 9.15b, step 2). At the same time, the carbonyl
oxygen of the substrate is protonated by TPP’s amino group, which turns the carbonyl into a
hydroxyl. In the next step, the electrons of the Cα−COOHbond are drawn to the thiazolium
ring, a process that weakens the bond and leads to its breaking (Figure 9.15b, step 3). In the
next step, Cα is protonated by an active site aspartate residue, which turns the double bond
between TPP and the substrate into a single bond (Figure 9.15b, step 4). Deprotonation of
the substrate’s OH group by TPP’s imine group facilitates the breaking of the TPP-substrate
bond, and the latter leaves as an aldehyde (Figure 9.15b, step 5). The last two steps involve
the recycling of TPP for the next round of catalysis.

Note that TPP is used to decarboxylate 𝛼-keto acids. In 𝛽-keto acids, decarboxylation
happens spontaneously and does not require TPP (or PLP). This is because in 𝛽-keto acids
the negative charge resulting from decarboxylation is stabilized by enolate-ketolate reso-
nance of the 𝛽-carbonyl group (Figure 9.15c top). In 𝛼-keto acids such resonance is impos-
sible, and TPP is required as a ‘surrogate stabilizing 𝛽-group’ to stabilize the charge [99]

(Figure 9.15c bottom). This is why 𝛼-keto acids such as pyruvate, 𝛼-ketoglutarate, oxaloac-
etate and glyoxylate are much more common than 𝛽-keto acids; the latter are usually not
stable enough in aqueous solutions under physiological conditions [99]. Still, some 𝛽-keto
acids, such as acetoacetate, do play roles in metabolism.

(a)

FIGURE 9.15 The use of thiamine pyrophosphate (TPP) for decarboxylation of 𝛼-keto acids.
(a) The chemical structure of thiamine pyrophosphate. The active thiazolium ring is marked.

*1TPP participates in reactions involving the cleavage between a carbonyl group and an adjacent reactive
group [98] (see Table 9.3 at the end of the chapter).
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(b)
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(c)
decarboxylation

ketolate enolate

decarboxylation

FIGURE 9.15 The use of thiamine pyrophosphate (TPP) for decarboxylation of 𝛼-keto
acids. (Continued) (b) The catalytic mechanism involving TPP (see main text). (c) Spontaneous
decarboxylation of 𝛽-keto acid (top) versus TPP-facilitated decarboxylation of 𝛼-keto acids (bot-
tom). In both cases the carboxyl group is in red and the keto group is in purple. Only the thiazolium
ring of TPP is shown. The 𝛼 and 𝛽 positions in the molecules are marked. In 𝛼-keto acid decarboxy-
lation, a 𝛽-carbonyl group is absent, and TPP acts as a ‘surrogate’ 𝛽-group to stabilize the negative
charge on the transition state.
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9.1.5.5 Isomerases (EC 5)
Isomerases are one of the two smallest enzyme classes, constituting only 5% of the enzymes
in the ExplorEnz database [31].They catalyze the interconversion betweenmolecular isomers
through geometric or structural changes. Such reactions include either of the following [27]

(see more below):

• The transfer of a chemical group from one position to another in the substrate:

Scheme 9.5. X−A−B−Y ⟶ Y−A−B−X

• A change between the S and R stereo-configurations of a chiral center.

• A change between the cis and trans configurations of a double bond.

Because all changes catalyzed by isomerases are internal, these enzymes always have one
substrate and one product. A well-known example is the conversion of citrate to isocitrate
by aconitase (EC 4.2.1.3), a Krebs cycle reaction (Figure 9.16). In this reaction, anOH group
is transferred from C3 to C5 within the molecule, thus allowing the subsequent oxidative
decarboxylation reaction to take place [41].

In the ECnumber of a lyase the second numeral designates the type of reaction catalyzed
by the enzyme. The reaction types also form the basis for the common names of lyases:

• EC 5.1 – Racemases and epimerases.
These enzymes catalyze the interchange between the S and R configurations in the
substrate. Racemases do so in a substrate having only one chiral center. For example,
in amino acid racemases (e.g., alanine racemase; EC 5.1.1.1), the L-(2S) and D-(2𝑅)
enantiomers are interconverted via Cα deprotonation by one active site residue, fol-
lowed by reprotonation of the same atom by another residue, this time from the oppo-
site side [100]. Epimerases catalyze the interchange between S and R configurations of
a single chiral center in a substrate having more than one center. For example, UDP-
glucose 4-epimerase (EC 5.1.3.2) changes glucose to galactose (and vice versa) while
bound to the nucleotide UDP. The two monosaccharides have six carbons and four
chiral centers, but differ only in the configuration of the C4−OH group.

• EC 5.2 – Cis-trans isomerases.
These enzymes catalyze the change between the cis and trans configurations of a dou-
ble bond. For example, prolyl isomerase (EC 5.2.1.8) acts on the peptide bond of in-
traprotein proline residues.

• EC 5.3 – Intramolecular oxidoreductases.
These enzymes catalyze the transfer of electrons within the substrate. In cases where
the initial and final electronic states of themolecule readily interconvert (e.g., keto and
enol states), the enzyme catalyzing the reaction is commonly called a tautomerase.

• EC 5.4 – Intramolecular transferases.
These enzymes, which are sometimes called mutases, catalyze the transfer of a chem-
ical group from one position to another within the substrate. For example, phos-
phoglycerate mutase (EC 5.4.2.1) acts in glycolysis to convert 3-phosphoglycerate
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Citrate Aconitate Isocitrate

H2O H2O

FIGURE 9.16 Citrate isomerization by aconitase during the Krebs cycle. The carbons of the
molecules are numbered. First step – dehydration of citrate.The hydroxyl group and hydrogen atom
that leave the molecule are in red, as well as the double bond that is formed in aconitate. Second
step – hydration of aconitate. The hydroxyl group and hydrogen atom that insert into the molecule
are in green.

into 2-phosphoglycerate. The intramolecular rearrangement catalyzed by mutases of-
ten involves a replacement of a hydrogen atom in one position with another atom
at a different position. The latter atom is usually a part of an acyl, phosphoryl,
amino, or hydroxyl group. Mutases that catalyze carbon skeleton rearrangements
(e.g., methylmalonyl-CoA mutase; EC 5.4.99.2) and amino group transfers (e.g., D-
ornithine 4,5-aminomutase; EC 5.4.3.5) use adenosylcobalamin (a form of coenzyme
B12) as a cofactor [101] (see Subsection 9.4.2 for mechanistic details).

• EC 5.5 – Intramolecular lyases.
This subclass has only one sub-subclass, which comprises enzymes catalyzing the in-
terconversion between the open and closed states of a ring structure within the sub-
strate.

• EC 5.99 – Other isomerases.
The third numeral of the EC number of an isomerase refers to the type of substrate
on which the enzyme acts, and the fourth numeral specifies the exact substrate.

9.1.5.6 Ligases (EC 6)
Ligases are the smallest enzyme class, constituting only 3% of the enzymes in the ExplorEnz
database [31]. Still, they participate in many central metabolic reactions, e.g., amino acid
synthesis, DNA and RNA repair, and ammonia fixation in higher plants [102]. They cova-
lently attach two substratemolecules (via different bond types, see below) to form one prod-
uct, using the energy derived from the hydrolysis of a phosphorylated nucleotide, usually
ATP [27,102]:

Scheme 9.6. A + B + ATP ⟶ A−B + ADP + P𝑖

Accordingly, the systematic names of these enzymes take the form of substrate1:substrate2
ligase. The phosphate group transferred from ATP may be its free 𝛾-phosphate (e.g. [103]) or
its AMP-bound 𝛼-phosphate [104].The former case involves hydrolysis of the β−𝛾 phosphate
bond in ATP (releasing ADP), whereas the latter case involves hydrolysis of the α−β phos-
phate bond, releasing pyrophosphate (PP𝑖). Pyrophosphate breaks down readily in aqueous
solutions, which pushes the reaction equilibrium even further.

As explained in Subsection 9.1.3 above, ATP is often used to drive energy-demanding
biological processes (such as synthesis of molecules), and this function of ATP is facilitated
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by enzymes that couple between ATP hydrolysis and other processes. How can ATP hy-
drolysis drive other processes? ATP is said to contain ‘energy-rich bonds’ (P−P anhydride
bonds), the hydrolysis of which ‘releases’ much energy. This description, however, does
not provide any mechanistic information about how the released energy is channeled into
processes such as ion pumping, bond breaking or bond formation. We saw earlier that the
mechanism of such energy channeling involves the transfer of one of the products of ATP
hydrolysis (usually P𝑖) to a target molecule. As explained in Chapter 2, when the bulky and
charged P𝑖 group is transferred to a protein residue (serine, threonine, or tyrosine), it acts
sterically and electrostatically to induce conformational changes, which are required for the
protein’s function. In Subsection 9.1.5.2.2 above, we saw that P𝑖 transfer can also change the
fate of small molecules. For example, phosphorylation of glycolytic metabolites facilitates
their subsequent oxidation.Here, too, phosphorylationmay act by inducing conformational
changes. That is, the phosphorylated molecule may induce conformational changes in the
enzyme binding it, which ultimately help the enzyme to carry out catalysis. However, phos-
phorylation of the small molecule may also act directly by activating the molecule, i.e., by
changing its electronic properties and thus making it more amenable to catalysis. This is
exactly what happens in ligase-catalyzed reactions. Ligases channel the energy of ATP hy-
drolysis to the ligation reaction by phosphate-induced substrate activation; specifically,
the ligase destabilizes a bond in the substrate.This is demonstrated in the synthesis of (R)-
pantothenate from (R)-pantoate and 𝛽-alanine by pantoate-beta-alanine ligase (EC 6.3.2.1)
(Figure 9.17a). The reaction involves the formation of a C−N bond between the two sub-
strates, at the expense of a C−Obond in (R)-pantoate (Figure 9.17b). Since the C−Obond is
stable, it needs to be destabilized for the reaction to proceed.The transfer of an AMP-bound
phosphate to (R)-pantoate achieves this destabilization, and facilitates the breakage of the
C−O bond (the ‘leaving group effect’). In some ligases that catalyze carboxylation reactions
(e.g., pyruvate carboxylase; EC 6.4.1.1) the substrate activationmechanism is somewhat dif-
ferent and requires both a phosphate and the cofactor biotin.

In the EC number of a ligase, the second numeral designates the type of bond that is
formed:

• EC 6.1 – C−O bonds

• EC 6.2 – C−S bonds

• EC 6.3 – C−N bonds

• EC 6.4 – C−C bonds

• EC 6.5 – phosphoester bonds

• EC 6.6 – N−metal bonds

In the first three subclasses the third numeral of the EC number refers to the specific bond
that is formed. The rest of the subclasses are not further divided into sub-subclasses. Some
ligases have common names such as synthetase*1, or carboxylase. A well-known example of
a ligase is DNA-ligase, which is a central component of the DNA replicating machinery.
This enzyme is responsible for connecting the Okazaki fragments during the synthesis of
the lagging strand of DNA.

*1Not to be confused with ‘synthase’, which is a common name for some lyases (EC 4).
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(a)

𝛽-alanine
+

(R)-pantoate

+ATP
(R)-pantothenate

+AMP + PP𝑖

(b)

+ 1 +

2
ATP (R)-pantoate

(R)-pantothenate

FIGURE 9.17 The mechanisms of ligases. The figure shows the mechanism of pantoate-beta-
alanine ligase (EC 6.3.2.1). (a) The overall reaction. (b) The mechanism of the reaction, adapted
from the MACiE database (entry M0229). Step 1: a nucleophilic attack of (R)-pantoate’s carboxylate
on the 𝛼-phosphate of ATP (written here as Ad−PO4−PO4−PO4), creating an activated intermedi-
ate and releasing pyrophosphate (PP𝑖). Step 2: a nucleophilic attack of 𝛽-alanine’s amino group (in
its deprotonated form), creating (R)-pantethonate and releasing AMP (written here as Ad−PO4).

9.1.5.7 Catalytic promiscuity
Whilemost enzymes catalyze a single, specific chemical reaction, somehave been shown
to catalyze multiple reactions*1, albeit with different efficiency. This phenomenon is
commonly known as ‘catalytic promiscuity’. For example, certain enzymes have been
found to hydrolyze both cyclic ester (lactone) bonds and phosphoester bonds, albeit at dif-
ferent rates [105]. Another example is the Candida antarctica lipase B (CAL-B; EC 3.1.1.3).
This enzyme, which normally degrades ester bonds in triacylglycerol, has also been shown
to catalyze amide hydrolysis (EC 3.4) [106], in addition to two types of C−C bond forma-
tions: aldol condensation (EC 4.1) [107], and Michael addition (EC 4.4) [108] (see more exam-
ples in [109]). These examples raise questions as to how a single active site, which contains
a certain catalytic machinery, can carry out multiple different reactions. One scenario in
which this could happen is when the different reactions catalyzed by the enzyme use dif-
ferent residues for catalysis. For example, in the case of CAL-B, the native reaction (triacyl-
glycerol hydrolysis), which involves nucleophilic catalysis (see Subsection 9.3.3.3 below),
uses the entire Ser-105-His-224-Asp-187 catalytic triad. In contrast, the Michael addition
and aldol condensation reactions, which are catalyzed by the same active site, use only the
His-224-Asp-187 dyad, for acid-base catalysis (see Subsection 9.3.3.5 below). An alterna-
tive scenario in which a single active site might catalyze multiple different reactions is when

*1These different reactions may be reflected in the first, second or third numerals of the EC number.
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the same residues participate in all reactions, but have different protonation states in each
reaction and therefore different catalytic roles (e.g., as in acid-base catalysis, see [109] for
examples).

In either scenario of catalytic promiscuity, the enzyme may be able to bind multiple
different substrates (substrate promiscuity). Indeed, most enzymes are able to catalyze the
same principal reaction on a group of similar substrates, but they are also able to bind other
substrates. The structural and/or chemical differences between the native substrates of an
enzyme and the other substrates it binds may allow different substrates to undergo different
reactions inside the active site, because of their different levels of accessibility to active site
residues, or because they induce different protonation states in these residues. These pa-
rameters can also be affected by conformational changes in the enzyme. In metalloenzymes
a change in the identity of the catalytic metal may result in different function (e.g. [110,111]).

Catalytic promiscuity has been suggested to serve as an evolutionarymechanism for
the development of enzymes catalyzing new reactions [112,113] (see also the discussion on
protein functional evolution in Chapter 2, Subsection 2.4.3.3). For example, in a popula-
tion of enzymes catalyzing reaction A, an enzyme capable of catalyzing both reaction A
and B could serve as an ‘intermediate’ in the functional shift towards enzymes catalyzing
reaction B. Such a process of ‘divergent evolution’ would require the genetic duplication of
the promiscuous enzyme, after which reaction B would be permanently set by further mu-
tations and natural selection [109]. The aforementioned enzymes displaying both lactonase
and phophoesterase activity are an interesting example; it is thought that enzymes in this
group, which display stronger phosphoesterase activity, actually evolved from lactonases
during the 20th century in response to the wide use of organophosphates as synthetic pesti-
cides [105]. It should be noted that catalytic promiscuity observed in vivo is less common than
that demonstrated in vitro; inside cells, promiscuity is often prevented or kept to aminimum
by regulation. For example, in many cases the natural substrate is also an allosteric activa-
tor of the enzyme. Thus, the enzyme becomes active only in the presence of this substrate,
which is a good way to ensure that the enzyme does not work on other substrates [109]. In
such cases, even if the enzyme is able to bind other substrates and catalyze either the same
reaction or other types of reactions, it will not do so, since it cannot be allosterically activated
by the other substrates.

A somewhat similar phenomenon to catalytic promiscuity is observed in (different)
enzymes that have the same fold yet catalyze different reactions (see Chapter 2, Subsec-
tion 2.4.3.3). This phenomenon, which is common in enzyme superfamilies, seems at first
to contradict the paradigm dictating that the function of a protein results directly from its
three-dimensional structure or fold. However, as explained in Chapter 2, while enzymes
in the same superfamily may catalyze different reactions, they usually share the same
principal catalytic mechanism and differ only in the secondary catalytic stages, or in
their specificity towards their substrates, coenzymes, or regulating ligands [114,115]. This
is clearly evident in the enolase superfamily.Themembers of this superfamily possess a com-
mon fold, yet catalyze 14 different biochemical reactions. In-depth analysis shows that while
the 14 specific reactions are indeed different, they all include a common catalytic step: the
abstraction of a proton from a carboxyl-bound carbon in the substrate [116]. In these en-
zymes the abstraction of the proton is carried out by a residue acting as a general base, and
the enolate transition state is stabilized by a divalent metal cation. However, whereas the
deprotonation of the 𝛼-carbon is conserved, the residue acting as the general base is not;
nor is its orientation.
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The importance of the core catalytic machinery to the enzyme’s function is also demon-
strated by a more extreme phenomenon: In some cases, enzymes with no common origin
and different sequence and/or structure may perform the same reaction type, provided
that they have the same catalytic residues [117,118]*1. This happens, for example, in the ser-
ine proteases chymotrypsin and subtilisin, which catalyze the same reaction (proteolysis)
yet have unrelated structures.

Asmentioned above, promiscuity is considered an important facilitator in the evolution
of enzymes on Earth. Accordingly, it has occurred to enzyme engineers that they can learn
from evolution how to alter their enzymes to achieve different substrate specificity and/or
catalytic activity. To this end, they track the evolutionary path of a focal enzyme, looking
for predecessors that possess promiscuous activity. Analysis of these ancestral enzymes can
help researchers to pinpoint specific residues that have been involved in the shift of sub-
strate specificity or catalytic activity. Then, they can induce changes in the corresponding
residues of evolved enzymes in order to influence these enzymes’ activity (for more details
and references see reviews by [119,120])

9.2 ENZYME KINETICS

Enzyme-catalyzed reactions are complex and involve multiple steps, from the initial bind-
ing of the reactant(s) to the enzyme, through the shift between the various chemical inter-
mediates along the reaction coordinate. While only the slowest steps determine the rate of
the reaction (represented by the constant kcat), a true understanding of enzyme-mediated
catalysis requires a detailed characterization of all steps and intermediates. Achieving such
a characterization is often difficult, as it requires the identification of very short-lived indi-
vidual reaction intermediates. Yet, this is possible today thanks to methods that have been
developed to track rapid processes.Thesemethods include stopped-flow, rapid quench-flow,
and relaxation techniques [121,122].

Another important tool for characterizing catalytic steps is X-ray crystallography. There
are numerous enzymes for which the Protein Data Bank contains several different X-ray
structures, determined under different conditions, with different ligands, mutations, etc. In
many cases, these conditions have been set to induce structures of the enzyme at different
points during catalysis, and therefore analysis of these structures can contribute substan-
tially towards elucidating the entire catalytic cycle, or at least key events in it. Finally, the
energy changes underlying the shifts between reactant intermediates and corresponding
protein conformations can be predicted using computational techniques such as molec-
ular dynamics simulations and quantum-mechanical (QM) calculations. As explained in
Chapter 3, QM calculations on entire proteins are not feasible with current computational
power, which is why these calculations are usually carried out using the faster quantum
mechanics/molecular mechanics (QM/MM) approach [123,124]. The QM/MM approach was
originally introduced by Warshel, Levitt and Karplus [125,126] and is widely used today.

The methods discussed above have been available for only a few decades. Before that,
biochemists were limited to general measurements of enzyme activity, inhibition or activa-
tion induced in the presence of different ligands or reaction conditions. The only method
available for understanding enzyme action was to construct mathematical models capable
of explaining enzymatic rate acceleration and catalytic steps using themeasured parameters

*1This phenomenon is indicative of ‘convergent evolution’ (see Chapter 2, Section 2.4.2.1).
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(i.e., kinetic models). As we will see below, this approach has provided interesting insights
over the years about enzymatic catalysis, and has also proven to be useful for understanding
biochemical and physiological pathways, as well for predicting enzyme behavior. In this sec-
tion we describe the most popular model proposed so far: the Michaelis-Menten formalism.
For more in-depth discussions of enzyme kinetics, we direct the reader to more advanced
books or articles on this topic.

9.2.1 Basic concepts
One of the simplestmeans ofmeasuring an enzyme-catalyzed reaction is to track the change
in substrate or product concentration over time, in order to obtain the rate, or velocity (𝑉 ),
of the enzyme. This simple experiment yields the dependency shown in Figure 9.18.

FIGURE 9.18 Formation of product over time in an enzymatic reaction. [P] is the molar con-
centration of the reaction’s product. The slope of the plot in its linear region is the initial reaction
velocity (𝑉0, see main text).

The rate of the enzyme-catalyzed reaction can be calculated from the plot as:

rate = d[P]
d𝑡 (9.4)

(where d[P] is the change inmolar concentration of the product, and d𝑡 is the period of time
over which this change takes place).

The plot shows that the rate of the enzyme-catalyzed reaction diminishes with time.
This may result from various factors, such as the decrease in substrate concentration, in-
hibition by the accumulating product, a change in pH, or thermal inactivation (reversible
or irreversible (denaturation) [127]). In any case, to be able to follow enzymatic activity, it
is customary to measure the initial velocity (rate) of the enzyme (𝑉0), i.e., the rate obtained
at the beginning of the reaction, before it is influenced by external factors. 𝑉0 depends on
the concentrations of the enzyme and the substrate. When 𝑉0 is measured at a fixed enzyme
concentration and increasing substrate concentration, the dependency shown in Figure 9.19
is obtained. This dependency is shared by most enzymes.

The plot reflects an interesting behavior of the enzyme-catalyzed reaction. At low sub-
strate concentrations, the rate of the reaction increases linearly with substrate concentra-
tion, but gradually becomes smaller until no rate increase is observed (i.e., the rate reaches
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[S]0

𝑉0

catalyzed

uncatalyzed

FIGURE 9.19 Catalyzed (blue plot) and uncatalyzed (red plot) initial reaction rates (V0) with
increasing substrate concentrations [S].

a maximal value). To understand why this happens, let us imagine an enzyme with a sin-
gle binding site per enzyme molecule. At low substrate concentrations, when the number
of substrate molecules in the solution is much lower than the number of available enzyme
binding sites, only a small portion of the available sites are occupied and can catalyze their
bound substrate. At this point, any increase in substrate concentration will lead to an in-
crease in the number of occupied binding sites, which will translate into a rise in enzyme
activity (hence the linear dependency). When the substrate concentration is increased to
the point at which it is equal to the concentration of the enzymatic binding sites in the solu-
tion, most sites will be occupied and catalyze their bound substrate (i.e., a state of saturation
is reached). At this point, the rate cannot rise any further, and the measured activity has the
maximal rate that can be achieved at this enzyme concentration. This rate is called maximal
velocity, or 𝑉max. In enzymes havingmore than one binding site per enzymemolecule, higher
substrate concentrations will be needed to achieve saturation, but the kinetic behavior will
be qualitatively the same.This saturation kinetics is a hallmark of enzymatic catalysis and
is different from what is observed in uncatalyzed reactions (Figure 9.19, red line). In the
latter, a linear dependency is maintained at all substrate concentrations because there are
no binding sites that can become saturated.

The above description explains the molecular origin of the observed saturation kinet-
ics of enzymes, yet does not provide any mechanistic or quantitative insights. The work of
German biochemist Leonor Michaelis and Canadian physician Maud Menten [128,129] has
led to a mathematical model that quantitatively describes the saturation kinetics of enzy-
matic reactions, and provides a better understanding of enzyme behavior and mechanisms
of catalysis. Although thismodel is not necessarily valid for all enzymes, especially allosteric
enzymes and those that include complex mechanisms, it covers many natural enzymes and
is still the most popular model in use. The main principles of the Michaelis-Menten model
and its underlying assumptions are described in the following subsection.
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9.2.2 Michaelis-Menten model
The Michaelis-Menten (M–M) formalism refers to chemical reactions that are catalyzed
by an enzyme of fixed concentration, and that are in a steady state*1. In the original Henri-
Michaelis-Menten model, such reactions were described by the following scheme:

Scheme 9.7. E + S
𝑘1−−→←−−𝑘−1

ES
𝑘2−−→ E + P

(where E is the enzyme, S is the substrate, ES is an enzyme-substrate complex, P is the prod-
uct, 𝑘1 and 𝑘−1 are the rate constants of ES formation and breakdown, respectively, and 𝑘2 is
the rate constant of the step in which the product is formed and released from the enzyme,
i.e., the chemical reaction step).

That is, these reactions include two major steps:

1. Enzyme-substrate binding – a rapid equilibrium process with a corresponding con-
stant of 𝐾𝑆 = 𝑘−1/𝑘1. As such, 𝐾𝑆 is an inverse measure of the enzyme’s affinity to its
substrate.

2. Substrate conversion into product and its release into solution – a much slower
processwith a corresponding rate constant (𝑘2) that ismuch smaller than𝑘1 and𝑘−1

*2.
Thus, 𝑘2 describes the rate-limiting step of the reaction, and it is therefore considered
synonymous with the reaction’s catalytic rate (kcat). It should be noted, however, that
since enzyme-mediated reactions contain various intermediates [132,133], the kcat of
such a reaction often reflects several rate constants. In enzymes, kcat is synonymous
with the turnover number of the enzyme, that is, the number of substrate molecules
processed by one enzyme molecule in a unit of time (usually a second).

As mentioned above, the central assumption of the M–M formalism is that enzyme-
catalyzed reactions are in a steady state*3. That is, the concentration of the ES complex
in Scheme 9.7 is assumed to remain constant throughout the reaction. As ES can change ei-
ther to E + S or to P, the corresponding steady-state constant, called the Michaelis constant,
or 𝐾𝑀 , is defined as:

𝐾𝑀 = (𝑘−1 + 𝑘2)
𝑘1

(9.5)

In contrast to the equilibrium constant of the ES complex (𝐾𝑆), the steady-state constant
(𝐾𝑀) can easily be measured in the lab (see below). Therefore, it is often used to approx-
imate 𝐾𝑆 , as an inverse measure of the enzyme-substrate affinity. However, it should be
emphasized that this approximation is correct only when the rate-limiting step is signifi-
cantly slower than the rates of the ES forming or breaking steps (i.e., 𝑘1/−1 ≫ 𝑘2). In such
a case, 𝑘2 can be neglected in Equation (9.5), and 𝐾𝑀 ≈ 𝐾𝑆 . Also, this approximation is
incorrect in complex reactions, in which 𝐾𝑀 is affected by various microscopic rates that
do not necessarily relate to the binding of a single substrate [3].

*1The steady-state assumption was introduced later by Briggs and Haldane [130].
*2This assumption suggests that most enzyme-substrate encounters are futile. A recent study [131] has

demonstrated this to be true for most enzymes: for every 104 to 105 initial encounters, only one results in
product formation.

*3In fact, as long as there is a steady state, the catalyzed process need not even include a fast equilibrium
step, as posited by the original Henri-Michaelis-Menten model [129,130].
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Considering Scheme 9.7 and the fact that 𝑘2 is the rate-limiting step of the entire
enzyme-catalyzed reaction, the initial rate of the reaction can be described, following the
law of mass action*1, as:

𝑉0 = 𝑘2[ES] (9.6)

(where [ES] is the molar concentration of the enzyme-substrate complex).
While this expression is correct, it is not very easy to work with, as [ES] is difficult to

measure. However, when the assumptions of the M–M model are translated into rate equa-
tions (see Box 9.2), the result is the Michaelis-Menten equation:

𝑉0 = 𝑉max[S]
𝐾𝑀 + [S] (9.7)

Indeed, the M–M equation yields the same saturation curve characteristic of enzymatic
catalysis, described in terms of simple, measurable parameters (Figure 9.20).

[S]0

𝑉0

𝑉max

1
2𝑉max

𝐾𝑀

FIGURE 9.20 Graphic representation of the Michaelis-Menten equation. 𝑉max is the maximal
velocity and 𝐾𝑀 is the substrate concentration at which the rate is half of 𝑉max (see explanation in
the main text).

To understand the enzyme’s behavior as described by the Michaelis-Menten equation, let us
focus on three distinct cases, which correspond to different substrate concentration ranges,
and which are represented by three different regions in the Michaelis-Menten plot:

1. [S] ≫ 𝐾𝑀 (most of the enzymatic active sites are substrate-bound)
In this case:

𝐾𝑀 + [S] ≈ [S] (9.8)

And therefore:
𝑉0 = 𝑉max ≈ kcat[E]𝑡 (9.9)

(where [E]𝑡 is the total concentration of the enzyme).
The last part of the equation was derived as follows.When the enzyme is saturated, all
enzyme molecules are substrate-bound (i.e., [E]𝑡 = [ES]). Substituting [E]𝑡 for [ES]
in Equation (9.6) yields 𝑉0 = 𝑘2[E]𝑡 ≈ kcat[E]𝑡.

*1The law ofmass action states that the rate of a reaction is proportional to the product of the concentrations
of the reactant(s) (see Box 9.1).



788 ■ Proteins: Structure, Function & Motion

Thus, under saturation conditions, the enzyme-catalyzed reaction becomes a
pseudo first-order reaction, with the rate depending only on the concentration
of the enzyme ([E]𝑡) (see Box 9.1). Many studies of enzyme activity are carried out
under these conditions (i.e., substrate excess) because the rate is then maximal, and
the turnover number of the enzyme is easy to determine. Also, under these condi-
tions the pseudo first-order kinetics makes the analysis much simpler, as only the
concentrations of the enzyme need to be considered.

2. [S] = 𝐾𝑀
In this case:

𝑉0 = 1
2𝑉max (9.10)

Earlier we encountered a mathematical definition of 𝐾𝑀 , relating it to the rate con-
stants 𝑘1, 𝑘−1 and 𝑘2 (Equation (9.5)). Equation (9.10) shows us another definition of
𝐾𝑀 , which, in contrast to the former definition, allows it to be measured easily: 𝐾𝑀
is the substrate concentration that yields enzymatic activity that is half of 𝑉max
(see Figure 9.20). Indeed, 𝐾𝑀 has concentration units (molar). By extracting the ki-
netic parameters of thousands of natural enzymes from the BRENDA database [33],
Bar-Even and coworkers [3] found that 60% of these enzymes have 𝐾𝑀 values within
the range of 10−5 to 10−3 M. Interestingly, this range is very similar to the concentra-
tion range of most cellular metabolites (10−6 to 10−3 M). This is to be expected; when
[S] ≈ 𝐾𝑀 the enzyme is much more responsive to changes in its substrate concen-
trations than in cases where [S] ≫ 𝐾𝑀 . It therefore stands to reason that enzymes
evolved to have 𝐾𝑀 values that are similar to the concentrations of their natural sub-
strates, as this would allow them to respond adequately to changes in the latter.

3. [S] ≪ 𝐾𝑀 (most of the enzymatic active sites are substrate-free)
In this case:

[E]𝑡 ≈ [E]𝑓 (9.11)

(where [E]𝑓 is the concentration of the free enzyme).
And:

𝐾𝑀 + [S] ≈ 𝐾𝑀 (9.12)

Therefore:
𝑉0 = 𝑉max[S]

𝐾𝑀
(9.13a)

which is a first-order reaction.
As we recall, 𝑉max ≈ kcat[E]𝑡 (Equation (9.9)), which enables us to rearrange Equa-
tion (9.13a) as follows:

𝑉0 ≈ kcat

𝐾𝑀
[E]𝑓 [S] (9.13b)

Equation (9.13b) suggests that under these conditions the reaction is bimolecular (a
second-order reaction), but in fact it is a pseudo-bimolecular reaction, with a cor-
responding pseudo second-order rate constant (kcat/𝐾𝑀) [134]. This is because [E]𝑓
remains virtually constant during the entire reaction, and the rate depends only
(and linearly) on [S], as Equation (9.13a) indicates. As in cases where substrate
concentrations are high ([S] ≫ 𝐾𝑀), here, too, the analysis is much easier, which
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explains why biochemists like to work under such conditions. Moreover, the pseudo
second-order constant 𝑘2/𝐾𝑀 is often used by biochemists as a measure for en-
zyme efficiency (see explanation in Subsection 9.2.3 below).
𝑉max and 𝐾𝑀 can be extracted from simplemeasurements of enzyme rates at different
substrate concentrations, but only when high-enough substrate concentrations are
used to reach 𝑉max. This is rather inconvenient, as it requires the biochemist to carry
out many trial measurements. A solution to this problem comes from rearranging the
M–M equation (Equation (9.7)) into the following form:

1
𝑉0

= 𝐾𝑀
𝑉max

1
[S] + 1

𝑉max
(9.14)

When the equation is presented graphically as the dependency of 1
𝑉0

on 1
[S] , a ‘dou-

ble reciprocal’ plot is obtained (a.k.a. the Lineweaver-Burk plot, Figure 9.21). Like the
original M–M plot, the Lineweaver-Burk plot enables 𝑉max and 𝐾𝑀 to be extracted.
However, because this plot is linear, only a few values of substrate concentration are
needed in order to determine 𝑉max and 𝐾𝑀 (see Figure 9.21). Normally about five
measurements of 𝑉0 are carried out at different substrate concentrations*1, and the
plot is extrapolated to find the axis intercepts. The Lineweaver-Burk plot is very use-
ful for quick extraction of 𝑉max and/or 𝐾𝑀 (e.g., in class), as well as for determining
whether the measured enzyme displays M–M kinetics. Enzymologists, however, sel-
dom use it, and nowadays it is considered to be more of a historical anecdote than
an analytical tool. Instead, measurements of enzymatic catalysis are usually ana-
lyzed automatically by computer programs (e.g., MATLAB® or SigmaPlot) that
perform a direct fit to an M–M model and linear regression analysis, thus yield-
ing more accurate values.

1
[S]

1
𝑉0

0

slope = 𝐾𝑀
𝑉max

− 1
𝐾𝑀

1
𝑉max

FIGURE 9.21 The Lineweaver–Burk (double-reciprocal) plot. The intercept of the plot with the

𝑋 axis is − 1
𝐾𝑀

, its intercept with the 𝑌 axis represents 1
𝑉max

, and the slope of the plot is
𝐾𝑀
𝑉max

.

*1It is important that the concentrations used are within a sufficiently large range, normally between 0.3𝐾𝑀
and 3𝐾𝑀 .
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BOX 9.2 DERIVATION OF MICHAELIS-MENTEN EQUATION

The original Henri-Michaelis-Menten formalism described the enzyme-catalyzed re-
action by the following basic scheme:

E + S
𝑘1−−→←−−𝑘−1

ES
𝑘2−−→ E + P

The scheme used the following assumptions:

1. The binding of the substrate to the enzyme is a rapid equilibrium process.
Later, Briggs and Haldane showed that this assumption is not mandatory, and
the M–M model holds as long as the ES complex is in a steady state, with its
concentration remaining constant throughout the reaction [130]. Applying the law
of mass action, we can write the steady-state assumption as follows:

d[ES]
d𝑡 = 𝑘1[E]𝑓 [S] − (𝑘−1 + 𝑘2) [ES] = 0 (9.2.1)

(where [E]𝑓 is the concentration of the free enzyme).

2. The total concentration of the enzyme, [E]𝑡, does not change over time:

[E]𝑡 = [E]𝑓 + [ES] = constant (9.2.2)

We can derive two extreme situations fromEquation (9.2.2). In the first, substrate
concentrations are very small, so virtually all enzyme particles are free:

[E]𝑡 = [E]𝑓

In the opposite situation, the substrate concentration is so large that the enzyme
is saturated. This means that all enzyme particles are substrate-bound:

[E]𝑡 = [ES]

3. Conversion of the enzyme-bound substrate into product and its release is a
much slower process with a correspondingly small rate constant (𝑘2):

d[P]
d𝑡 = 𝑘2[ES] (9.2.3)

Combining Equations (9.2.1) and (9.2.2) yields:

𝑘1 ([E]𝑡 − [ES]) [S] − (𝑘−1 + 𝑘2) [ES] = 0
𝑘1[E]𝑡[S] = 𝑘1[ES][S] + (𝑘−1 + 𝑘2) [ES]

Dividing both sides by 𝑘1 yields:

[E]𝑡[S] = [ES][S] + (𝑘−1 + 𝑘2)
𝑘1

[ES]
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And since (𝑘−1 + 𝑘2)
𝑘1

= 𝐾𝑀 , then:

[E]𝑡[S] = [ES][S] + 𝐾𝑀 [ES]
[E]𝑡[S] = ([S] + 𝐾𝑀) [ES]

[ES] = [E]𝑡[S]
[S] + 𝐾𝑀

(9.2.4)

Using Equation (9.2.4) to substitute [ES] in Equation (9.2.3) yields:

d[P]
d𝑡 = 𝑉0 = 𝑘2[ES] = 𝑘2

[E]𝑡[S]
[S] + 𝐾𝑀

𝑉0 = 𝑘2[E]𝑡[S]
[S] + 𝐾𝑀

(9.2.5)

Enzymes reach their maximal rate (𝑉max) when they are saturated with substrate:
𝑉0 = 𝑉max. In such cases, [E]𝑡 = [ES] (see Equation (9.2.2)), and Equation (9.2.3)
can be written as follows:

d[P]
d𝑡 = 𝑉max = 𝑘2[E]𝑡

Thus, the expression 𝑘2[E]𝑡 in Equation (9.2.5) can be replaced with 𝑉max:

𝑉0 = 𝑉max[S]
𝐾𝑀 + [S] (9.2.6)

which is the Michaelis-Menten equation.

9.2.3 Use of Michaelis-Menten kinetic parameters for enzyme
analysis

The quantitative and qualitative relations between the different M–M kinetic parameters
enable us to analyze different aspects of enzyme activity and to compare them among en-
zymes.

9.2.3.1 Enzyme-substrate affinity
In enzyme-catalyzed reactions that are not highly complex, and when 𝑘1/−1 ≫ 𝑘2, by Equa-
tion (9.5), it is the custom touse theMichaelis constant (𝐾𝑀) as an approximate (inverse)
measure of the enzyme’s affinity to its substrate(s)*1. As such, 𝐾𝑀 can be used to compare
two enzymes that compete on the binding of the same substrate. The enzyme with the lower
𝐾𝑀 is likely to have a greater affinity to the substrate, and, provided that the substrate is
not in excess concentration (as is usually the case in cells), this enzyme is therefore likely to

*1This, however, should be done with extreme caution, as inmany cases 𝐾𝑀 does not faithfully reflect affin-
ity. This happens especially, but not exclusively, in enzymatic reactions that involve a covalent intermediate.
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catalyze the substrate more often than the other enzyme. Such enzyme pairs may reside, for
example, in the same cell and function in different metabolic pathways. In such a case, the
affinity differences between the enzymes will lead to the prioritization of one of the path-
ways over the other.

A similar case involves different enzymes that function in the same metabolic pathway
but in different organs. For example, hexokinase (EC 2.7.1.1) and glucokinase (EC 2.7.1.2)
are two glucose-phosphorylating enzymes that act in the first step of glycolysis [1]. Glucok-
inase, which acts in liver cells of animals, has a much higher 𝐾𝑀 than hexokinase, which
acts in muscle cells. When blood glucose levels are high (after a meal), both enzymes have
enough glucose to act on. However, when glucose levels drop (betweenmeals or during fast-
ing), it is important for the body to prioritize glucose use. Under such conditions, the 𝐾𝑀
differences between hexokinase and glucokinase confer an advantage in glucose binding to
hexokinase, as it has higher affinity to glucose (lower 𝐾𝑀). This is in line with the corre-
sponding physiological roles of the two organs; the liver is an ‘altruistic’ organ that, among
other things, distributes nutrients to the other (more ‘egoistic’) organs, per their physiolog-
ical needs. When glucose levels are low in the body, it is more important for the muscles
to use it — e.g., for movement or fighting (in animals) — than for the liver to use it. Liver
functions are unperturbed by this prioritization, as the liver can live off fatty acids under
many physiological conditions. The higher affinity of hexokinase to glucose is one way of
ensuring prioritization of glucose use by the muscles over glucose use by the liver.

9.2.3.2 Enzyme efficiency and specificity
The catalytic rate constant, kcat, has traditionally been used as a measure of enzyme activ-
ity and catalytic efficiency, as it represents the number of product molecules formed by
one enzyme molecule in a unit of time (usually a second) [65]. Thanks to the M–M formal-
ism we also know how to easily obtain kcat from measurements of 𝑉0 at saturation (where
𝑉0 = 𝑉max), by dividing 𝑉0 by [E]𝑡 (see Equation (9.9)). However, kcat accounts only for the
efficiency of the catalytic steps of the enzyme, whereas the overall efficiency is also affected
by the enzyme’s affinity to the substrate. A better measure for the enzyme’s efficiency is
providedby kcat/𝐾𝑀

[65]. As explained above, the significance of this quantity is revealed un-
der conditions in which substrate concentrations are much lower than 𝐾𝑀 . Then, by Equa-
tion (9.13b), the reaction becomes a pseudo second-order reaction in which kcat/𝐾𝑀 is the
rate coefficient. Again, the advantage of this quantity over kcat as a measure for efficiency
is that kcat/𝐾𝑀 represents both catalytic (kcat) and affinity-related (𝐾𝑀) contributions to
the total efficiency of the enzyme. Indeed, current studies that compare different enzymes,
or different activities of a single enzyme on different substrates, tend to use kcat/𝐾𝑀 as a
measure of efficiency instead of using just kcat. In Subsection 9.3.3 below we refer to kcat/𝐾𝑀
in terms of interactions between the enzyme’s active site and the ground and transition states
of the substrate.

Analysis of the BRENDA database [33] shows that 60% of the catalogued (natural) en-
zymes have kcat values in the 101 to 102 s−1 range, and kcat/𝐾𝑀 in the 103 to 106 M−1 s−1

range [3]. Interestingly, enzymes that function in central energy metabolism seem to be
on average more efficient than those that function in secondary metabolism, and that
involve metabolites that are produced in specific cells or tissues [3]. Some enzymes, in-
cluding carbonic anhydrase (EC 4.2.1.1), superoxide dismutase (EC 1.5.1.1), and fumarase
(EC 4.2.1.2), are extremely efficient, with kcat/𝐾𝑀 = ~109 to 1010 s−1 M−1 [131]. These en-
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zymes are said to have reached ‘catalytic perfection’, because in the reactions they catalyze
every enzyme-substrate encounter leads to catalysis, and the rate-limiting step is the dif-
fusion of the substrate to the enzyme*1 [136,137]. In other words, the catalytic steps in such
enzymes are so fast, that in contrast to all other enzymes, kcat does not depend on the value
of the reaction energy barrier, 𝐸𝑎, (see Equation (9.2)), but instead on the rate of reactant
diffusion [138].

In cases in which a single enzyme is capable of acting on different substrates, a com-
parison of the efficiency of the enzyme across cases can be used as a measure of speci-
ficity. That is, if the enzyme is much more efficient in catalyzing a certain substrate com-
pared with others, the enzyme can be said to be specific for that substrate. Since the pseudo
second-order rate constant kcat/𝐾𝑀 seems to be the best measure of enzymatic efficiency,
it can also be used as a measure of specificity of the enzyme to one substrate over an-
other (or others) [65]. For this reason, kcat/𝐾𝑀 is also referred to as the ‘specificity constant’.
When comparing different substrates it is important to use the appropriate interpretation of
the specificity constant. For example, the basic Michaelis-Menten scheme presented above
(Scheme 9.7) describes in one step the conversion of the substrate into product and its re-
lease into solution. However, the two sub-steps may have different rate constants [65]. For
example:

Scheme 9.8. E + S
𝑘1−−→←−−𝑘−1

ES
𝑘2−−→ EP

𝑘3−−→ E + P

In such cases kcat/𝐾𝑀 should refer only to the first two steps, assuming that the second step
(substrate conversion into product) is the first irreversible one [65]:

kcat

𝐾𝑀
≈ 𝑘1𝑘2

(𝑘−1 + 𝑘2) (9.15)

These are the only steps that determine specificity; once a substrate completes the first ir-
reversible step, it is committed to forming the product, and no further discrimination can
occur.

A very common case of specificity is when the enzyme can act on two different enan-
tiomers of its substrate (S and R), but has a clear preference for one of them over the
other. This phenomenon is called ‘enantioselectivity’ (E)*2, and it can be expressed as the
ratio between the specificity constants relating to the enzyme’s activity on the two enan-
tiomers*3 [139]:

𝐸 =
(

kcat

𝐾𝑀 )𝑆

(
kcat

𝐾𝑀 )𝑅

(9.16)

𝐸 can be used to calculate the difference in the activation free energy (ΔΔ𝐺#) between the

*1The rate of diffusion of small molecules in aqueous solution is 108 to 109 Lmol−1 s−1 [135] (where L is the
volume in liters).

*2Some enzymes present absolute enantioselectivity, where others show different degrees of preference for
a specific enantiomer.

*3Note that the general form of this equation can be used to express any type of substrate selectivity, not
just enantiomeric.
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enantiomers [139]:
ΔΔ𝐺# = −𝑅𝑇 ln 𝐸 (9.17)

Enantioselectivity should not be confused with the phenomenon of enzymatically creating
a single configuration (𝑆/𝑅) in a pro-chiral substrate. Such ‘stereospecificity’ is described in
Section 9.1.4 above for ketoreductases, amino acid dehydrogenases, and aminotransferases.

9.2.3.3 Enzyme proficiency
As mentioned in the introduction above, the extent to which enzymes accelerate reactions
varies widely across enzymes. An enzyme’s rate acceleration is usually calculated as the ratio
between the rate of the enzymatic reaction and that of the uncatalyzed reaction; this value
normally lies in the range of 1011 to 1016 [24], and may even reach a factor of 1021 [20,24,25].
Miller andWolfenden [140] proposed a different quantitativemeasure, which they called ‘pro-
ficiency of enzyme catalysis’. This measure is defined as the specificity constant (kcat/𝐾𝑀),
which we encountered above, divided by the rate constant for the uncatalyzed reaction
(𝑘uncat) [24]. That is: kcat/(𝐾𝑀𝑘uncat). The proficiency constant can be viewed as the equi-
librium constant between the transition state of the uncatalyzed reaction and that of the
catalyzed reaction. Note, however, that in many cases such equilibrium is a purely theoret-
ical notion, as the catalyzed and uncatalyzed transition states may be quite different [141].
The proficiency also reflects the enzyme’s binding affinity towards the substrate’s transition
state (𝐾𝑇 𝑆) as compared to its affinity towards the ground state (𝐾𝑠). As we will later see,
the binding and stabilization of the transition state is a hallmark of enzymatic catalysis. A
survey carried out by Wolfenden and coworkers shows that the catalytic proficiency of en-
zymes ranges between 108M−1 and 1023M−1 [4], which demonstrates the exceptionally
good transition state binding capabilities of enzymes.

9.2.4 Limitations of M–M formalism
The M–M formalism is often used to analyze basic enzymatic activity, provided that the
principal tenets of the model are upheld, i.e., initial rates are measured, there is no product
inhibition, etc. Still, many enzymes demonstrate different kinetic behavior, in which case a
more complex treatment is required. Such behavior is particularly likely to be observed in
cases where allostery, cooperativity, multiple substrates, tightly bound substrates, or inhi-
bition are involved. For example, positive cooperativity results in a sigmoidal kinetic plot*1
rather than the simple saturation of the M–M curve. Allosteric enzymes are prevalent in
cellular metabolism, and it is therefore important to understand their kinetic behavior. En-
zyme inhibition is also a common phenomenon in cells and tissues. The kinetic behavior of
inhibited enzymes is discussed in Subsection 9.5 below. Finally, in cases where the substrate
binds tightly to the enzyme, the concentration of the free substrate is significantly smaller
than that of the total substrate, and the mathematical description of the underlying kinetics
is therefore more complicated [142].

In addition to the specific cases mentioned above, the basic assumptions made by the
M–M model should also be scrutinized. First, the description of the catalytic step as a sin-

*1A sigmoidal plot is also obtained in measurements of ligands to non-enzymatic proteins. For example,
see the sigmoidal binding plot of hemoglobin (Figure 5.3.2 in Chapter 5, Box 5.3).
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gle reaction with a single kinetic constant constitutes a significant approximation; enzyme-
mediated reactions tend to include multiple steps and intermediates (e.g. [132,133]). Second,
the steady-state assumption, i.e., that [ES] remains constant throughout the reaction, is es-
sentially correct, but may be inaccurate. Although the vast majority of enzymes studied to
date display steady-state kinetics, changes in [ES] may be significant in certain enzymes
or cases. Finally, the M–M model relies on the law of mass action, which, in turn, relies
on the assumption that molecules in the system can diffuse freely [143]. This is clearly not
the case in biological cells, which suffer from macromolecular crowding [144,145]. The latter
phenomenon is expected to affect the diffusion of small molecules and therefore also the
kinetics of chemical and enzymatic reactions within cells [143].

9.3 HOW DO ENZYMES CATALYZE REACTIONS?

9.3.1 Overview
As explained in the introduction to this chapter, chemical reactions proceed from reac-
tant(s) to product(s) through a sequence of intermediates, which differ from one another
in their chemistry, configuration, and free energy. Like other catalysts, enzymes accelerate
chemical reactions by lowering the energy barrier associated with the transition state — a
reaction intermediate with the highest free energy. However, in contrast to other simple cat-
alysts like metals, most enzymes are highly specific to the types of reactions they accelerate,
and to the substrates on which they act. This specificity is achieved thanks to the ‘active site’,
a pocket-like depression in the structure of the enzyme, to which the substrate binds and in
which the chemical reaction is accelerated. The active site fulfils two major functions [146]:

1. Substrate binding – the active sites of enzymes may bind a variety of substrates,
including small molecules (e.g., monosaccharides or amino acids), moderate-size
molecules (e.g., short peptides) and evenmacromolecules (e.g., proteins and polysac-
charides) [146]. Accordingly, active sites may vary greatly in size, with sizes typically
ranging between 400Å2 and 2,000Å2 [147]. Substrate binding is mediated through
multiple noncovalent interactions between different parts of the substrate and
chemical groups in the active site (Figure 9.22).These interactions render the bind-
ing specific, which accounts for the selectivity of enzymes to their natural (cog-
nate) substrates (see below). The binding interactions also provide the energy used
for keeping the substrate inside the active site, which accounts for the affinity be-
tween the two. The interactions mainly involve active site amino acids. Indeed, the
side chains of binding residues offer a diverse set of chemical groups: nonpolar (linear
or branched), hydroxyl, thiol, amine, amide, carboxylate, imidazole, indole, phenol,
and guanidinium [148] (Figure 9.23; see also Figure 2.5 and Table 2.1 in Chapter 2).
Some active sites interact with their substrates via additional chemical groups, which
may be components of small organic molecules (e.g., nucleotides, small carbohydrate
units, and lipids), metals, or other inorganic species (e.g., water) (see Section 9.3 be-
low). As explained in Chapters 2 and 8, these molecular adducts, which in enzymes
are usually referred to as ‘cofactors’, may be permanently attached ‘prosthetic groups’
or transiently bound ‘coenzymes’ [149].
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2. Substrate conversion into product – enzymatic active sites are able to promote the
chemical transformation of their bound substrates into products (i.e., catalysis). As
we will see below, they do so by promoting the conversion of the substrate either
into its transition state or into another intermediate downstream of the reaction co-
ordinate. This is done either through chemical reactions between substrate and active
site groups (amino acids, cofactors) or via noncovalent stabilization of reaction in-
termediates by these groups. The latter shows that binding and catalysis are often not
mutually exclusive.

Substrate binding and catalysis often take place in a single location inside the active site.
However, when the substrate is large or has a complex structure, the enzyme may contain
multiple binding sites, each binding a different part of the substrate. Still, only one of these
sites carries out the catalysis, specifically, the site that binds the labile part of substrate that
is supposed to be chemically transformed.

As explained above, both substrate binding and catalysis are carried out by chemical
groups in the enzyme’s active site, which either react or interact specifically with the sub-
strate. This specificity is created by the shape of the active site and the spatial distribu-
tion of its chemical groups. Indeed, enzymatic active sites have been evolutionarily se-
lected to complement their natural substrates [150], both geometrically and electrostat-
ically [151–153]*1. This complementarity is responsible for the selectivity of enzymes to-
wards their cognate substrates over other molecules, as well as for their catalytic effi-
ciency and reaction specificity. These key aspects are further discussed in the subsections
below.

9.3.2 Binding specificity and selectivity
Enzymes are known to bind their substrates selectively, i.e., to favor cognate substrates
over non-cognate ones. Selectivity exists both in the ground state (which we discuss
here) and in the transition state (which we discuss in Subsection 9.3.3.2 below) of the
substrate, with selectivity in the transition state being stronger [154]. In both cases, the
selectivity results from attractive and repulsive*2 noncovalent interactions between the ac-
tive site and substrate, with attractive interactions being stronger with cognate substrates,
and repulsive interactions, which have a larger effect, being stronger with non-cognate sub-
strates [154].

In many enzymes, the binding specificity of the substrate’s ground state is not absolute
and may appear in various degrees. Some enzymes are highly specific towards a single sub-
strate, up to the level of its stereochemical properties. Examples of highly specific enzymes
include enzymes that deaminate RNA adenylate moieties, DNA repair enzymes, and ter-
penoid cyclases [155]. Many enzymes are specific to one type of substrate, which may include
similar, yet different molecules. Finally, there are enzymes that show very low preference
towards their substrates [113,156,157]. This ‘substrate promiscuity’, already described in Sub-
section 9.1.5.7 above, usually serves a physiological purpose. For example, glutathione S-
transferase [158] and cytochrome P450 (see Chapter 1, Subsection 1.1.3.9) are both involved

*1See Chapter 8, Subsection 8.4 for a detailed discussion of protein-ligand binding. Note, however, that in
the case of enzymes the complementarity is mainly towards the transition state of the substrate (see below),
which is ultimately what determines the enzymes’ catalytic efficiency.

*2Repulsive interactions include steric and electrostatic clashes.
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(a)

(b)

FIGURE 9.22 Enzyme-ligand interactions within the active site of orotidine 5′-phosphate de-
carboxylase (PDB entry 4o11). (a) A schematic, two-dimensional projection of the interactions.
The ligand, 6-hydroxy-UMP, is presented explicitly, whereas the interacting residues are presented
as spheres. Nonpolar residues are in green, polar-uncharged residues are in cyan, basic residues are
in blue, and acidic residues are in red. Hydrogen bonds are shown as purple arrows pointing from
donor to acceptor. Solid and dashed arrows represent hydrogen bonds that involve protein back-
bone and side chain atoms, respectively. The image was prepared with Maestro (Schrödinger, Inc.).
(b) An explicit, three-dimensional view of the electrostatic interactions depicted in (a). The ligand is
represented as thick sticks; the interacting residues are shown as thin sticks; and the general shape of
the active site is delineated by their semi-transparent surfaces. Hydrogen bonds are shown as cyan
lines, and salt bridges are shown as red, dashed half-circles.



798 ■ Proteins: Structure, Function & Motion

Carboxylate Hydroxyl Thiol Amine Amide

Imidazole Indole Guanidinium Phenol

FIGURE 9.23 Chemical groups used by enzymes for binding and catalysis. The gray spheres
represent the rest of each molecule.

in the detoxification of foreign molecules (xenobiotics) in our body. Since xenobiotics are
chemically variable, both of these enzymes evolved to act on a wide range of substrates [109].
Note, however, that in many cases the different substrates are catalyzed by polymorphic
enzymes and not by the same enzyme molecule. That is, the same enzyme catalyzes the
reaction, but different strains of it recognize different substrates and act on them. This phe-
nomenon results from differences among the various strains’ amino acid sequences, many
of which are located in the substrate-binding positions.

Still, there are cases in which a single enzyme molecule is able to bind and catalyze dif-
ferent substrates (e.g., see [159]). In such cases, different substrates may bind to the same
active site residues, albeit with different affinity, or alternatively, different substrates may
bind (partially or completely) to different residues [109]. Furthermore, in either scenario the
different substrates may bind to different conformations of the active site that differ in cer-
tain properties such as residue accessibility or protonation state [109]. As mentioned above,
a single enzyme may include multiple strains that have different substrate specificities. The
existence of such strains is the result of an evolutionary process that involves introduction
of mutations and formation of sequence variability. The different specificities usually result
from simple (point) mutations in residues, which are involved directly in substrate recog-
nition and binding (see, for example, the case of malate/lactate dehydrogenase [160]). How-
ever, there are also cases in which different substrate specificity involves more complex dif-
ferences between strains. For example, mutations in peripheral positions of the substrate-
binding sitemight change the structure of this area or the distribution of charges. As a result,
the binding site might lose its geometric and electrostatic compatibility with the original
substrate and become compatible with another. In fact, studies employing random muta-
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genesis and functional selection in enzymes (a.k.a. ‘directed evolution’ [119,120]) demonstrate
that changes in active site properties and the resulting changes in substrate specificity may
even be induced by mutations outside the binding site (e.g., [161]). Such effects are probably
mediated by conformational changes or other factors related to protein dynamics.

The numerous attractive noncovalent interactions between active site residues and
chemical groups of substrates account not only for the specificity of binding, but also for its
strength (i.e., binding affinity). Affinity and specificity are often confused, but while the two
are related, they are not synonymous. First, specific binding usually requires multiple inter-
actions between enzyme and substrate groups, while strong binding can also be achieved by
a small number of strong interactions that are insufficient for specificity ([14] and references
therein). Second, the major contributions to strong binding between proteins and their lig-
ands seem to be nonpolar and attractive van der Waals interactions, whereas specificity is
usually achieved by electrostatic interactions, and especially by geometry-dependent hydro-
gen bonds (see Chapter 8, Section 8.3 for further details), as well as by steric clashes [154].
Enzyme-substrate binding is expected to show similar characteristics. However, recent anal-
ysis of natural enzymes suggests that binding affinity (approximated by 𝐾𝑀) increases upon
substrate phosphorylation, which should also increase the number of electrostatic interac-
tions with the enzyme [3]. Interestingly, increases in affinity were also observed in substrates
to which CoA or nucleotide groups were attached [3]. Like phosphorylation, CoA and cer-
tain nucleotides are commonly attached to molecules, to activate them for metabolic
reactions. Such activation may work by affecting the catalytic steps and the free energy
of the reaction (see Subsection 9.1.5 above and Subsection 9.4.2 below), as well as by
affecting substrate binding. For example, an increase in binding affinity enables the en-
zyme to act on lower concentrations of cellular metabolites.

9.3.3 Catalysis
The binding of a substrate to the active site of the enzyme promotes the substrate’s conver-
sion into product(s) via a specific sequence of chemical steps. In the thermodynamic sense,
enzymes accelerate chemical reactions by lowering the free energy of the reaction’s transi-
tion state (i.e., stabilizing it, see Figure 9.2) [10,11,151,152,162–164].They do so by using a variety of
strategies that either stabilize the transition state or promote its formation chemically*1, thus
helping the system to cross the major energy barrier of the reaction. These strategies have
been at the center of numerous scientific studies, carried out over a hundred years. Such
studies have provided valuable data on enzyme-mediated catalysis, although certain issues
are still controversial [138,165–167]. The catalytic strategies used by enzymes to promote the
formation of the reaction’s transition state involve different aspects of enzyme-substrate
interaction, including general entropic aspects that result from the mere confinement
of the substrate; stabilization of reaction intermediates via noncovalent interactions;
and specific chemical actions of the active site on the substrate, such as electron or pro-
ton transfer and formation of covalent bonds [30,166,168,169]. The chemical actions are car-
ried out primarily by active site amino acids that are termed ‘catalytic’, (normally 2 to 6
residues [146]). In some cases, other chemical species are involved, as noted above. Different
types of amino acids may serve as catalytic residues [148]; however, a statistical analysis of

*1Other catalytic intermediates along the reaction path may also be stabilized to promote product forma-
tion.
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theMACiE database [34] (see Subsection 9.1.5 above) shows that out of the 20 natural amino
acids, only 10 (Arg, Asp, Cys, Glu, His, Lys, Ser, Thr, Trp and Tyr) [40,170] participate directly
in catalysis, in all enzyme classes. This is not surprising, as each of these 10 amino acids has
a polar or aromatic side chain, which confers an advantage in catalytic steps such as nucle-
ophilic attack, proton transfer, electrostatic stabilization, etc. (see individual mechanisms
below). Nonpolar residues may also participate in catalysis, but these cases almost always
involve the residues’ backbone polar amide and carbonyl groups [30]. The propensity of a
residue to act catalytically can be calculated as the number of times the residue fulfills a cat-
alytic role as compared to its background levels in proteins. Such calculations show histidine
to have strong catalytic propensity in all enzyme classes (Figure 9.24). Cysteine has strong
catalytic propensity in oxidoreductases, transferases and isomerases, whereas the propen-
sity of other residues depends more strongly on the enzyme class [30].

FIGURE 9.24 Balloon plot showing the propensity of a residue to be catalytic in each of the
six enzyme classes. (EC 1, oxidoreductases; EC 2, transferases; EC 3, hydrolases; EC 4, lyases; EC 5,
isomerases; EC 6, ligases).Thediameter of each circle represents the corresponding propensity; thus,
the larger the circle, the higher the propensity of the residue to be catalytic. The circle is shown in
blue if the propensity is greater than (or equal to) 1, and red if the propensity is less than 1. For Asn,
Phe and Tyr in EC 6 there was no available information. (The image is taken from [30]).

Researchers have also investigated the propensity of catalytic residues to carry out specific
catalytic roles [30,40]. Their analysis suggests that such roles can be divided into seven cate-
gories:

1. Activation – residues that are responsible for activating other chemical species.

2. Steric role – residues that affect the outcome of the reaction through factors asso-
ciated with the spatial arrangement of atoms in the active site (e.g., clashes with the
substrate).

3. Stabilization – residues that stabilize or destabilize other species.

4. Proton shuttling – residues that donate, accept or relay protons.
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5. Hydrogen radical shuttling – residues that donate, accept or relay hydrogen atoms
as radicals.

6. Electron shuttling – residues that donate, accept or relay electrons, either as single
particles or in pairs.

7. Covalent catalysis – residues that become covalently attached to a reaction interme-
diate.

Interestingly, with the exception of hydrogen radical shuttling and covalent catalysis (to a
lesser degree), all the residues that were investigated were capable of performing all the
above catalytic functions to some extent [40]. However, their propensity for performing each
of the functions seemed to depend on the EC class [30]. Further studies are likely to elucidate
the reasons for these findings.

As a result of their direct roles in the chemical transformations that take place in
enzymes, catalytic residues are highly evolutionarily conserved. As mentioned in Sub-
section 9.1.5.7 above, this conservation is often maintained even among enzymes that have
different folds or act on different substrates, provided that they catalyze the same type of
reaction. Well-known examples for such conservation include the Ser-His-Asp/Glu triad of
serine proteases and esterases; the conserved aspartate and lysine residues of type 1 PLP-
dependent aspartate aminotransferase-like enzymes; and the highly conserved cysteine in
cytochrome P450s [114–116,171]. Interestingly, in some cases the identity and/or sequence
position of catalytic residues have changed during evolution, but their functional chem-
istry has been preserved. For example, different nucleophilic residues can attack the same
types of groups; different cationic residues can achieve the same stabilization of a nega-
tively charged intermediate, etc. When the mutation of a residue involves large changes
in size or other physicochemical properties, functional preservation requires the newly
adopted residue to continue to match its surrounding residues. This is achieved through
compensatory mutations of nearby residues. A recent study suggests that this process hap-
pens gradually and involves nearly neutral mutations, which then enable the large change
to occur [172].

The growing set of three-dimensional enzyme structures that have been determined re-
veals that some enzymes contain amino acid residues that have been modified to yield a
more reactive species [146,173,174]. In some cases, such modification occurs spontaneously,
whereas in other cases it is carried out by modifying enzymes. Regardless, the modified
amino acid usually has a catalytic role, which means that the modification has been evo-
lutionarily selected. For example, in copper amine oxidases (EC 1.4.3.21) the catalytic ty-
rosine is spontaneously oxidized to tri-hydroxy-phenylalanine [175]. Similarly, phosphoman-
nose isomerase (EC 5.3.1.8) contains a di-hydroxy-phenylalanine, also formed from a tyro-
sine residue [176]. Another example is 𝛽-phosphoglucomutase (EC 5.4.2.6), in which the cat-
alytic aspartate is phosphorylated (see theMACiE database [34], entryM0206).Themodified
residues are often referred to as cofactors. However, unlike classic cofactors (see Section 9.4
below) they are original components of the enzyme’s polypeptide chain, rather than exoge-
nous organic molecules.

Thecombined action of catalytic species in the active site (amino acids and cofactors)
contributes to the specificity of enzymes towards the chemical reactions they catalyze.
Since all reactions include more than one step, in some cases the sequential action of dif-
ferent catalytic groups has an added effect on the enzyme’s reaction specificity, whereas in
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other cases there is a single committing step that accounts for the enzyme’s specificity level.
Below we describe the main catalytic strategies characterized thus far. It should be noted
that this division is somewhat arbitrary, and that some of the catalytic mechanisms par-
tially overlap. For example, the use of metals in active sites plays a part both in noncovalent
catalysis and in metal-ion catalysis. In addition, note that virtually none of these strategies
can be used in isolation; all enzymes combinemultiple catalytic strategies (e.g., acid-base
catalysis and nucleophilic catalysis) to achieve optimal rate acceleration.

9.3.3.1 Substrate confinement
Let us consider a chemical reaction in which two reactant molecules are attached to form
one product molecule. In order for the reaction to happen, the two reactants must be close
and positioned in the right way with respect to each other [177]. If the reaction happens in
solution, both reactants are free to move in all directions, as well as to shift freely among
many different conformations*1, only some of which are reactive. These characteristics sig-
nificantly prolong the time required to complete the reaction [167]. In contrast, when the
reaction happens inside an enzyme’s active site, the site’s geometric and chemical com-
plementarity to both reactants compels them to acquire the right position and confor-
mation for the reaction to occur [148,178]. This shortens the time needed for the reaction
to take place, thus accelerating it [179]. In a unimolecular reaction, i.e., a reaction that in-
volves only one reactant turning into product(s), the confinement effect is smaller, but still
exists due to the conformational freedom of the reactant. Bruice and coworkers [180] have
suggested that the interactions between the reactant and active site groups limits the reac-
tant to a sub-population of conformations (‘near-attack conformations’), which are more
prone to undergoing catalysis, and which the reactant has to acquire on its way to forming
the transition state. This aspect is discussed further below.

As explained in Chapter 4, spontaneous processes often involve an increase in entropy,
i.e., in the number of configurational states in the system (see Equation (4.10) in Chapter 4).
The confinement of the substrate by the enzyme seems contrary to this tendency, since a
free molecule has more degrees of freedom than a confined one (in the words of Page and
Jencks, the enzyme acts as an ‘entropy trap’ [181]). In fact, the loss of substrate entropy is at
least partially compensated for by a gain in solution entropy [4]. Specifically, ordered wa-
ter molecules are displaced from the active site by the substrate, and the release of these
molecules into the solution makes the solution less ordered, thus increasing its entropy.
More importantly, while spontaneous processes often involve an increase in entropy, they
always involve a decrease in free energy. Thus, a process can happen spontaneously even if
it involves a decrease in entropy, as long as this decrease is compensated for by a significant
decrease in enthalpy (see Equation (4.4) in Chapter 4). In enzymes, the favorable noncova-
lent interactions between the substrate and active site groups decrease the enthalpy of the
system and overcompensate for any entropy loss that might occur during the binding. As a
result, the total free energy change associated with the binding is negative, which makes the
confinement of the substrate overall favorable.

*1Specifically, each of the reactants has three degrees of translation and three degrees of rotation.
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9.3.3.2 Electrostatic preorganization and noncovalent stabilization of
transition state

The numerous three-dimensional structures of substrate-bound enzymes in the Protein
Data Bank show clearly that enzymes and their substrates complement each other both geo-
metrically and electrostatically. However, as originally proposed by Polanyi [10], Pauling [162],
Schwab [11] and Jencks [163,182], and later confirmed by experimental studies (e.g. [6,24,183]),
the ability of enzymes to accelerate chemical reactions is largely a result of their ability to
complement and stabilize the transition state of the substrate, rather than its ground state
(Figure 9.2, red plot). Indeed, the active site of an enzyme has much higher complemen-
tarity to the substrate’s transition state than to its ground state. Consequently, binding to
the enzyme promotes the substrate’s conversion to the transition state, which, in turn,
dramatically increases the probability of a successful reaction (see more below). Fur-
thermore, enzymes’ higher complementarity towards the transition state accounts for
most of their selectivity to their cognate substrates [154].

The high complementarity between the enzyme and the transition state results from
various structural and chemical features of the active site. For example, if the transition
state carries an electric charge that is absent in the ground state (e.g., Figure 9.25a), the
active site is likely to include a chemical group with an opposite charge that can stabilize the
transition state via electrostatic interactions. This type of stabilization is not only efficient*1
but also very common in enzymes, as the shift from the ground state to the transition state
of a chemical reaction often involves charge delocalization. In many cases, the stabilizing
charged group belongs to a side chain of an amino acid residue, usually a guanidiniumgroup
of arginine*2, an imidazole group of histidine, an amino group of lysine, or a carboxylate
group of aspartate or glutamate [40]. In other cases, it may be an amide or carbonyl group in
the protein’s backbone, which carries a partial positive or negative charge, respectively. This
is the case in serine proteases such as trypsin and chymotrypsin, where two backbone amide
groups stabilize the tetrahedral oxyanion via hydrogen bonds (Figure 9.25b). Interestingly,
these groups also stabilize the planar-neutral ground state of the substrate, but to a lesser
extent. Thus, the amide groups can be said to electrostatically ‘strain’ the substrate into its
transition state, which accelerates the entire reaction*3. There are also studies showing that
hydrogen bonds, which exist between the enzyme and the substrate in both its ground state
and transition state, tend to be stronger in the latter [188].

When the transition state is negatively charged, it may also be stabilized by active site
cationic metals such as Mg2+, Cu2+, Zn2+, Mn2+, Co2+, Fe2+ and Fe3+. For example, enzymes
of the enolase superfamily (a.k.a. phosphopyruvate hydratase; EC 4.2.1.11) use two Mg2+

ions in the active site to electrostatically stabilize a negatively charged transition state [189].
This intermediate is formed by the highly unfavorable proton abstraction from C2 of the

*1For example, in chorismate mutase (EC 5.4.99.5), electrostatic stabilization of the transition state leads to
a 2 million-fold rate acceleration of the reaction [184].

*2Arg is highly advantageous in electrostatic stabilization of negatively charged transition states, as its side
chain is almost always positively charged in proteins (pKa > 12). Indeed, a survey of the MACiE database
shows that 79% of catalytic Arg residues in enzymes act in stabilization roles [40].

*3Such destabilization of the ground state by protein-substrate bindingwas generally termed ‘the Circe effect’
by Jencks [182]. Strain-induced distortion of substrates by the active sites of enzymes has been demonstrated
in different studies (see [185] and references therein). The strain has been originally assumed to be geometric
in nature [186], but the later work of Levitt and Warshel [126] has since demonstrated that electrostatic effects
have a more significant contribution [187].
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FIGURE 9.25 Formation and stabilization of electrically charged transition states. For clarity,
the images described here refer to reaction intermediates that are chemically and electrically simi-
lar to the substrate in its transition state. (a) Formation of a negatively charged intermediate (red)
during the conversion of ethyl bromide to ethane.The conversion involves deprotonation of the sub-
strate, and consequent formation of a carbanion (in red). ‘B’ represents a basic group responsible for
deprotonation. In the second step, the bromide (blue) leaves the molecule, resulting in double bond
formation. (b) Electrostatic stabilization of a tetrahedral transition state analogue by amide groups
in the active site of trypsin (PDB entry 1haz). The analogue is presented as blue sticks, with a minus
(−) sign designating the oxyanion’s negative charge. The charge is stabilized by the backbone amide
groups of Gly-193 and Ser-195, via hydrogen bonds (black dashed lines). (c) Schematic depiction of
2-phosphoglycerate conversion into phosphoenolpyruvate by enolase. The water elimination reac-
tion starts with proton abstraction from the substrate’s C2, resulting in a di-anion intermediate (the
abstracted proton is in blue and the added charge to the intermediate is encircled). The second step
involves the loss of OH– (in red) from the C3 hydroxymethyl group.
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(d)

(e)

FIGURE 9.25 Formation and stabilization of electrically charged transition states. (Continued)
(d) Polar interactions (dashed lines) between twoMg2+ cations (magenta spheres) in the active site of
enolase (PDB entry 1one) and oxygen atoms belonging to the substrate’s carboxylate and phosphate
groups. The substrate (2-phosphoglycerate) is presented as sticks. The backbone of the protein is
shown as ribbons, where 𝛼-helices are in red, 𝛽-strands in yellow, and loops in green. (e)Thenegative
electrostatic potential (−25𝑘𝐵𝑇 /𝑒 < Φ < 0𝑘𝐵𝑇 /𝑒) of 2-phosphoglycerate in the absence (left) and in
the presence (right) of the two Mg2+ ions. The potential was calculated using the Adaptive Poisson-
Boltzmann Solver (APBS) [191] and visualized by PyMOL [192].
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2-phosphoglycerate (PGA) substrate, a carbon with a pKa > 30 (Figure 9.25c). The added
charge appears on one of the carboxylate oxygen atoms, resulting in a COO2– group. To
cross the high energy barrier associated with proton abstraction (+14.4 kcal/mol [190]), the
two Mg2+ ions stabilize both oxygen atoms of the carboxylate group, as well as one of the
oxygen atoms of the phosphate group [19,189]. The stabilizing electrostatic interactions are
shown schematically in Figure 9.25d, and the resulting decrease in the substrate’s negative
electrostatic potential is demonstrated in Figure 9.25e.

The favorable noncovalent interactions (polar and nonpolar) between active site groups
and the substrate in its transition state increase the affinity between the two. Indeed, whereas
the enzyme-substrate binding energy in the Michaelis complex*1 is ~−4 to −8 kcal/mol [135],
the binding energy in the enzyme-transition state complex is ~−19 to −31 kcal/mol [6]. The
latter values represent the difference between the energy of the enzyme-bound transition
state and the energy of the unbound transition state. In other words, they represent the
decrease in activation energy (𝐸𝑎). Since kcat depends on 𝐸𝑎 exponentially (Equation (9.1)),
the large free energy decrease translates into a much larger increase in kcat.

We have seen that the ground state of the substrate is also stabilized, in the Michaelis
complex (Figure 9.2b). The favorable enzyme-substrate interactions that underlie this sta-
bilization account for the affinity of the enzyme to its substrate, as represented by the
𝐾𝑀 parameter (see Section 9.2 above). On one hand, the energy drop due to these in-
teractions makes the activation energy larger than it would be in their absence, which
means a lower kcat

[193]. On the other hand, these specific interactions are needed for initial
enzyme-substrate recognition and binding (‘accuracy-rate tradeoff ’ [154]). Indeed, enzymes
have evolved so their affinity to the ground state of their cognate substrate(s) is large
enough for efficient and selective binding, but is not so large as to make the activation
energy insurmountable [4]. This is also the reason why kcat/𝐾𝑀 is used as a measure of en-
zyme efficiency instead of 𝐾𝑀 or kcat alone; both substrate affinity and catalytic efficiency
need to be considered (see Subsection 9.2.3 above).

The above suggests a central role for noncovalent (transition state) stabilization in en-
zymatic catalysis. Supporting this idea, a survey of the MACiE enzyme database [40] sug-
gests that thenoncovalent stabilization or destabilization of reaction intermediates is the
most common function of catalytic residues, along with acid-base catalysis (see below);
the two functions involve 40% and 36% of the catalytic residues in MACiE, respectively.
The large contribution of electrostatic interactions to the overall stabilization of enzymatic
transition states makes sense, considering that many of the latter are electrically charged. In
fact, Warshel and coworkers have argued that this type of stabilization is the most signifi-
cant in enzyme catalysis [152,153,164,194]. Electrostatic stabilization is not unique to enzymatic
catalysis; it also occurs in uncatalyzed reactions, where it is carried out by water dipoles. In
enzymatic catalysis, however, the stabilization is stronger [153], for several reasons. First, wa-
ter dipoles are induced and therefore weaker than the fixed dipoles of enzyme groups [195].
Second, to stabilize the charged transition state, the water dipoles need to reorganize around
it, a process that involves an energy penalty due to the breaking of interactions between wa-
ter molecules (‘reorganization energy’ [196,197]). The dipoles in the enzyme’s active site are

*1The Michaelis complex is the initial binding configuration formed between the enzyme and the substrate
in its ground state. The formation of such a complex involves a drop in the free energy of the system due to
stabilizing interactions between the two. In Figure 9.2b this drop is represented by the red energy well at the
beginning of the reaction.



Enzymatic Catalysis ■ 807

already positioned correctly with respect to the transition state*1, and therefore their effect
involves a very small energy penalty, if any. This phenomenon is referred to as ‘electrostatic
preorganization’ [152,153]. Third, unlike water, enzyme active sites can contain whole charges
that belong to amino acid residues or to other chemical species, which lead to better sta-
bilization. Finally, the favorable enzyme-transition state electrostatic interactions are op-
timized by the local dielectric in the active site, which is typically lower than that of bulk
water (see Chapter 1 Box 1.1).

In line with the above, it has been suggested that the optimization of electrostatic inter-
actions inside the active site leads to solvation of the transition state, and that this solvation
is better than that obtained in aqueous solution [198]. If so, and if the electrostatic contri-
butions to transition state stabilization are dominant over other noncovalent contributions,
then any desolvation effects that accompany substrate binding play only a minor part. This
means that transition state stabilization is primarily enthalpic in nature. This proposi-
tion, which is supported by a recent study carried out by Wolfenden and coworkers [199],
may help shed some light on enzyme evolution: on primordial Earth the high temperatures
provided at least some of the heat required for crossing the activation barrier of chemical
reactions. This allowed different types of catalysts to provide the remaining stabilization ef-
fects needed for successful catalysis. However, when Earth began to cool down, reactions
with large activation barriers could only be assisted by catalysts that acted enthalpically,
i.e., those that substantially lowered the required heat level (q(p) = ΔH#, Equation (4.8)).
Thus, Earth’s own physical evolution may have provided selective pressure in favor of cata-
lysts that mainly acted enthalpically [199].

Although the active site is preorganized to bind the transition state, binding is often
followed by conformational changes in the enzyme that further strengthen the nonco-
valent interactions (and sometimes create covalent bonds) with the substrate (‘induced
fit’) [14]. Although such changes are usually small*2, they may still significantly affect the
interactions within the active site, by changing the distances between interacting groups or
their local dielectrics. Thus, enzymes seem to have at least two distinct conformations that
are involved in binding. The first conformation is dominant when the enzyme is unbound,
and has a high affinity to the ground state. The second is dominant when the enzyme is
substrate-bound, and has a high affinity to the transition state [14,201]. Note, however, that
other, intermediary conformations may exist between these two, and during catalysis itself
the enzyme often shifts between different ‘sub-conformations’ [132] (see Subsection 9.3.3.6
below).

9.3.3.3 Covalent catalysis and electronic polarization of substrate bonds
Some of the enzyme’s chemical groups surrounding the substrate do not merely interact
with the latter via noncovalent interactions, but may also act chemically on it, in a way that
promotes its conversion into the product. This action often involves the formation of an
enzyme-substrate covalent bond via nucleophilic substitution [40], that is, an attack on an
electrophilic center of the substrate (i.e., an atom that has low electron density) by an active
site nucleophilic group (i.e., an atom that has high electron density), resulting in covalent
bonding between the two.The principal goal of such bonding is to change the substrate from
its ground state into its transition state, which promotes product formation (Figure 9.26a).

*1Repositioning of the dipoles may still occur to a small extent, due to conformational changes (see below).
*2In one survey, the average Cα r.m.s.d. was found to be ~1Å [200].
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However, the exact means by which covalent catalysis promotes formation of the transi-
tion state varies across enzymes (see below). Covalent mechanisms may also occur sponta-
neously in solution, i.e., in uncatalyzed reactions, in which the acting nucleophile is a water
molecule. However, since water molecules are weak nucleophiles, these reactions are very
slow. Nucleophilic groups inside the unique environment of the enzyme’s active site are
stronger and therefore produce higher catalytic rates.

Enzymes usually employ active site amino acids as nucleophiles, but in some cases other
chemical species may be used. In the case of amino acids, the nucleophile may be a side
chain oxygen atom (e.g., the hydroxyl groups of Ser, Thr and Tyr), a nitrogen atom (e.g., the
amino group of lysine) or a sulfur atom (the thiol group of cysteine). A statistical survey [40]

shows cysteine to be by far the most common amino acid in covalent catalysis (42% of the
documented cases), followed by lysine (18%), aspartate and serine (~12% each). Histidine,
threonine, glutamate, and tyrosine are also involved, but to a lesser extent. The high preva-
lence of cysteine in covalent catalysis is not surprising. As explained in Chapter 2 (Subsec-
tion 2.2.1.3.3.2) the SH group of this amino acid has a much lower pKa than the hydroxyl
groups of serine (8.6) and threonine (~13). This is because the large dimensions of the sul-
fur atom better facilitate stabilization of the negative charge that results from deprotonation.
Since deprotonation makes for a stronger nucleophile, cysteine is highly reactive. Note also
that threonine, a secondary alcohol, is much less active as a nuclophile than serine, a pri-
mary alcohol.

In nucleophilic catalysis, the nucleophile exerts the attack on the substrate’s electrophilic
center by using its lone electron pair. The groups listed above are not always sufficiently nu-
cleophilic to attack the substrate. However, the local micro-environment of the active site
usually provides conditions that make them so, by increasing the density of their lone elec-
trons [70]. For example, in nucleoside phosphorylase (EC 2.4.2.1), which uses a phosphate’s
oxygen as the nucleophile, the enzyme active site has been demonstrated to reduce the bond
order of the P−Obond from 1.31 to 1.23, with a corresponding increase of the electron den-
sity of the oxygen [202]*1. In oxygen-based nucleophiles (e.g., Ser, Thr and Tyr), the active
site-induced increase of electron density may happen in two ways [70]:

1. Desolvation of the nucleophile – removal of hydrogen bond donors to the lone pair.
A hydrogen-bonded lone pair cannot act as a nucleophile, owing to both electronic
and steric factors. Even when one lone pair is free but the other is bonded, the former
is usually not sufficiently strong to carry out a nucleophilic attack, because its density
is reduced by the presence of the hydrogen bond. During catalysis, conformational
changes (e.g., induced fit) may increase the distance between the nucleophile and its
cognate hydrogen bond partner, thus increasing the former’s lone electron density.

2. Polarization of the hydroxyl proton by a nearby general base (amino acid,metal) –
When the nucleophile is in the vicinity of a general base, the negative electric field
of the base polarizes the O−H bond in the nucleophile (Figure 9.26b), thus increas-
ing its lone electron density. When the polarization is strong enough it may lead to
deprotonation of the OH group, leaving a highly nucleophilic O– species. A well-
known example of such activation is the catalytic mechanism of enzymes belong-
ing to the serine protease/esterase group, which includes, among others, the enzyme
acetylcholinesterase, which plays a major role in neural transmission (see Box 8.1);

*1In an isolated phosphate group, each P−O bond is partially double due to electronic resonance.
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the digestive enzymes trypsin (Figure 9.26c) and chymotrypsin; as well as the clotting
enzyme thrombin. The activation of enzymatic nucleophiles by general base-induced
deprotonation is part of another catalytic strategy called ‘acid-base catalysis’ (see Sub-
section 9.3.3.5 below). Nucleophiles and their polarizing bases may be found in the
active sites of enzymes as triads (as in serine proteases and esterases) or dyads. For
example, in L-asparaginase (EC 3.5.1.1) a threonine nucleophile is deprotonated by
an adjacent lysine, and in glycosidases the catalytic aspartate is kept deprotonated by
a nearby arginine. Lysine, and especially arginine, are stronger bases (i.e., have higher
pKa) compared with the histidine in serine esterases and proteases, and therefore can
polarize their cognate nucleophiles without the help of a third residue.

Covalent catalysis is used in virtually all enzyme classes. In particular, it is often used to
promote the subsequent breaking or formation of a covalent bond in the substrate, as hap-
pens, e.g., in hydrolases and lyases. In hydrolases, the electrophilic center attacked in the
substrate is usually a carbonyl group (C−−O), and the resulting transition state is referred
to as an ‘acyl-enzyme intermediate’ [85] (Figure 9.26c, see also Figure 9.25b). The negatively
charged transition state is stabilized electrostatically within the active site, which leads to the
subsequent breaking of the covalent bond in the substrate by a water nucleophile. In ester-
hydrolases (esterases) and peptide-hydrolases (proteases), the broken bond is between the
carbonyl carbon and either an oxygen or a nitrogen, respectively. However, in some hydro-
lases, lyases, and other enzymes using covalent catalysis, the electrophilic center attacked
during nucleophilic substitution does not have to be a carbon atom. For example, in the
metabolic enzyme phosphoglucomutase (EC 5.4.2.2), the electrophilic center is the phos-
phorus atom of a phosphate group, and the transition state formed as a result is called a
‘phosphoenzyme intermediate’.

Electronic polarization of bonds is a common strategy in nucleophilic catalysis, al-
though it canwork in different ways. In each of the above examples a covalent bond within
an active site nucleophile is polarized by an adjacent group (e.g., a basic residue). This phe-
nomenon is called the ‘through-space field effect’, because the polarizing group asserts its
effect via its electric field, and without being bonded to the atoms of the polarized bond.
However, bond polarization may also occur by inductive effects, which occur and propa-
gate through covalent bonds. That is, a bond can be polarized by a group bonded to one of
its atoms (directly or through another bond), if the group either withdraws electrons from
the atom or pushes them towards it. In addition, the polarized bond need not necessarily
be in the attacking nucleophile of the enzyme; it may be in the substrate itself, where the
goal of the polarization is either the breaking of the bond or its condensation with other
molecules. An example of substrate bond polarization via inductive effects is seen in 𝛽-keto
acid decarboxylases,such as acetoacetate decarboxylase (EC 4.1.1.4) [203]. In this case, the en-
zyme’s attacking nucleophile is a lysine side chain amino group (R−NH2)

*1, and the attacked
substrate electrophile is a carbonyl group bound to a carboxyl group through a methylene
group (O−−C−CH2−COOH). The result of the attack is a Schiff base (−C−−N+−) between
the carbonyl and the lysine side chain (Figure 9.27a). The Schiff base forms because the ni-
trogen atom is less electronegative than the carbonyl oxygen, and its unpaired electrons can
therefore easily bind the carbon.Thepositive charge of the Schiff base acts as an ‘electron
sink’ because of its strong tendency to withdraw electrons from adjacent bonds. In this

*1The lysine side chain remains deprotonated due to the highly hydrophobic nature of the active site, which
changes the pKa of the side chain from 10.5 to 6 [204,205].
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FIGURE 9.26 Covalent catalysis. (a) Nucleophilic substitution of a ketone. The transient covalent
bond formed between the nucleophile (N•

•) and the ketone substrate creates a negatively charged
transition state with a tetrahedral geometry. The charge is marked by the red arrow. (b) Electronic
polarization of methanol’s O−H bond (left) by a nearby ammonia group (right). The dashed green
line is the hydrogen bond that forms between the two interacting molecules. The numbers signify
the Mulliken charges on the methanol oxygen and hydrogen atoms, determined at the B3LYP/6-
31+G(d,p) level. The values for methanol alone in the gas phase are shown in parentheses. In the
presence of ammonia, the charge difference between oxygen and hydrogen is ~14% higher than
in the absence of ammonia. This difference results from both the increased electron density on the
oxygen atom and the increased positive charge on the hydrogen atom.The image is adapted from [70]

(Copyright (2006) American Chemical Society). (c) The enzymatic activity of trypsin (EC 3.4.21.4).
(c-I)The overall reaction, which includes hydrolysis of a peptide bond inside the protein C-terminus
to either a lysine or an arginine. In this case an arginine (blue) is flanked by a C-terminus amino acid
(green) and an N-terminus amino acid (red).
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FIGURE 9.26 Covalent catalysis. (Continued) (c)The enzymatic activity of trypsin (EC 3.4.21.4).
(c-II) The catalytic mechanism of trypsin from Fusarium oxysporum (PDB entry 1pq5). Step 1: de-
protonation of Ser-195 by His-56 and subsequent nucleophilic attack of Ser-195 on the carbonyl
carbon of the peptide bond. This yields a tetrahedral acyl-enzyme intermediate. Step 2: the oxyan-
ion initiates an elimination reaction that cleaves the peptide bond, releasing the new N-terminus
of the protein, which protonates from His-56. Step 3: His-56 deprotonates water, which attacks the
carbonyl carbon bound to Ser-195 in a nucleophilic addition. Step 4: the oxyanion initiates an elim-
ination that cleaves the acyl bond to Ser-195, releasing the C-terminus of the protein. Ser-195 then
deprotonatesHis-56, regenerating the active site.The image is adapted from theMACiE database [34]

(entry M0173).
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case, the Schiff base withdraws electrons from the methylene-carboxyl bond, thus weaken-
ing it.When the bond finally breaks, the carboxyl group is released as CO2 (Figure 9.27a). A
similar mechanism is used by Class I aldolases, which catalyze aldol cleavage reactions*1. In
this type of reversible reaction, a 𝛽-hydroxyketone or aldehyde is cleaved to yield an enol and
a ketone (Figure 9.27b). This happens, e.g., in the glycolytic enzyme fructose bisphosphate
aldolase (EC 4.1.2.13), which in glycolysis catalyzes the cleavage of fructose 1,6-bisphosphate
to glyceraldehyde 3-phosphate (G3P) and dihydroxyacetone phosphate (DHAP). In gluco-
neogenesis, the same reaction takes place in the opposite direction (aldol condensation) (Fig-
ure 9.27c I). In this case, the Schiff base is formed between a lysine residue in the enzyme
and DHAP (Figure 9.27c II, step 1). The effect of the Schiff base promotes deprotonation of
C1 by an active site tyrosine residue and double bond formation betweenC2 andC2 (step 2).
The double bond then attacks the carbonyl group of G3P (step 3), and, following hydrolysis
of the Schiff base, fructose 1,6-bisphosphate is formed (step 4). Finally, the molecule closes
into a ring structure (not shown).

Whereas Schiff bases are often formed between the substrate and an active site species,
the latter need not necessarily be an amino acid residue. As we saw in Subsection 9.1.5
above, aminotransferases and lyases (including certain aldolases) use the coenzyme pyri-
doxal phosphate (PLP) to form a Schiff base with their substrates, and this Schiff base pro-
motes bond cleavage in the latter. In this case, however, the electron-withdrawing effect on
the substrate is much stronger than in an amino acid-involving Schiff base, thanks to the
positively charged pyridinium ring of PLP. Indeed, PLP is used to promote cleavage of more

(a)

+1 2

3

45

(b)

𝛽-hydroxyketone (R1−−C)
𝛽-hydroxyaldehyde (R1−−H)

cleavage

condensation
enol

+

ketone

*1These enzymes differ from class II aldolases, which use divalent metal cations such as Zn2+ or Fe2+ for
bond polarization, instead of a Schiff base. Since the metals are not bonded to the labile bond, the polarization
is mediated by a through-space field effect.
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FIGURE 9.27 Schiff base-mediated covalent catalysis. (Opposite) (Continued) (a) Decarboxy-
lation of a 𝛽-keto acid with a Schiff base intermediate [203]. The mechanism involves (1) attack of an
active site nucleophile (R1−NH2) on the 𝛽-keto carbon, forming a Schiff base. (2) Decarboxylation.
(3) Rearrangement of electrons. (4) Protonation of the substrate’s double bond by an active site gen-
eral acid. (5) Attack of an active site water nucleophile on the Schiff base, resulting in the breaking of
the Schiff base and creation of a ketone. (b) Reversible aldol cleavage of a 𝛽-hydroxyketone/aldehyde
to an enol (blue) and a ketone (red). (c) Aldol condensation of glyceraldehyde 3-phosphate (G3P)
and dihydroxyacetone phosphate (DHAP) to form fructose 1,6-bisphosphate, carried out by Class I
aldolase. (c-I) The overall reaction (the reverse of the reaction shown in Figure 9.14). (c-II) The
principal steps in the mechanism of rabbit aldolase (data taken from the MACiE database [34], entry
M0222). The steps are described in the main text.
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stable bonds than, e.g., the carboxyl-Cα bond in 𝛽-keto acids. As explained above, the lat-
ter bond is relatively easy to break due to its inherent instability. In any case, nucleophilic
catalysis via bond polarization is an efficient strategy for activating reactants inside the
active site.The chemical transformations that benefit from such activation include both
bond cleavage and formation. Again, polarization can be achieved in various ways and is
not limited to the use of PLP or other Schiff bases. For example, in the case of bond cleavage,
enzymes may also use the thiazolium ring of the coenzyme thiamine pyrophosphate (TPP)
as an electron withdrawing group [148] (see Subsection 9.1.5.4 above). In the case of bond
formation, enzymesmay use phosphoryl groups or the ureido group of the coenzyme biotin
(see Subsection 9.1.5.6 above).

9.3.3.4 Metal ion catalysis
Certain enzymes, called metalloenzymes, use the following metal cations as their catalytic
species: zinc (Zn2+), copper (Cu2+/Cu+), magnesium (Mg2+), manganese (Mn2+/Mn3+),
iron (Fe3+/Fe2+), cobalt (Co2+/Co3+), molybdenum (Mo3+/Mo4+/Mo6+), vanadium (V5+)
and even tungsten (W4+/W6+)[44] (the oxidation states correspond to physiological condi-
tions).Themetals may be used for different types of enzymatic reactions, such as oxidation-
reduction, hydrolysis, transfer of phosphate groups, and oxygen atom transfer [94]. These
roles of metal cations largely account for the physiological requirement for these minerals*1
and their importance in our diet, although some of them are needed only in trace amounts.
The involvement of metals in enzymatic reactions relies on their ability to perform spe-
cific functions, such as electron transport; electrostatic stabilization of negatively charged
species; and activation of substrate, coenzyme, or water molecules by electronic polariza-
tion (see details below). Although these are diverse functions, they are all based on either
the positive charge of the metals, or their ability to coordinate different chemical species.
As described in detail in Chapter 2, Subsection 2.6.9, metals can appear in proteins in their
free form or as part of inorganic clusters. The latter may sometimes be independently ac-
tive, but the protein environment is important for providing biological context, as well as
stabilizing the metal clusters and preventing destructive side reactions [206]. Below we give a
short description of the main specific functions carried out by enzyme-bound metal ions.

9.3.3.4.1 Electron transport

Enzymes catalyzing oxidation-reduction (redox) reactions often use metal ions as transient
binding sites for electrons, which are passed along a route within the protein. Statistical
analysis of metalloenzymes shows that iron (Fe) and copper (Cu) are the principal met-
als used for redox catalysis [207]. Iron is particularly prevalent in these reactions, and can
appear in different forms within the active sites of redox enzymes: Fe−O−Fe sites, heme
groups and Fe−S clusters*2. The predominance of iron in redox enzymes may result from
different factors, including the sensitivity of iron’s redox properties to the ligands it coor-
dinates. This sensitivity enables enzymes to modulate the behavior of Fe, including its ten-
dency to act as an oxidizing or as a reducing agent, by changing its ligands and even the

*1Some of thesemetals are also needed for non-enzymatic functions (e.g., calcium serves as a building block
for bones).

*2This explains the critical importance of iron to key physiological processes that depend on redox enzymes,
such as cellular respiration, nucleotide metabolism, detoxification of xenobiotics, and brain development in
infants.
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coordination geometry. Iron cations exist within redox enzymes mainly in the divalent
form (Fe2+), and act primarily in activation ofO2 for the transformation of organic com-
pounds [207]. This role of iron is observed mainly in oxygenases, which incorporate oxygen
into organic molecules (see Subsection 9.1.5.1.1 above). Activation is required in this pro-
cess because O2 has a triplet spin state, whereas most organic substrates have a singlet state,
and this difference results in a kinetic barrier for the reaction. The coordination of O2 to
the iron cation lowers the barrier by transferring two electrons to the oxygen, one from the
Fe2+ atom and the other probably from another adjacent metal [207]. This transfer involves
the transient formation of other oxygen species, i.e., superoxide (O–

2 ) or peroxide (O2–
2 ) [44].

Iron is also important for other enzymatic processes, such as themetabolism of nucleic acids
(and other biological molecules), as well as the degradation of biological pollutants [44].

Copper, the other common metal in enzyme-mediated electron transport, resembles
iron in more than one way [44]. First, copper, like iron, appears in redox enzymes of the oxy-
genase and oxidase groups. Second, copper, too, has two oxidation states under physiological
conditions (Cu2+/Cu+), and can therefore play different roles aside from electron transport,
such as O2 activation and transport. Accordingly, copper is important to numerous physio-
logical processes, such as the synthesis of various biological elements (e.g., connective tissue
proteins, the pigment melanin, certain hormones and neurotransmitters), as well as the ac-
tivation of white blood cells and the mineralization of bones. As we will see below, other
metals are as abundant as iron and copper, but because they only have a single oxidation
state (e.g., 2+ for magnesium, calcium and zinc) they cannot play a role in electron-transfer
(redox) reactions.

9.3.3.4.2 Electrostatic stabilization

As explained in Subsection 9.3.3.2 above, enzymes often use metal cations such as Mg2+,
Cu2+, Zn2+, Mn2+, Co2+, and Fe2+/Fe3+ either to stabilize the negatively charged transition
states of their reactions [148] (Figure 9.25d) or to stabilize other anionic species in their ac-
tive sites. These functions rely on the metals’ strong positive charge. The most widely used
species is magnesium (Mg2+), which is abundant and also has the highest charge density of
all protein-bound metals [92,207]. As a result of these characteristics, it has been selected by
evolution to stabilize highly anionic species in enzymes, which are usually substrate-bound
phosphate groups or coenzymes. Such stabilization occurs, e.g., in enzymes that regulate
nucleic acid biochemistry, such as restriction enzymes, ligases, and topoisomerases [208], as
well as in the glycolytic enzymes enolase (EC 4.2.1.11) and pyruvate kinase (EC 2.7.1.40) [92].
Mg2+ is also important for the fidelity of DNA replication. Within the active site, Mg2+

is usually coordinated by one or more carboxylate side chains of glutamate or aspartate.
However, when in complex with the substrate, Mg2+ interacts only transiently with enzyme
groups [207].

9.3.3.4.3 Substrate, coenzyme and water activation by polarization

In Subsection 9.3.3.3 above, we saw how electronic polarization of covalent bonds in the
substrate or in active site catalytic species can promote chemical transformations and help
catalysis. Such polarization is induced by electron withdrawing organic groups, like the side
chains of lysine residues or the cofactor PLP.Metal cations can also be used for this purpose,
owing to their ability to function asLewis acids, that is, to bind lone-pair electrons, e.g., those
of oxygen or nitrogen atoms [207]. Coordination of metals to these atoms in the substrate
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or coenzyme polarizes the covalent bonds in which they are involved. The result depends
on the degree of polarization achieved by the metal. Partial polarization of C−O and P−O
bonds (where C−O is included in many substrates, and P−O appears, e.g., in ATP) turns
the carbon and phosphorus into electrophilic centers, which are amenable to nucleophilic
attack. This process is part of the catalytic mechanism of the enzyme, which means that the
metal acts as an activator of the substrate or coenzyme.

In other cases, the metal induces complete bond polarization, which leads to the break-
ing of the bond. The most common case is polarization of water molecules inside the active
site, aimed at creating a potent nucleophile. That is, the polarization of one of the water’s
O−H bonds leads to its breaking, and the resulting OH– group acts as a strong nucleophile
capable of attacking an electrophilic center in the substrate [94].This happensmainly in reac-
tions catalyzed by hydrolases.The other known case of completemetal-induced polarization
leads to the release of a proton from the organic substrate or coenzyme. This results in elec-
tronic rearrangement of the latter, thus promoting catalysis.

Several metal cations are used for electronic bond polarization of enzyme substrates or
coenzymes. Like electrostatic stabilization of active site species (see previous subsection),
metal-related bond polarization is also carried out primarily by Mg2+, for the same rea-
sons explained above. Another metal commonly used for this role is zinc (Zn2+), which is
abundant and has electron affinity even higher than that of Mg2+. Zinc is used frequently in
enzymes for polarizing water molecules or organic C−O and P−O bonds. In fact, in some
enzymes, Zn2+ is responsible both for creating the attacking nucleophile and for enhanc-
ing substrate electrophilicity [207]. These roles, combined with the coordination flexibility
of Zn2+*1, make zinc the second most common metal cation in enzymes, after Mg2+*2. In-
deed, zinc is important for various physiological processes, including the development of
the skeletal and reproductive systems, wound healing and the immune response [93]. Cal-
cium ions (Ca2+) are also used for bond polarization, but to a lesser extent. Instead, evo-
lution seems to have chosen Ca2+ as the principal metal regulator of numerous biological
processes [207,209] (see our previous discussions of calmodulin in signal transduction, and of
the clotting process). The reason for the selection of calcium may have to do with the rel-
atively large radius of Ca2+, which enables it to bind a diverse set of ligands with irregular
geometries. In contrast, Mg2+ only forms octahedral complexes.

9.3.3.4.4 Other catalytic metals

Among the less abundant metals used by enzymes [44], the following are notable:

• Nickel – functions in urease (EC 3.5.1.5) and certain hydrogenases by catalyzing H2
oxidation.

• Molybdenum – required for certain oxygen atom transfer reactions.

• Manganese – functions (as a part of the oxygen-evolving complex) in the photo-
oxidation of water to O2 during the light reaction of photosynthesis. It is also a known
cofactor in oxidase chemistry.

• Tungsten – is a cofactor in certain dehydrogenases.

*1Zn2+ is able to bind between four to six ligands within proteins, although in enzymes it is usually part of
complexes that have coordination numbers less than 6 and tetrahedral geometry [92].

*2A well-known zinc-dependent enzyme in animal physiology is carbonic anhydrase, a hydrolytic enzyme
that interconverts carbon dioxide (CO2) and bicarbonate (HCO–

3 ). In animals, this enzyme is important for
regulating blood pH. The mechanism of the enzyme is described in Figure 9.28.
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FIGURE 9.28 The use of metal-induced water deprotonation in the mechanism of carbonic
anhydrase. (a) The deprotonated water molecule (i.e., OH– group) is attached to an active site zinc
cation, which is also coordinated to three histidine side chains. (b) and (c) The OH– group then
acts as nucleophile and attacks the carbon of CO2 to form bicarbonate (HCO–

3 ). (d) The metal then
binds a new water molecule for the next catalytic cycle. The image is taken from [94].

9.3.3.5 General acid-base catalysis
Acid-base catalysis is by far the most common catalytic strategy used by enzymes,
accounting for ~75% of the reactions in the MACiE database [40]. It involves a pro-
ton (H+) transfer between catalytically important groups inside the active site, i.e., amino
acid residues, coenzymes and substrates*1. This transfer requires an active site species that
can act as a Brønsted acid (i.e., capable of donating the proton to another species), or as a
Brønsted base (i.e., capable of receiving the proton from another species). Enzymes use two
types of acids and bases in their active sites:

1. Water molecules, i.e., H3O
+ as an acid and OH– as a base. In such cases we refer to

the process as ‘specific acid-base catalysis’.

2. Amino acid side chains. Histidine, whose imidazole group can act both as an acid
and as a base under physiological pH, is the most common amino acid in acid-base
catalysis (31% of the acid-base reactions in MACiE). Other common amino acids in
this type of catalysis are glutamate (21%) and aspartate (~16%) [40]. Lysine, tyrosine,
cysteine, serine, arginine and threonine are also involved, but to a much lesser ex-
tent, due to their high pKa. That is, they are protonated, unless their local chemical
environment in the active site promotes their deprotonation. The use of amino acid
groups is referred to as ‘general acid-base catalysis’.

The prevalence of acid-base catalysis as an enzymatic strategy largely accounts for the well-
known dependency of enzymatic activity on the pH of the enzyme’s environment. Indeed,
each enzyme is active only within a certain range of pH and achieves optimal activity under

*1Not to be confused with hydride ion (H– ) transfer, a common way to transport electrons in redox reac-
tions, or with hydrogen radical (H•) transfer, which is common in molecular rearrangements.
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a pH value that is within that range (this is referred to as the enzyme’s optimal pH). We have
seen earlier that extreme pH valuesmay lead to protein denaturation. However, themargins
of the pH range of enzymes are usually not extreme enough to cause protein denaturation,
suggesting that other factors account for the dependency. Indeed, this dependency usually
results from the pH sensitivity of residues that participate in acid-base catalysis. For exam-
ple, if an enzyme relies on a certain histidine residue to function as a general base (i.e., accept
a proton), then the pH in the histidine’s local environment will keep it in a deprotonated
state before catalysis starts. Substrate binding or conversion of the substrate into the transi-
tion state will lead to protonation of the histidine, and when the catalytic cycle is over, the
histidine will return to its deprotonated state. Since the protonation or deprotonation of any
ionizable group is most affected around its pKa, the optimal pH of an enzyme that depends
on histidine acid or base behavior is expected to be around 6 and 7. In contrast, an enzyme
that depends on the acid-base behavior of glutamate or aspartate residues is expected to
have a much lower optimal pH, around 3 or 4. As we have seen earlier, and as will be fur-
ther explained below, the protonation state of a residue is also influenced by its immediate
chemical environment. That is, chemical species adjacent to the residue may change its pKa
through electrostatic effects. The capacity of the active site to exert such effects results from
its structural and physical properties (e.g., charge distribution). However, these properties
are often modulated by conformational changes that occur during catalysis, and which af-
fect the local environment of the protonated or deprotonated species. Such conformational
changes are part of the enzyme’s catalytic mechanism and serve the need for altering the
protonation states of catalytic residues, coenzymes or the substrate at certain points during
catalysis.

Finally, note that the optimal pH of an enzyme may also be determined by the need to
keep certain residues charged or neutral. For example, in an enzyme that uses a charged
amino acid to stabilize the substrate’s transition state or polarize it, the optimal pH of the
enzyme is likely to be affected by the pKa of this amino acid. This is because pH-induced
protonation or deprotonation of this residue may neutralize its charge and prevent it from
fulfilling its role. In some cases, however, the catalytic rate does not seem to be affected by
pH, despite the presence of acid-base catalytic residues. This lack of effect may be a result of
buffering by auxiliary residues in the active site.

Although acid-base catalysis may involve a variety of strategies, it usually entails either
a direct action on the substrate or activation of an active site species. Below we elaborate on
these two strategies.

9.3.3.5.1 Direct action on substrate

The simplest way in which acid-base catalysis can exert its effect is to directly transfer a
proton to the substrate or from it. This transfer usually promotes the conversion of the sub-
strate into the transition state or any other intermediate downstream of the reaction coordi-
nate [210,211]. This type of action is observed in triosephosphate isomerase (TIM), EC 5.3.1.1),
one of the ten enzymes of glycolysis. TIM uses general acid-base catalysis to accelerate the
reversible isomerization of a ketone (dihydroxyacetone phosphate, DHAP) to an aldehyde
(glyceraldehyde 3-phosphate, G3P) [212] (Figure 9.29). This happens in two steps:

1. A proton is transferred from C1 of DHAP to the carboxylate group of Glu-165, which
acts as a general base (B– in Figure 9.29).This transfer converts DHAP into an enediol
intermediate [213].
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Dihydroxyacetone-P
Glyceraldehyde-3P

FIGURE 9.29 General acid-base catalysis in triosephosphate isomerase.The general base is de-
noted as B– . The proton involved in the catalytic mechanism is colored in blue. The keto group that
becomes a hydroxyl is colored in red, and the delocalized double bond is in green. The reaction is
reversible and depicted here in one direction for clarity.

2. Glu-165 acts as a general acid and transfers the proton back to the substrate. However,
this time the proton is transferred to C2 of the intermediate, turning it into G3P.

Another example of direct acid-base action on a substrate is observed in the catalytic mech-
anism of fumarate hydratase (a.k.a. fumarase) (EC 4.2.1.2). Fumarase plays a central role in
metabolism; the mitochondrial isozyme*1 is part of the Krebs cycle, whereas the cytosolic
isozyme is involved in amino acid catabolism. In both cases, the enzyme catalyzes the stere-
ospecific addition of a water molecule to fumarate, to form L-malate (Figure 9.30). How-
ever, the reaction is reversible, and the same enzyme is also capable of doing the opposite,
i.e., eliminating water from L-malate to form fumarate. The catalytic mechanism employed
by fumarase involves proton abstraction from C2 of L-malate. This is remarkable, as the
carbon atom has a pKa of ~30 [214].

9.3.3.5.2 Indirect action: facilitating covalent catalysis

As we have seen in Subsection 9.3.3.3, acid-base catalysis may contribute to catalysis by
helping active site species to carry out nucleophilic substitution on the substrate. This pro-
cess usually involves an active site general base that deprotonates the hydroxyl group of a
residue, to render it a stronger nucleophile. According to Jencks’ ‘libido rule’, this can only
occur if (i) the pKa of the deprotonated nucleophile changes significantly during the reac-
tion, and (ii) the pKa of the base is intermediary between the initial pKa of the nucleophile
and its pKa after the nucleophilic attack [211,216]. This explains why histidine is the most
common residue in acid-base catalysis [40]; its pKa is close to the middle of the pH scale,
and therefore has the highest probability of being intermediary between the pKa values of
the nucleophile before and after the reaction. Glutamate and aspartate have lower inher-
ent pKa values, but the chemical environment at the active site often increases these values.
Again, serine proteases (e.g., trypsin; Figure 9.26c) and esterases (e.g., acetylcholinesterase;
Box 8.1) provide classic examples of indirect acid-base catalysis. As we have seen earlier,
the mechanism of these enzymes involves deprotonation of a serine residue (pKa~13) by

*1Isozymes (or isoenzymes) are two different forms of the same enzyme. They perform the same biochem-
ical reaction but differ in their sequences or structural properties, and the difference is reflected in their dif-
ferent efficiency levels or substrate affinity and specificity.
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(a)

Fumarate
L-malate

(b)

Fumarate L-malate

FIGURE 9.30 The reversible interconversion between fumarate and L-malate by fumarate hy-
dratase (fumarase). (a) The overall reaction. The added hydrogen atom and OH group are marked
by the red arrows. (b) The reaction mechanism. In the first step an enzyme group functioning as
a general base (B•

•) abstracts a proton from a water molecule, and the resulting OH group (in red)
is stereospecifically attached to C2 of fumarate to create a carbanion transition state. In the second
step, an enzyme group functioning as a general acid (A−H) donates its proton to C3 of the transition
state, in the anti position [215]. For clarity, the reactions are depicted as unidirectional.

an adjacent histidine (the general base), which enables the serine to attack the electrophilic
carbon of either a peptide or an ester unit in the substrate. The nucleophilic attack creates
an acyl-enzyme intermediate (Figure 9.26c, see also Figure 9.25b), which turns the serine
side chain from a hydroxyl into an ether (pKa~0). According to the libido rule, the general
base used in this reaction can be any chemical species, as long as its pKa is between ~13
and ~0 [70]. Indeed, the histidine residue serving as a general base in this reaction has a pKa
value of 6.5, whichmakes it suitable. In fact, in serine proteases and esterases, the pKa of the
catalytic histidine is further increased via electrostatic field effects, induced by the nearby
aspartate residue. pKamodulation of general acids or bases is very common in enzymes.
However, in contrast to the above histidine example, inmost cases pKamodulation is used
to adapt residues with more extreme pKa values to their roles as general acids or bases.
For example, in aldo-keto reductases the pKa of a tyrosine’s phenol group (9.8) is lowered
by a nearby lysine side chain*1, so it can act as a general acid. Also, in aspartic proteases, the
proximity between two aspartate side chains compels one of them to remain protonated,
to avoid Coulomb repulsion [148]. The protonated aspartate can then act as a general acid,
whereas the other acts as a general base [148]. In some cases the modulation of a residue’s
pKa is more complicated. For example, quantum-mechanical calculations carried out on

*1The deprotonation of the tyrosine side chain charges it with a negative charge, which in turn stabilizes the
system by masking the positive charge of the adjacent lysine side chain.
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ketosteroid isomerase (EC 5.3.3.1) suggest that the pKa of a catalytically important tyrosine
side chain is significantly reduced by electronic inductive effects along a hydrogen-bonding
network that involves this residue and two other tyrosines [217].

In order for acid-base catalysis to take place, the two groups involved in the proton trans-
fer must be close enough to each other; otherwise, the energy barrier for the transfer is too
high. However, evidence accumulating since the 1980s shows that inmany cases the transfer
of hydrogen species (protons, hydride ions, or hydrogen atoms) occurs despite an imped-
ing energy barrier [218–220] (see also references in [221]). In these cases, the transfer is made
possible by a quantum-mechanical phenomenon referred to as ‘tunneling’. This interesting
phenomenon is explained in detail in Chapter 5, Subsection 5.3.1.4 IV.

9.3.3.6 Mechanisms related to protein dynamics
In the subsections above we had a glimpse of the intricate mechanisms used by enzymes to
accelerate chemical reactions.We saw that these mechanisms result directly from the preor-
ganization of enzymatic active sites, which puts functional groups near each other or near
the substrate, and which enables the many resulting interactions to be modulated by the
general physical properties of this microenvironment. It is therefore tempting to think that
such mechanisms can be executed in a ‘frozen’ active site, i.e., without the help of dynamics.
However, what we already know about the effect of protein dynamics on protein function
(see Chapter 5, Subsection 5.3.1.4) constitutes a strong argument against such a notion. In-
deed, protein function is significantly affected by local and globalmotions that facilitate
liganddiffusion into the binding site,mediate the inducedfit of the protein to the ligand,
change the physical properties of the binding site, and optimize quantum phenomena.
In enzymes, the timescales associated with general protein dynamics generally overlap with
those associated with catalysis (Figure 9.31). This suggests that at least some of the motions
associated with general protein dynamics have effects on catalysis. Many studies support
this suggestion, employing methods such as X-ray crystallography and small-angle scatter-
ing [222,223], neutron scattering [224], NMR [225–227], fluorescence spectroscopy, measurements
of isotope effects on hydride transfer [228], andmolecular dynamics simulations [155] (see [229]

for details).
The studies cited above refer to a wide range of motions in enzymes, from slow, large-

scale loop or domain movement, to fast, short-scale thermal vibrations. The functional
implications of ~10−8 to 10−3 s motions, involving whole residues, secondary structure ele-
ments, hinges or other segments of the polypeptide chain, as well as whole domains, have
been known and documented for some time (e.g., see [133,229] and references therein). Such
motions account for a wide range of events in enzymes, including creation of gates and
tunnels to sequester the substrate*1 or extrude the product [166,230]; other induced fit changes
that strengthen enzyme-substrate interactions; and short-lived conformational changes that
occur during catalysis and that facilitate the formation of multiple substrate intermedi-
ates [132,231]. These dynamic events may affect catalysis in different ways. For example, they
may bring interacting species closer to each other (e.g., in acid-base and nucleophilic catal-
ysis) or adjust the electrostatic environment to optimize catalytic events (see [232] and refer-
ences therein).

In contrast, the effects of thermal vibrations (~10−13 s) and other fast motions

*1The structure and properties of the gates and tunnels contribute to the enzyme’s selectivity towards the
substrate, by controlling its access to the active site. In addition, the gating event may synchronize processes
in different parts of the enzyme, which may in turn affect the enzyme’s activity (see the extensive review on
enzyme gating by Damborsky and coworkers [230]).
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FIGURE 9.31 Timescales of proteins and enzymatic catalysis. 𝑘𝐵 is the Boltzmann constant, 𝑇
represents the ambient temperature, and ℎ is the Planck constant. 𝑘𝐵𝑇 /ℎ is the universal frequency
factor, commonly used in transition state theory (see Subsection 9.1.2 above). The image is taken
from [229].

(10−12 to 10−9 s)*1 on enzyme catalysis are more controversial. Simulations suggest that fast
protein motions are involved in the transfer of electrons in photosynthetic bacterial reac-
tion centers [233]. Furthermore, as explained in Chapter 5, Section 5.3.1.4 IV, quantum-
mechanical calculations suggest that thermal vibrations in enzymes are important for ef-
ficient hydrogen tunneling during catalysis*2, although the exact mechanism of this ef-
fect is unclear. In line with these propositions, it has been suggested that enzymes have
evolved to harness their fast (10−13 to 10−9 s) motions to aid catalysis by contributing di-
rectly to the crossing of the reaction’s energy barrier. This issue is under intense discussion
(e.g., [194,225,238–242]). One problem with this suggestion is the difficulty in proving it exper-
imentally. While various studies have tried to address this issue, it has been suggested that
their interpretations of the results were problematic [194]. In an interesting study carried out
by Schramm and coworkers, atoms of nucleoside phosphorylase (PNP) were replaced by
their heavy isotopic analogues [243]. The resulting enzyme had ~10% increased mass, and
according to the Born-Oppenheimer approximation [244] its femtosecond (10−15 s)-scale vi-
brations were slower than those of the wild-type (i.e., lighter) enzyme*3.The aim of the study
was to determine how the decreased vibration rate in the heavier enzyme would affect its

*1These motions are responsible for the change in individual noncovalent interactions (e.g., via side chain
rotation) and small alterations in water structure [133].

*2Hydrogen tunneling and other quantum-mechanical effects on catalysis have been discussed for decades
(e.g. [219–221,234–237]), but only in recent years have they gained wide recognition. The relative influence of tun-
neling effects on reducing the overall free energy barrier of a given reaction may be small, but it is acknowl-
edged today that such effects should be included in the description of enzyme-mediated catalysis [19,221].

*3According to the Born-Oppenheimer approximation, a molecule built from heavy isotopes has the same
potential energy as the same molecule built from light isotopes, but the vibrational structure of the two
molecules is different [242].
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catalytic behavior. The study found that the heavy enzyme had the same steady-state rate
constant (kcat) as the wild-type enzyme. This was not surprising, as the kcat of PNP was al-
ready known to be dominated by product release, a step mediated by slow motions and
not by fast vibrations. Conversely, it was found that in the heavy enzyme, two measurable
parameters that correspond only to the chemical step of catalysis*1 were reduced by ~30%
compared to their counterparts in the light enzyme. This observation suggested that fem-
tosecond vibrations indeed have an important role in enabling PNP to undergo the chemical
step of catalysis, in which the reaction’s energy barrier is crossed.

Another problemwith the suggestion that fast motions contribute to enzyme catalysis is
the large difference between the timescales of these motions and the turnover times of most
enzymes (10−6 to 10−3 s) [155] (Figure 9.31). It should be noted that this discrepancy does
not necessarily preclude the involvement of fast motions in catalysis, as in many enzymes
the rate-limiting steps are substrate binding or product release, not the chemical steps in-
volved in crossing the reaction’s energy barrier [231,242] (see also the case of PNP above). The
chemical steps, on the other hand, are on timescales similar to those of fast motions, and
may therefore be influenced by them. For example, fast motions may change the distance
between hydrogen donor and acceptor species, thus affecting the probability of a tunnel-
ing event. Moreover, it has been suggested that, when coordinated, the fast motions may
result in larger motions that relate more directly to enzymatic catalysis (see discussion by
Hammes-Schiffer and coworkers [133,232]). However, clear evidence for such an effect cur-
rently seems to be lacking [194].

Regardless of whether short-timescale motions indeed affect the catalytic steps directly,
it seems that theymay be able to contribute to substrate turnover in otherways. For example,
a study of adenylate kinase (EC 2.7.4.3) [239] has shown that fast (10−12 to 10−9 s) coopera-
tive fluctuations in key hinge residues result in large-scale (10−6 to 10−3 s) motions in a loop
area, which is responsible for opening the active site (see Chapter 5, Section 5.3.1.4, part III
for details). This observation suggests that enzymes can amplify local fluctuations into
large-scale motions, which may also explain how fast motions can affect catalytic events.
Another way in which short-timescale motions can assist substrate turnover is by facilitat-
ing substrate binding to a buried active site, as is suggested to occur, e.g., in the enzyme
cpI Fe-Fe-hydrogenase (EC 1.12.7.2) [245]. Molecular dynamics simulations carried out on
this enzyme indicate that local 10−12 to 10−9 s fluctuations are likely to create transient voids
inside the enzyme’s core, which outline the substrate’s path to the buried active site [245]

(see Chapter 5, Section 5.3.1.4 III for details). Finally, a recent study by Vendruscolo and
coworkers implicates fast motions in the product release step as well [231].

In conclusion, although protein dynamics seems to play a role in catalysis, the exact
mechanism of this involvement is not entirely clear and is highly debated. The main con-
troversy in this regard is whether dynamics directly contributes to acceleration, i.e., crossing
the activation barrier of the reaction. It is interesting to note that while protein dynamics
can generally increase enzymatic turnover in various ways (e.g., substrate binding or prod-
uct release), its effect on barrier crossing need not necessarily be positive. For example, it
has been found that a temperature-driven increase in thermally induced vibrations actually
makes enzymesworse catalysts, by compromising the active-site catalytic configuration [246].

*1The two parameters are the ‘forward commitment factor’ (i.e., the probability of the substrate to cross the
energy barrier of the reaction relative to its probability to detach from the enzyme) and the ‘single turnover
rate’. See [243] for further details.
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9.4 ENZYME COFACTORS

9.4.1 Overview
Many protein structures contain organic molecules or inorganic ions that are important
for protein activity (see Chapter 2). This is also true for enzymes [44,149,247,248]. Specifically,
the use of such cofactors enables enzymes to carry out difficult catalytic tasks by extending
their basic amino acid ‘toolkit’ [40,148,170]. It is customary to divide all cofactors into organic
and inorganic groups. Inorganic cofactors include metal cations, which usually appear as
complexes. Organic cofactors are smallmolecules, many of which are derived from vitamins
(mainly B-complex vitamins).They are traditionally divided into two subgroups: coenzymes,
which are dissociable from the enzyme (e.g., NAD(P)+ [49]), and prosthetic groups, which are
tightly bound to the enzyme at all times (e.g., FAD and FMN [249,250]) [149]. As explained in
Subsection 9.3.3 above, some enzymatic active sites contain post-translationally modified
amino acids that act as cofactors or prosthetic groups [146,173,174].

Interestingly, there are certain molecules that behave as cofactors in some enzyme-
mediated reactions, whereas in others they behave as (co-)substrates. We have already seen
this phenomenon in NAD(P)+-dependent reactions (see Subsection 9.1.5.1.2 above). S-
adenosylmethionine (SAM) also fulfills a dual role, functioning as a co-substrate in methyl-
transfer reactions, and as a cofactor in reactions that involve substrate intramolecular re-
arrangements (see below for further details). Additional examples of molecules showing
ambiguous behavior include ATP and CoA. In most cases ATP transfers its 𝛾-phosphate to
an acceptor molecule, whereas in other cases it releases the phosphate into solution as in-
organic phosphate (P𝑖) [149]. CoA behaves as a cofactor when transferring acetyl groups, but
not when transferring acyl groups. This is because in the latter case the CoA’s sulfur group,
which catalyzes the group transfer, is not involved in the enzyme-mediated reaction [149]. In-
stead, the acyl group is transferred from the donor (acyl-CoA) to a cysteine residue, which
eventually transfers it to the acceptor (acetyl-CoA).

A study by Thornton and coworkers [149] surveyed the known organic cofactors accord-
ing to their physicochemical properties. Table 9.3 at the end of the chapter presents a sum-
mary of the common cofactors in central metabolism, together with their catalytic roles,
physiological importance, and associated diseases. A more detailed description of the 27
organic cofactors characterized to date is given in theCoFactor database [248], which ismain-
tained by the Thornton group.

Table 9.3 demonstrates the various catalytic functions carried out by cofactors. Given the
chemical diversity of amino acid side chains, it seems that at least some of these functions
could be fulfilled by the amino acid component of an enzyme. This notion is confirmed
by studies that have characterized numerous enzymes at the mechanistic level [40,148,170].
For example, both transketolases and transaldolases act through a mechanism that involves
cleavage of C−C bonds. However, while transketolases use thiamine pyrophosphate (TPP)
for cleavage [98], transaldolases use a mechanism that includes a nucleophilic attack by an
active site lysine residue, followed by acid-base catalysis involving an acidic residue (or
residues) [251,252]. So why are cofactors used so widely by enzymes? First, some functions
can only be carried out by cofactors (e.g., hydride ion shuttling). Second, in cases in which
a desired function can be carried out by either an amino acid or a cofactor, the latter
usually does it more efficiently, owing to certain physicochemical properties that cofac-
tors possess (see more below). For example, because of their electronic configuration, and
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their ability to exist in various oxidation states, metals are highly efficient cofactors in elec-
tron transfer and in the activation of certain chemical species, such as molecular oxygen
(see Subsection 9.3.3.3 above) [207]. The highly charged nature of cationic metals also makes
them suitable for electrostatically related functions, such as stabilization and polarization of
other chemical entities (protein residues, water molecules). Indeed, studies show that many
of these roles are performed much more efficiently by metals than by organic cofactors or
amino acid residues [30]. In organic cofactors, biological activity is usually attributable to
specific chemical groups present in the cofactor.

Similarly, we saw how both PLP [62] and TPP [98] specialize in difficult bond cleavage
reactions, owing to the exceptional ability of their pyridinium and thiazolium groups, re-
spectively, to function as electron sinks (see Subsections 9.1.5.2.1 and 9.1.5.4 above). These
properties enable PLP in aldolases to facilitate the opposite reaction as well, i.e., the con-
densation of an enol and an aldehyde. A similar strategy is used by biotin to create a C−C
bond between CO2 and a co-substrate. The nitrogen atom of biotin’s ureido group polarizes
the covalently bound CO2, rendering it a good electrophilic center. This, in turn, facilitates
a nucleophilic attack of the co-substrate on the CO2 and their resulting bonding [253,254].

Several organic cofactors act as carriers of specific biologically relevant groups. For ex-
ample, many of the cofactors in Table 9.3, including NAD+ [255], FAD [249,250] and CoQ [256],
specialize in carrying or transferring reducing equivalents (electrons, hydride ions). Other
examples include the following:

• Lipoic acid [257] and CoA [258] – carry acyl groups.

• TPP – transfers aldehydes [98].

• Coenzyme B12 (CoB12)
[259] and SAM [260] – transfer methyl (−CH3) groups.

• Tetrahydrofolate (THF) – transfers single-carbon groups*1.

• Biotin – transfers carboxyl (−CO2) groups [253,254]

(For TPP, lipoic acid and CoA, see the example of pyruvate dehydrogenase complex in Chap-
ter 2, Subsection 2.1.1, as well as Figure 2.2. For CoA see example in lipid biosynthesis in
Subsection 9.1.5.2.3 above.)

Finally, there are cofactors that perform chemically sophisticated feats. A classic example
is the cobalt-containing coenzyme B12 (CoB12; Figure 9.32a). Adenosylcobalamin (AdoCbl),
which is one of the active forms of CoB12, is used by certainmutases to carry out intramolec-
ular rearrangements [259] (see Subsection 9.1.5.5 above); an intramolecular rearrangement
is defined as a reaction that involves a positional change of a chemical group with an adja-
cent hydrogen, and that does not mix the transferred hydrogen with the solution’s hydro-
gen atoms (Figure 9.32b). AdoCbl can fulfill this role because of the tendency of the bond
between the cobalt cation (Co3+) and the C5′ carbon of the adenosyl moiety to break ho-
molytically*2, and create a C5′ carbon radical (C•) (Figure 9.32c step 1). The Co−C5′ bond
is not inherently weak, but it is rendered weak by the surrounding environment of the active
site [261,262].

*1The single-carbon groups transferred by THF appear as formate (in N10-formyl-THF and N5, N10-
methenyl-THF) or formaldehyde (in N5, N10-methylene-THF and N5-methyl-THF).

*2A homolytic bond cleavage splits the bonding electrons evenly between the products. In contrast, a het-
erolytic cleavage splits the bonding electrons unevenly.
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(a)

5′ deoxyadenosine

C5′

(b)

← →

FIGURE 9.32 Coenzyme B12 (CoB12). (a) Structure of one of the forms of CoB12, adenosylcobal-
amin (PDB entry 4gxy). The structure includes a corrin ring (shown as green sticks) coordinating a
central cobalt cation (Co3+, shown as a sphere). the Co3+ cation is also coordinated by two nucleotide
groups above (pink) and below (yellow) the corrin ring axis, where the latter nucleotide is covalently
attached to the ring also via its phosphate group. In the presented structure the group above the ring
is adenosine. However, the identity of this group may be different in other forms of CoB12 (e.g., a
methyl group inmethylcobalamin).The bond between Co3+ and this group is the reactive part of the
coenzyme. (b) The molecular rearrangement reaction catalyzed by CoB12-dependent mutases. The
reactions involve a position replacement between a hydrogen and a carbon-, oxygen- and nitrogen-
containing group (A), without mixing the transferred hydrogen with the hydrogen atoms that are
present in the surrounding solution.
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(c)

1
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34

5

FIGURE 9.32 Coenzyme B12 (CoB12). (Continued) (c) The mechanism of the molecular rear-
rangement described in (b) and catalyzed by CoB12-dependent mutases (see main text for details).
The substrate and product of the reaction are marked by red rectangles, and the two intermediates
are marked by green rectangles. The adenosyl moiety is shown with its adenine group marked as
“Ad”, and with the 5′ carbon colored in green. For clarity, the cobalamin ring is not shown, and the
cobalt ion is presented simplicity as “Co”, colored in purple.
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Since radicals are unstable, the formation of the C5′ radical starts the following chain reac-
tion, which ultimately leads to the desired intramolecular rearrangement:

1. The C5′ radical of CoB12 induces homolytic cleavage of the C−H bond in the sub-
strate and abstracts the freed hydrogen atom. This leaves the substrate’s carbon as a
radical (C•) (Figure 9.32c, step 2).

2. The substrate’s carbon radical induces a homolytic cleavage of the adjacent C−Abond
and abstracts the freed A radical. This leaves the adjacent carbon as a radical (Fig-
ure 9.32c, step 3).

3. The substrate’s carbon radical induces a homolytic cleavage of the CoB12 C5′−Hbond
and abstracts the resulting hydrogen radical (Figure 9.32c, step 4). This completes the
H−A positional switch.

4. The C5′-cobalt bond is restored in CoB12 (Figure 9.32c, step 5).

In CoB12-dependent enzymes that catalyze elimination reactions (e.g., diol dehydratase and
ethanolamine ammonia lyase), the steps listed above create an unstable product that further
undergoes elimination of the X group.

The use of coenzyme B12 for radical-involving reactions reveals another advantage of co-
factors over protein amino acids: safety. Some enzymes include amino acid radicals that are
used for specific types of catalyses. For example, ribonucleotide reductase (EC 1.17.4.1) [263]

and galactose oxidase (EC 1.1.3.9) [264] use a stable form of a tyrosine radical, whereas pyru-
vate formate lyase (EC 2.3.1.54) uses a glycine radical [265]. While these amino acid radicals
are important for catalysis by the enzymes, their constant presence in the active site may
lead to side reactions [44]. In contrast, coenzyme B12 contains an organometallic structure
with a stable carbon-cobalt bond. This bond ensures that the catalytic radical is generated
only when needed. S-adenosyl-methionine (SAM), which is also involved in radical cataly-
sis, confers a similar advantage. As mentioned above, SAM usually serves as a methyl group
donor (i.e., as a co-substrate) in biochemical reactions that do not involve formation of
radicals. SAM’s capacity to transfer the methyl group is due to the electrophilic nature of
its carbon atom, which, in turn, results from the electron-withdrawing, positively charged
sulfur atom to which it is bound (see Figure 9.33). Attack of the methyl carbon by a nucle-
ophilic group in the other co-substrate leads to heterolytic cleavage of the S−CH3 bond in
SAM*1 and facilitates the transfer of the methyl from SAM to the other co-substrate (Fig-
ure 9.33a). Yet, in some biochemical reactions the bond between the sulfur atom and one of
the other two electrophilic carbons to which it is bound in SAM (on opposite sides) under-
goes homolytic cleavage [266,267] (Figures 9.33b and c). This happens following the transfer
of an electron from a reduced Fe−S cluster in the enzyme to SAM. The resulting cleavage
renders the sulfur atom uncharged and generates a free radical on the cleaved carbon. Be-
ing highly reactive, the newly formed radical abstracts a hydrogen atom from the enzyme’s
substrate and initiates an internal, radical-mediated transformation.Thus, in such reactions
SAM functions as a true cofactor and not as a co-substrate.

*1The heterolytic cleavage leaves all the electrons of the S−CH3 bond on the sulfur atom.
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(a) Heterolytic cleavage

+ Nu+−CH3

S-Adenosylmethionine

(b) Homolytic cleavage, radical SAM enzymes

+e–

(c) Homolytic cleavage, Dph2

+e–

FIGURE 9.33 Main reactionmodes of S-adenosylmethionine (SAM). SAM includes a positively
charged sulfur atom, bound to a methyl group (red), a 5′-deoxyadenosyl group (blue) and a 3-
amino-3-carboxypropyl group (green). (a) Heterolytic cleavage of the sulfur-methyl group, allowing
SAM to function as a methyl donor. Curly arrows indicate the movement of pairs of electrons. Nu
represents a nucleophile (an electron-pair donor). (b) Homolytic cleavage of the bond between the
sulfur and the 5′-deoxyadenosyl group, which happens in radical SAM enzymes. In these reactions,
SAM accepts an electron (e– ), whereupon the S−C bond breaks so that one electron ends up on
each of the atoms of the bond. Fish-hook arrows indicate the movement of single electrons. (c) Ho-
molytic cleavage of the bond between the sulfur atom and the 3-amino-3-carboxypropyl group, as
occurs in the enzyme Dph2 [268]. The image is adapted from [266].
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9.4.2 Chemical characteristics of organic cofactors
It stands to reason that organic cofactors, which are highly reactive, possess certain features
that lead to this reactivity. A survey carried out by Thornton and coworkers shows organic
cofactors to be overall chemically similar to biological metabolites, such as nucleotides,
amino acids and fatty acids [149]. Here are some examples:

• Like NAD(P)+ and FAD (Figure 9.5), SAM and CoA each contain an adenosyl unit
(Figure 9.34a).

• SAM also contains a methionine residue.

• CoA also contains 𝛽-alanine and a decarboxylated cysteine residue.

• Glutathione is built from the amino acids glutamate, cysteine and glycine (Fig-
ure 9.34a).

• THF, FAD and FMN contain the pteridine ring system, which is synthesized from
guanosine-5′-triphosphate (GTP) (Figure 9.34b).

While organic cofactors are similar to biological metabolites, they tend to be more en-
riched in functional groups, a characteristic that explains their higher reactivity. We
have already encountered several examples of such groups and their biochemical activity:

• Pyridinium (PLP), thiazolium (TPP)*1, and ureido (biotin)*2 – bond polarization.

• Nicotinamide (NADH, NADPH) – hydride ion transfer.

• Isoalloxazine (FADH2 and FMNH2) – electron transfer.

• Cobalt-containing organometallic group (CoB12) and sulfur-containing group
(SAM) – radical-involving reactions, methyl group transfer.

• Thiol (CoA, lipoic acid) – acyl transfer.

• Pteridine (THF) – single-carbon group transfer.

Interestingly, many cofactors, including lipoic acid, SAM, TPP, CoA, and glutathione, in-
clude sulfur in their active groups. This is not surprising considering the reactivity of this
atom and its direct involvement in nucleophilic catalysis (as in CoA-induced thiolysis), free
radical chemistry (as in SAM reactions), and the activation of metabolites via thioester
bonds (as in lipoic acid andCoA; see below). As explained above, the sulfur atom inTPP acts
indirectly, by withdrawing electrons and acidifying an adjacent carbon, which in turn leads
to the carbon’s deprotonation and allows it to act as nucleophile. Similarly, the positively
charged sulfur in the sulfonium group of SAM withdraws electrons from its neighboring
carbon atoms, turning them into electrophilic centers. This facilitates the breaking of one of
the S−C bonds (depending on the reaction type), which may be carried out in two different
ways: (1) a heterolytic cleavage caused by a co-substrate nucleophile, and which results in
methyl transfer from SAM to the co-substrate, or (2) homolytic cleavage caused by elec-
tron transfer within the enzyme, and which results in the generation of free radicals and in
intramolecular rearrangements in the substrate [266,267] (see Figure 9.33 above).

*1Also functions in aldehyde transfer.
*2Also functions in CO2 group transfer.
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(a)

Glutathione
S-adenosyl methionine

Coenzyme A

(b)

Pteridine

FAD

Molybdopterin

THF

Tetrahydrobioptrerin

FIGURE 9.34 Similarity between organic cofactors and natural metabolites. (a) Amino acids
in the structures of the cofactors glutathione, SAM and CoA (colored). Glutathione is a tripeptide
built from glutamate bound via its 𝛾 carboxyl to cysteine and glycine. SAM contains methionine,
and CoA contains 𝛽-alanine and decarboxylated cysteine moieties. (b) The pteridine ring system
(in blue) in the structures of the cofactors FAD, THF, molybdopterin and tetrahydrobiopterin.
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We saw earlier that CoA is the principal donor in acetyl and acyl transfer reactions. It is
often said that CoA ‘activates’ the acyl group by forming a thioester bondwith it, thereby en-
abling subsequent condensation to take place between the group and the acceptormolecule.
But what is the molecular basis for such ‘activation’? One suggestion is that the activation
results from the lower stability of thioesters compared with oxygen esters. An oxygen ester
constantly interconverts between two states due to electronic resonance, which leads to its
stabilization (Figure 9.35a). A thioester, in contrast, does not experience electronic reso-
nance and therefore exists in a single state (Figure 9.35b). This means that a thioester is less
stable, or has more energy, than the oxygen ester.

In an acyl transfer reaction, the breaking of the ester bond between the acyl group and
its donor releases energy that is simultaneously used for creating the bond between the acyl
group and the acceptor molecule. The released energy is in fact the difference between the
free energy of the ester and that of its degradation products (ΔG = Gester − Gproducts). As-
suming that the free energy of the products in both cases is similar, then the breaking of
the oxygen ester bond should release less energy than the breaking of the thioester bond
(ΔG1 < ΔG2 in Figure 9.36), since the oxygen ester has less energy than the thioester. This
means that the breaking of a thioester bond should make subsequent condensation easier
than should the breaking of an oxygen ester bond.

Another chemical characteristic of organic cofactors that renders them reactive is their
tendency to be somewhat larger and much more polar than the average biological metabo-
lite [149]. As such, organic cofactors tend to have more hydrogen bonding groups, and this
contributes to their ability to interact with other species.

(a)

(b)

FIGURE 9.35 Electronic resonance displayed by oxygen esters (a) but not by thioesters (b).

(a) Δ𝐺1
+

(b) Δ𝐺2
+

FIGURE 9.36 Cleavage reaction of oxygen esters (a) and thioesters (b).
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9.4.3 Functional characteristics
Thornton’s study also examined the pervasiveness of organic cofactors among different types
of enzymes, as well as their most common functions [149]. The study showed these cofactors
to have different functions, including bond cleavage and formation, group transfer, redox,
intramolecular rearrangements, substrate mobilization within the active site, and polymer-
ization. In particular, the cofactors were found to bemost common in redox catalysis and in
group transfer [149]. The pervasiveness of organic cofactors in redox catalysis may originate
in part from the inherent unsuitability of most amino acids to this type of reaction*1 [44].
The high prevalence of NAD(P)+ and FAD compared with other organic cofactors used by
oxidoreductases is not surprising, as many of the reactions catalyzed by oxidoreductases
(e.g., aldehyde-to-alcohol reduction) require the transfer of two electrons and a proton.

Compared with redox catalysis and group transfer, the functions of hydrolysis and sub-
strate stabilization or activation are much less likely to be fulfilled by organic cofactors.
These roles can be efficiently carried out both by amino acid residues and by metal ions,
which reduces the need for organic cofactors. In the case of hydrolytic reactions, enzymes
that carry out these catalyses usually employ relatively simple and short-duration mecha-
nisms, which, again, render organic cofactors less important for this role.

9.5 ENZYME INHIBITION

9.5.1 Overview
Enzyme inhibition refers to a decrease in enzymatic activity, induced by the specific bind-
ing of chemical species*2. This field is of great biological and pharmaceutical importance.
First, cells and tissues use different inhibitory metabolites as a means of regulating their
numerous enzymes [269]. This regulation allows cells and tissues to control the rates of their
biochemical pathways and subjugate the pathways to the environmental conditions and cel-
lular needs. ATP, for example, is a naturally used inhibitor of the key glycolytic enzyme
phosphofructokinase-1 (PFK-1, EC 2.7.1.11). When the cell has sufficient energy for its bio-
logical processes, ATP inhibits energy-producing processes such as glycolysis and the Krebs
cycle. The elaborate regulation of PFK-1 is described in detail in Subsection 9.5.2.1.2 be-
low. Enzyme inhibition is also the mechanism used by certain environmental toxins, to
which living organisms, especially unicellular microorganisms, may become exposed. We
have already encountered two examples of such toxins: arsenic, which targets lipoic acid-
dependent enzymes (e.g., pyruvate dehydrogenase, see Box 2.1), and organophosphates,
which target acetylcholinesterase in the nervous system (Box 8.1).

Enzyme inhibition is also important for scientific research; by using specific inhibitors,
scientists can block enzymes that participate in a given biochemical pathway, which enables
them to characterize the pathway and the relative importance of each enzyme it comprises.
Scientists also use inhibitors to gain a better understanding of the mechanisms of individ-
ual enzymes, by neutralizing residues that participate in specific steps [270]. Finally, enzyme
inhibitors have industrial importance. In the agricultural industry, enzymatic inhibitors are
used as pesticides and herbicides, and in the pharmaceutical industry they are used as ther-

*1Cysteine is an exception to this rule, as it can relatively easily shift between the reduced (thiol) and oxidized
(disulfide) states.

*2Not included in this definition are chemicals that decrease enzymatic activity non-specifically, e.g., by
inducing partial or complete denaturation of the enzyme.
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apeutic drugs (see Chapter 8, Subsection 8.6 for a detailed discussion). Indeed, enzymes are
major drug targets [271], and most of the drugs targeting them act by inhibition of enzyme
activity. Enzyme inhibitors constitute 25% of the drugmarket, with themajority of their tar-
gets being hydrolases and oxidoreductases [272].Well-known examples of enzyme-inhibiting
drugs are discussed in Chapter 8, and include the following [273]:

• Non-steroidal anti-inflammatory drugs (NSAIDs) that act on the enzyme cyclooxyge-
nase (EC 1.14.99.1).

• ACE inhibitors that act on the angiotensin-converting enzyme (EC 3.4.15.1).

• MAO inhibitors that act on the enzyme monoamine oxidase (EC 1.4.3.4).

• HIV protease (EC 3.4.23.16) inhibitors.

• 𝛽-lactam antibiotics, most of which act on the bacterial cell-wall synthesizing enzyme
DD-transpeptidase (EC 3.4.16.4) (see more details in Subsection 9.5.2.2 below).

• Anticoagulants that act on thrombin (EC 3.4.21.5) and factor Xa (EC 3.4.21.6) of the
blood clotting cascade.

• Parasympathomimetics that act on acetylcholinesterase (EC 3.1.1.7).

Enzyme-inhibiting drugs may bind their targets either covalently or noncovalently. This
characteristic distinguishes them from most other drugs, which rely solely on noncovalent
binding to their target sites.

Due to the prevalence of enzymes in metabolic pathways, it is not unusual to find drugs
that act on multiple different enzymes in a single pathway. This is observed, for example,
in drugs developed to target the angiotensin biosynthetic pathway (see Chapter 8, Subsec-
tion 8.6.3.4.2). Such drugs are used to treat pathologies that cause a rise in blood pressure,
which, in turn, increases the chances of suffering a stroke, aneurysm, heart attack, and severe
kidney problems. These drugs act by inhibiting ACE (angiotensin converting enzyme), an
enzyme that creates the active form of the blood pressure-elevating hormone angiotensin.
The inhibition often induces a physiological compensation response that involves the over-
production of renin, a protease responsible for creating the precursor to the angiotensin
active form. To thwart this side effect, aliskiren, which inhibits renin, was developed [274]

(see more details in Subsection 9.5.2.1.1 below).

9.5.2 Modes of enzyme inhibition
Enzyme inhibition may be carried out in different ways. As we saw earlier, the binding be-
tween enzymes and their substrates is reversible, due to the delicate balance between the
binding forces. Thus, the substrate is bound to its cognate enzyme for only part of the time.
Some inhibitors take advantage of this situation; they inhibit the enzyme by displacing the
natural substrate from the active site via competition. Other inhibitors act by binding to a
different site on the enzyme, inducing an allosteric effect. Inhibitors differ from each other
also in the strength of binding; whereas some inhibitors bind to their enzymes covalently,
others interact with them noncovalently. Interestingly, both types of inhibitors may inhibit
enzymatic activity in either a reversible or an irreversible manner, depending on the bio-
logical context. Below we provide a short summary of the main types of enzyme inhibition.
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9.5.2.1 Reversible inhibition
Reversible inhibitors usually bind their enzymes noncovalently*1 and inhibit enzymatic
activity without taking part in the reaction itself [275]. The reversible nature of the inhibi-
tion results from themoderate binding affinity between the enzyme and the inhibitor, which
is on the same scale as the affinity between the enzyme and its natural substrate(s). Thus,
reversible inhibitors are in constant equilibrium between the bound and unbound states.
Reversible inhibition can take different forms. For example, the inhibitor may bind to the
enzyme’s active site or to an allosteric site that is far from where catalysis takes place. The
inhibitor may act by changing the enzyme’s affinity to its natural substrate or by reducing
the enzyme’s catalytic efficiency.The various subtypes of reversible inhibition are elaborated
in the subsections below (see also Table 9.1).

9.5.2.1.1 Competitive inhibition

In competitive inhibition, the inhibitor acts by competing with the natural substrate*2
for binding to the active site*3 (Figure 9.37a). Since the inhibitor and natural substrate
cannot occupy the same active site simultaneously, each successful binding of the inhibitor
prevents the natural substrate from binding. Thus, the apparent affinity of the inhibited en-
zyme to its natural substrate is lower than that of the uninhibited enzyme. Indeed, the 𝐾𝑀
of the enzyme, which under Michaelis-Menten conditions represents the inverse of affinity,
is elevated in enzymes inhibited by competitive inhibitors:

𝐾𝑀(app) = 𝐾𝑀 (1 + [I]
𝐾I )

(9.18)

(where [I] is the molar concentration of the inhibitor, 𝐾I is its dissociation constant, and the
ratio between them determine the fraction increase in 𝐾𝑀(app) compared to 𝐾𝑀).

The rate of the enzymatic reaction under competitive inhibition can be described by
replacing 𝐾𝑀 with 𝐾𝑀(app) in the Michaelis-Menten equation (Equation (9.6)):

𝑉0 = 𝑉max[S]
𝐾𝑀(𝑎𝑝𝑝) + [S] = 𝑉max[S]

𝐾𝑀 (1 + [I]
𝐾I )

+ [S]
(9.19)

*1In cells, some molecules that bind covalently to enzymes may still function as reversible inhibitors, as
long the cell has means to remove them quickly. For example, the attachment of phosphoryl groups to en-
zymes (i.e., phosphorylation) is a common and efficient way for cells to mediate signal transduction events
(see Subsection 9.1.5.2.2). While the binding between enzyme and phosphoryl group is strong, the cellular
availability of numerous protein phosphatases allows for quick removal of the phosphoryl groups from the
target enzymes.

*2The inhibitor may also compete with the enzyme’s natural cofactor. Since this case is less common, we
will refer from now on only to substrate competition.

*3It should be noted that certain inhibitors that act on other sites of the enzyme (allosteric inhibitors, see next
subsection) may also appear to act competitively, although they act differently from the competitive inhibitors
described above. Such allosteric inhibitors bind to a distant site and induce a conformational change in the
active site, which blocks the active site and prevents substrate binding. Since the substrate and inhibitor bind to
different conformations, binding of one precludes the binding of the other, which may resemble competition
in terms of measurement outcomes. However, the two molecules do not actually compete for the same site.
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The corresponding Lineweaver-Burk (double reciprocal) equation takes the following form
(see also Figure 9.37b for graphic representation):

1
𝑉0

= 𝐾𝑀
𝑉max (1 + [I]

𝐾I )
1

[S] + 1
𝑉max

(9.20)

As in any inhibitor, the potency of a competitive inhibitor depends on the inhibitor’s
relative affinity compared to that of the natural substrate. However, since competitive in-
hibitors are reversible and compete with the natural substrate, their potency also depends on
their relative concentration. That is, when the concentration of the natural substrate is high
enough (i.e., [S] ≫ 𝐾𝑀 and 𝑉0 = 𝑉max), the substrate will successfully compete with the in-
hibitor and the inhibitionwill be lifted.Thismeans thatwhile competitive inhibition raises
the 𝐾𝑀 of the enzyme, it does not change its 𝑉max (Figure 9.37b). This is highly important
for inhibition in the cellular environment, where the concentrations of some metabolites
are very high. For example, the concentration of ATP in the cell is usually much higher
than the 𝐾𝑀 of most kinases, which challenges any inhibitor targeting these enzymes [276].
As explained in Chapter 8, Subsection 8.6.2.1.2, the susceptibility of reversible inhibitors to
substrate concentration is a major drawback in their use as enzyme-inhibiting drugs.

The competition between the reversible inhibitor and the natural substrate of the en-
zyme results from the capacity of the inhibitor and the substrate to interact with the enzyme’s
active site in a similar manner. This capacity usually results from chemical and structural
similarities between the inhibitor and the substrate. In fact, in some cases the inhibitor may
resemble the reaction’s product or transition state. Inhibitors that resemble the transition
state, called transition state analogues, are generally more potent than inhibitors that re-
semble the ground state substrate or product of the reaction [14]. This is to be expected,
considering that the active site of the enzyme is better suited for the transition state than for
the ground state, and binds the transition state with considerably higher affinity (see Sub-
section 9.3.3.2 above). In some cases the binding energy between the enzyme and a tran-
sition state analogue is so high that the binding, despite being noncovalent, is effectively
irreversible.

Since different enzymes may share the same substrate, but not the same transition state
(which depends on the catalytic path), transition state analogues are also more specific than
ground state analogues [14]. Note, however, that competitive inhibitors do not necessarily
have to resemble the natural substrate, product or transition state of the enzyme; they just
have to interact favorably with the active site [277]. Inhibitor-substrate resemblance tends to
exist in cases involving active sites that are highly specific towards their natural substrates.
This is because molecules whose chemical scaffolds differ from those of the substrate are
not likely to fit into such sites. In contrast, active sites that are roomy and naturally interact
with different substrates are likely to accommodate different types of competitive inhibitors
as well, some of which might not resemble any of the natural substrates.

Reversible competitive inhibitors can be found in the natural world. For example,
2,3 bisphosphoglycerate is a natural metabolite that inhibits bisphosphoglycerate mutase
(EC 5.4.2.4), the same enzyme that creates it from 1,3 bisphosphoglycerate [278]. This is
an example of product inhibition (although this mode of inhibition usually involves other
types of inhibitors*1). Another example of a reversible competitive inhibitor is malonate, a

*1Product inhibition usually involves inhibitors that act on allosteric sites and do not compete with the
substrate on binding to the enzyme. See more details about product inhibition in Subsection 9.5.2.1.2 below.
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naturally occurring molecule that inhibits the Krebs cycle enzyme succinate dehydrogenase
(EC 1.3.5.1) [279]. Both succinate (the natural substrate) andmalonate are dicarboxylic acids.
They differ only in the number of carbon units (four and three, respectively), and their sim-
ilarity is what allows them to compete (Figure 9.37c, top).

Reversible competitive inhibitors are also used by the pharmaceutical industry [277]. A
famous example is sulfonamides, antibacterial agents that halt the growth of bacteria by pre-
venting them from efficiently producing folic acid [280]. Specifically, these drugs inhibit di-
hydropteroate synthase (EC 2.5.1.15), a key enzyme in the bacterial pathway for folic acid
synthesis. They do so by competing with the enzyme’s natural substrate, para-aminobenzoic
acid (PABA) (Figure 9.37c, bottom). Additional examples include theNSAIDs ibuprofen and
diclofenac, which inhibit cyclooxygenase (see Chapter 8, Subsection 8.6.2.1.2 for details).

As mentioned above, competitive inhibitors that resemble the transition states of the
reactions they compete with are usually highly efficient. The use of such drugs started in
the 1970s and included mostly natural compounds, but since the 1990s synthetic inhibitors
have been in use as well [281].

An example of such an inhibitor is the anti-influenza drug oseltamivir (Tamiflu®), which
acts by inhibiting a viral enzyme called neuraminidase (EC 3.2.1.18) [282]. This enzyme
(a.k.a. sialidase) is a glycoside hydrolase anchored to the membrane of the influenza virus.
By cleaving the glycosidic bond between terminal sialic acid (N-acetylneuraminic acid) and
glycoconjugates on themembrane of the host cell, neuraminidase assists in themovement of
the virus through the upper respiratory tract, and in the release of new virions from infected
cells [283]. The cleavage reaction involves a transition state with an oxonium ring containing
a double bond (Figure 9.37d, top).

Oseltamivir contains a cyclohexenyl ring whose structural properties resemble those of
a pyranium ring in the sialic acid transition state (e.g., the intra-ring double bond), and this
similarity enables the drug to compete with sialic acid for binding to the enzyme’s active site
(Figure 9.37d, bottom).

Another example of a successful transition state analogue is the antihypertensive drug
aliskiren, which acts by inhibiting the enzyme renin (EC 3.4.23.15) (see Chapter 8, Subsec-
tion 8.6.3.4.2 for details on the physiological role of renin). As explained in the Overview
above, antihypertensive drugs commonly belong to the ACE inhibitor group, but their use
often leads the patient’s body to overproduce renin, as a compensatory response. Aliskiren
was developed to combat this phenomenon. Renin breaks a peptide bond in its substrate
(angiotensinogen), in a reaction that involves a tetrahedral intermediate [284] (Figure 9.37e,
top). Aliskiren contains a group that resembles a peptide bond, but instead of a planar car-
bonyl group it contains a tetrahedral C-hydroxyl group that resembles the reaction’s transi-
tion state [277] (Figure 9.37e, bottom). Furthermore, unlike the peptide bond in the substrate,
the hydroxyl-containing group on aliskiren is inactive; it cannot undergo hydrolysis. This
makes aliskiren stay longer in the active site, which increases its potency as inhibitor.
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FIGURE 9.37 Competitive inhibition. (a) A schematic representation of the inhibition. The sub-
strate competes with the structurally similar inhibitor for binding to the active site of the enzyme
(green shape). 𝐾𝐼 is the dissociation constant of the inhibitor from the substrate-free enzyme.
(b) The Lineweaver-Burk (double reciprocal) plot of the inhibition (Equation (9.20)). The green
lines designate the inhibited enzyme, with the dashed line representing the plot under higher in-
hibitor concentration or lower 𝐾𝐼 . The plot shows the apparent 𝐾𝑀 of the inhibited reaction to be
higher than the 𝐾𝑀 of the uninhibited reaction, with no change in 𝑉max. (c) Examples of the struc-
tural similarity between reversible competitive inhibitors and the natural substrates of their target
enzymes. Left: malonate and succinate. Right: sulfonamide and para-aminobenzoic acid (PABA).



Enzymatic Catalysis ■ 839

(d)

Bound sialic acid TS-like intermediate Free sialic acid

Oseltamivir
(TS analogue)

(e)

Substrate Tetrahedral intermediate Products

Aliskiren (TS analogue)

FIGURE 9.37 Competitive inhibition. (Continued) (d) and (e) Examples of reversible transition-
state analogues. As in Figure 9.25, for clarity we present transition state-like intermediates instead
of a full representation of the reaction’s transition state. (d) Oseltamivir (Tamiflu®). Top: the mech-
anism of terminal sialic acid cleavage from the host membrane by neuraminidase (the circled OR
designates the attachment point of sialic acid to the rest of the glyco-conjugate).Bottom: the chemical
structure of oseltamivir, a competitive inhibitor of neuraminidase. The arrow designates the double
bond that exists both in the substrate’s transition state and in oseltamivir. (e) Aliskiren. Top: the
mechanism of peptide bond cleavage by renin. In the first step a polarized water molecule attacks
the carbonyl group of the peptide bond (marked by the red arrow). This, with the simultaneous
protonation of the carbonyl oxygen by an active site aspartate, creates a tetrahedral intermediate. In
the second step the amide group of the peptide bond is protonated by a second active site aspartate,
and the bond is cleaved. Bottom: the chemical structure of aliskiren. The peptidomimetic bond is
marked by the red arrow.
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9.5.2.1.2 Uncompetitive, non-competitive, and mixed inhibition

Reversible enzyme inhibition does not necessarily have to target the active site; certain
inhibitors bind to other sites in the enzyme (allosteric or others*1) and stabilize enzyme
conformations that have reduced affinity to the substrate and/or reduced catalytic ac-
tivity*2. In both cases, the inhibition is not carried out via competition, and therefore the
inhibitor need not resemble the natural substrate of the enzyme chemically or structurally.
Moreover, since the inhibitor does not bind to the active site, the inhibition is mostly unaf-
fected by raising substrate concentration, and depends only on the concentration of the in-
hibitor*3.This type of inhibition is very common inmetabolic biosynthetic pathways, where
the final product of the pathway halts its own production when its levels become sufficient
for cellular needs (i.e., product inhibition). In such cases, the biosynthetic product alloster-
ically inhibits a key enzyme of the pathway. This can be seen, e.g., in the multi-step biosyn-
thesis of L-isoleucine from L-threonine [285]. The end product of this process, L-isoleucine,
controls its own production by allosterically inhibiting the first enzyme of the pathway, L-
threonine ammonia-lyase (EC 4.3.1.19; a.k.a. L-threonine deaminase).

Allosteric control over metabolic enzymes is not solely the domain of inhibitors. Many
enzymes, especially those that play central roles inmetabolic pathways, are upregulated
by allosteric activators. The mode of action of these regulators is basically the same as that
of allosteric inhibitors, in the sense that both bind to allosteric sites on the enzyme and sta-
bilize one or more of the enzyme’s conformations. The difference is that activators stabilize
active conformations, whereas inhibitors stabilize inactive ones. An active conformation in
this context may be one that has higher activity, or binds the natural substrate with greater
affinity, compared with other conformations. A well-known example of allosteric activation
is that of the key metabolic enzyme phosphofructokinase-1, which is discussed in detail be-
low.

Reversible inhibition that acts on non-active sites in enzymes can be further divided into
two types, uncompetitive and non-competitive inhibition, as elaborated in what follows.

9.5.2.1.2.1. Uncompetitive inhibition

An uncompetitive inhibitor binds only to the substrate-bound form of the enzyme and
stabilizes a bound, non-catalytic conformation (i.e., a conformation that does not lead
to catalysis) (Figure 9.38a). As a result of this process, the substrate cannot leave the active
site, but it also cannot undergo catalysis. This has two effects. First, the stabilization of the
enzyme-substrate complex by the inhibitor shifts the E + S ⟷ ES equilibrium to the right
(according to Le Châtelier’s principle), which can be viewed as an increase in the enzyme’s
affinity to the substrate. In other words, the apparent substrate affinity of the inhibited
enzyme is higher than that of the uninhibited enzyme, whichmeans the apparent 𝐾𝑀 is

*1Generally speaking, any site (other than the active site) that affects the activity of the enzyme via confor-
mational changes or stabilization of a specific conformation can be regarded as an allosteric site (see Chapter 5,
Subsection 5.3.2.1). However, classical allosteric sites usually reside in specific ‘pre-designed’ domains or sub-
units of complex proteins (e.g., see Figure 8.1b), whereas inhibitors may also bind to any other non-active site
in either a multi-subunit or a single-subunit enzyme.

*2Note that, in essence, irreversible inhibitors may act allosterically as well, since they, too, are able to sta-
bilize less-active conformations by binding to allosteric sites.

*3A partial exception to this rule is reversible mixed inhibition (see below).
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smaller:
𝐾𝑀(app) = 𝐾𝑀

(1 + [I]
𝐾I )

(9.21)

Second, since the sequestered substrate cannot turn into a product, the maximal rate
of the enzyme also decreases, (𝑉max (app) < 𝑉max), by the same factor:

𝑉max (app) = 𝑉max

(1 + [I]
𝐾I )

(9.22)

The rate of the enzymatic reaction under uncompetitive inhibition can be described by re-
placing 𝐾𝑀 with 𝐾𝑀(app) and 𝑉max with 𝑉max (app) in the Michaelis-Menten equation:

𝑉0 =
𝑉max (app)[S]

𝐾𝑀(app) + [S] = 𝑉max[S]

𝐾𝑀 + [S] (1 + [I]
𝐾I )

(9.23)

The corresponding Lineweaver-Burk (double reciprocal) equation takes the following form
(see also Figure 9.38b for graphic representation):

1
𝑉0

= 𝐾𝑀
𝑉max

1
[S] + 1

𝑉max (1 + [I]
𝐾I )

(9.24)

Uncompetitive inhibition is relatively rare [286]. Known examples include the inhibition of
inositol monophosphatase (EC 3.1.3.25) by lithium, a mood-stabilizing drug used to treat
bipolar disorders [287], and the inhibition of 3-phosphoshikimate 1-carboxyvinyltransferase
(EC 2.5.1.19) by the herbicide N-phosphonomethylglycine (a.k.a. glyphosate, trade name
Roundup) [288].

9.5.2.1.2.2. Non-competitive and mixed inhibition

Some reversible inhibitors bind to either the substrate-free or the substrate-bound enzyme,
where they stabilize less-active conformations, thus reducing 𝑉max (Figure 9.39a):

𝑉max (app) = 𝑉max

(
1 + [I]

𝐾I(𝑏) )

(9.25)

(where 𝐾I(𝑏) is the dissociation constant of the inhibitor from the substrate-bound enzyme).
In the simplest case of such inhibition, termed ‘non-competitive inhibition’, 𝐾I(𝑏) is equal

to the inhibitor’s dissociation constant from the substrate-free enzyme 𝐾I(𝑓 ). In this case,
the rate of the reaction can be described as:

𝑉0 =
𝑉max (app)[S]

(𝐾𝑀 + [S])
= 𝑉max[S]

(1 + [I]
𝐾I ) (𝐾𝑀 + [S])

(9.26)

(where 𝐾I = 𝐾I(𝑏) = 𝐾I(𝑓 )).
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The corresponding Lineweaver-Burk equation takes the following form (see also Fig-
ure 9.39b for graphic representation):

1
𝑉0

= 𝐾𝑀
𝑉max (1 + [I]

𝐾I )
1

[S] + 1
𝑉max (1 + [I]

𝐾I )
(9.27)

In more complex cases, termed ‘mixed inhibition’, 𝐾I(𝑏) and 𝐾I(𝑓 ) have different values.
This means that the affinity of the inhibitor to the enzyme is either raised or reduced

by the preceding binding of the natural substrate, despite the fact that the substrate and the
inhibitor bind to different sites. Making things even more complicated, it has been argued
that in certain cases non-competitive inhibition may arise from the action of inhibitors that
bind the active site [289]. These cases are observed, for example, in proteases, which act on
large substrates that bind to more than one site at the same time (exosites), as well as in
enzymes in which the catalytic cycle involves several enzyme conformations, where one
conformation binds the substratewhile another binds the inhibitor [289]. However, such cases
are the exception, not the rule.

Finally, a non-competitive inhibitor may act by stabilizing an enzyme conformation in
which the active site is too distorted to bind the substrate. This happens, e.g., in the gly-
colytic enzyme phosphofructokinase-1 (PFK-1; EC 2.7.1.11). As mentioned earlier, PFK-1
phosphorylates fructose 6-phosphate (F6P) to fructose 1,6-bisphosphate (F1,6BP) using the
𝛾-phosphate group of ATP, which turns into ADP in the process [290]. The animal form of
PFK-1 is one of the most highly regulated enzymes known in metabolism, with multiple
regulators that include both activators and inhibitors [291]. In muscles, PFK-1 is regulated

(a) (b)
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[S]

1
𝑉0

0

no inhibitor

uncompetitive inhibitor

− 1
𝐾𝑀

− 1
𝐾𝑀(app) 1
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1
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FIGURE 9.38 Uncompetitive inhibition. (a) A schematic representation of the inhibition. The
inhibitor binds only to a substrate-bound form of the enzyme. It binds to a conformation that can-
not release the substrate or turn it into a product (1′). This conformation is in equilibrium with the
‘normal’ substrate-bound conformation, which can do both (1). Inhibitor binding stabilizes confor-
mation 1′ and therefore leads to enzyme inhibition. The binding also shifts the equilibrium between
the substrate-free and the substrate-bound forms of the enzyme to the right, therefore elevating
the apparent affinity of the enzyme to its substrate. (b) The Lineweaver-Burk plot of the inhibition
(Equation (9.24)). The green lines designate the inhibited enzyme under two inhibitor concentra-
tions or inhibition constants, as described in Figure 9.37a. The plot shows both the apparent 𝐾𝑀
and 𝑉max of the inhibited reaction to be lower than in the uninhibited reaction.
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primarily by cellular energy levels, as represented by the relative concentrations of ATP, its
degradation products ADP and AMP, and the Krebs cycle metabolite citrate. The regulation
process is as follows:

• ATP – high ATP levels represent high energy levels in the cell. When ATP concen-
trations are high, ATP binds to an allosteric site in PFK-1, and the binding stabilizes a
conformation of the enzyme that has a reduced ability to bind the other co-substrate,
F6P.

• ADP and AMP – when the cell has used sufficient amounts of ATP, the levels of its
degradation products, ADP and AMP, rise. These molecules then relieve ATP inhi-
bition by binding to the substrate-binding conformation and stabilizing it.

• Citrate – when the Krebs cycle is saturated, citrate levels go up. Citrate binds to an
allosteric site in PFK-1 and acts similarly to ATP. The logic behind this is simple; The
Krebs cycle is constantly fed with acetyl-CoA, a molecule that is formed directly from
the glycolytic product pyruvate. Thus, saturation of the cycle means that glycolysis
must be slowed down.

The most potent activator of PFK-1, fructose 2,6-bisphosphate (F2,6BP), also acts allosteri-
cally. It stabilizes a conformation that binds the substrate F6P well and has reduced affinity
to the inhibitors ATP and citrate. F2,6BP is formed by the enzyme phosphofructokinase-2
(PFK-2; EC 2.7.1.105) when blood glucose levels are high. When glucose levels drop, PFK-
2 is inhibited by hormonally induced phosphorylation, thereby decreasing the activation of
PFK-1 by F2,6BP, as well. This regulation is dominant in the liver isozyme of PFK-1, which
makes metabolic sense; in contrast to the muscle, which uses glucose for its own benefit,
the liver’s job is to ensure that blood glucose levels do not drop below a dangerous thresh-
old. Thus, when the levels start to drop (e.g., between meals), the liver slows down all of
its glucose-utilizing processes, including glycolysis, so glucose can be transferred safely to
circulation.

The regulation of the bacterial form of PFK is simpler compared to its animal counter-
part but still constitutes an interesting example of non-competitive inhibition.The reaction’s
product, F1,6BP, acts as a reversible inhibitor of PFK. However, while the inhibitory effect is
competitivewith respect to one of the co-substrates (F6P), it is non-competitive with respect
to the other (ATP) [292]. The other product, ADP, inhibits the enzyme non-competitively
with respect to both co-substrates.

Non-competitive inhibitors are also used as pharmaceutical drugs. While they are more
common than uncompetitive drugs, they are still difficult to design because of their al-
losteric mode of action. Two famous examples of non-competitive drugs are:

• Certain protein kinase inhibitors that act by limiting the accessibility of the substrate
to the active site of the enzyme [293]. One of these, the anti-cancer drug imatinib
(Gleevec®), inhibits several kinases, including Bcr-Abl, platelet-derived growth factor
receptor (PDGF-R), and stem cell factor receptor (c-Kit) [294]. It acts by allosterically
interfering with the binding of ATP to the active sites of these kinases.

• Non-nucleoside reverse transcriptase inhibitors such as nevirapine (Viramune®)
which are used against HIV infection and to prevent the consequent emergence of
AIDS [295].
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TABLE 9.1 Summary of Michaelis-Menten kinetics in reversible inhibition modes.

Inhibition Michaelis-Menten Equation Lineweaver-Burk Equation Vmax(app) KM(app)

None 𝑉0 = 𝑉max[S]
𝐾𝑀 + [S]

1
𝑉0

= 𝐾𝑀
𝑉max

1
[S] + 1

𝑉max
𝑉max 𝐾𝑀

Competitive 𝑉0 = 𝑉max[S]

𝐾𝑀 (1 + [I]
𝐾𝐼 ) + [S]

1
𝑉0

= 𝐾𝑀
𝑉max (1 + [I]

𝐾𝐼 )
1

[S] + 1
𝑉max

𝑉max 𝐾𝑀 (1 + [I]
𝐾𝐼 )

Uncompetitive 𝑉0 = 𝑉max[S]

𝐾𝑀 + [S] (1 + [I]
𝐾𝐼 )

1
𝑉0

= 𝐾𝑀
𝑉max

1
[S] + 1

𝑉max (1 + [I]
𝐾𝐼 )

𝑉max

(1 + [I]
𝐾𝐼 )

𝐾𝑀

(1 + [I]
𝐾𝐼 )

Non-competitive 𝑉0 = 𝑉max[S]

(1 + [I]
𝐾𝐼 ) (𝐾𝑀 + [S])

1
𝑉0

= 𝐾𝑀
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FIGURE 9.39 Non-competitive inhibition. (a) A schematic representation of the inhibition. The
inhibitor may bind to the substrate-free enzyme with a dissociation constant of 𝐾𝐼(𝑓), or to the
substrate-bound enzyme with a dissociation constant of 𝐾𝐼(𝑏). In each case, the inhibitor binds to
a certain conformation of the enzyme (1′ and 2′, respectively) that is in equilibrium with a corre-
sponding ‘normal’ conformation (1 and 2) but is less active than the normal conformation. (b) The
Lineweaver-Burk (double reciprocal) plot of the inhibition (Equation (9.27)). The green lines desig-
nate the inhibited enzyme under two inhibitor concentrations or inhibition constants, as described
in Figure 9.37b. The plot shows the apparent 𝑉max of the inhibited reaction to be lower than that of
the uninhibited reaction, with no change in 𝐾𝑀 .
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9.5.2.2 Irreversible inhibition
Certain inhibitors carry out their effects on enzymes by binding tightly to the active site,
for hours and even days. Since this timescale is orders of magnitude larger than that char-
acterizing the normal turnover of enzymes, such inhibitors are effectively irreversible. Irre-
versible inhibition may occur either when the inhibitor binds covalently to the enzyme, or
via strong noncovalent interactions. Obviously, such inhibitors are not useful to organisms
as internal regulators of enzymatic activity, as their effects cannot be reversed bymetabolism
or by excretion of the inhibitor; rather, it is necessary to re-synthesize the target enzyme
(i.e., these inhibitors tend to be toxic) [296]. These characteristics, however, make irre-
versible inhibitors good toxins. Indeed, different organisms produce such molecules as
secondary metabolites and use them against their prey or predators. The toxic effect of an
irreversible enzyme inhibitor may be caused by a decrease in the reaction’s products,
or by the accumulation of reactants. For example, onchidal is an irreversible inhibitor of
acetylcholinesterase, which is produced by themollusk Onchidella binneyi and used as a pro-
tection mechanism against natural enemies [297]. As we saw in Chapter 8 (Box 8.1), the toxic
effect of cholinesterase inhibitors is caused by the accumulation of acetylcholine, which,
in turn, disrupts the normal function of the nervous system. Despite their potential toxic-
ity, some irreversible inhibitors are also used as pharmaceutical drugs [271,281,298,299], mainly
because of their ability to act in small doses and for prolonged periods of time. Examples
include the following (see more examples in [281])*1:

• Aspirin – a painkiller and anti-inflammatory drug that acts by acylating a serine
residue in the enzyme cyclooxygenase [300,301].

• Penicillin – an antibiotic that inhibits the bacterial cell wall-building enzyme DD-
transpeptidase by acylating the catalytic serine residue in its active site [302] (see more
below).

• Omeprazole (Losec®) – a drug used to treat stomach ulcers. It prevents acid buildup
in the stomach by inhibiting gastric H+/K+-ATPase (a proton pump), via the forma-
tion of a disulfide bond with an enzyme cysteine residue [303,304].

• Pyridostigmine – a drug used to treat myasthenia gravis and to reverse the actions
of muscle relaxants. It inhibits the enzyme acetylcholinesterase by carbamoylating the
catalytic serine residue [305] (see also Box 8.1 in Chapter 8).

An elegant solution to the toxicity problem has been reached in the form of irreversible
inhibitors that are normally inert, but become activated when binding to their target en-
zymes (see more below). Irreversible inhibitors are also used as agricultural agents (pesti-
cides, herbicides, and insecticides) [306] and as research tools for studying enzymes and other
proteins [270].

Irreversible inhibitors share some similarities with reversible-competitive inhibitors.
First, they occupy the active site, thus preventing the natural substrate from binding. Sec-
ond, they tend to resemble the natural substrate of their target enzymes chemically or struc-
turally, and inhibitors that resemble the transition states of the corresponding substrates

*1Note, however, that in the case of penicillin antibiotics the target enzyme is strictly bacterial, and therefore
the risk of toxicity due to irreversible binding to a human protein is less of a concern.
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are particularly potent. We have already encountered such similarity in our discussion of
the inhibition of acetylcholinesterase by organophosphates (Chapter 8, Box 8.1), where the
inhibitor, like the natural acyl-enzyme transition state, has a tetrahedral shape and a nega-
tive charge. Again, unlike reversible competitive inhibitors, the irreversible inhibitor forms a
stable enzyme-inhibitor intermediate that does not break easily. Therefore, raising the con-
centration of the substrate does not lift the inhibition. Accordingly, irreversible inhibitors
are not considered to be competitive. As explained above, transition state analogues often
bind to the active site so strongly that the binding, despite being noncovalent, is effectively
irreversible.

As we saw in the examples above, enzymes that contain nucleophilic residues, whether
catalytic (as in esterases and proteases) or not, are susceptible to irreversible covalent inhibi-
tion.The inhibitor in such cases contains an electrophilic center that can serve as a target for
an active site nucleophile such as serine, threonine, cysteine, or aspartate. Such inhibitors
are commonly grouped according to one of their chemical characteristics: nitrogen mus-
tards, aldehydes, alkenes and alkyl halides, epoxides, Michael acceptors (𝛼, 𝛽-unsaturated
ketones), phenyl sulfonates, lactones, lactams, or fluorophosphonates. In many cases the ir-
reversible inhibitor also includes a good leaving group that improves the likelihood of an
efficient nucleophilic attack. For example, the acetylcholinesterase inhibitors sarin and so-
man possess both of these properties [307,308]: (i) an electrophilic phosphorus atom that is
attacked by the enzyme’s nucleophilic serine, thus forming a stable O−P bond, (ii) a fluo-
rine atom that serves as a good leaving group (see Box 8.1 for more details). In addition to
these two properties, covalent inhibitors may also have chemical characteristics that further
strengthen their bonding with the enzyme’s nucleophile. For example, in covalent inhibitors
of proteases the attacked carbonyl group present in the substrate (see Figure 9.26c) is often
replacedwith a hydroxyl, which forms amuchmore stable bondwith the serine nucleophile.
Alternatively, the scissile C−N bond of the substrate may be replaced with a completely dif-
ferent bond (e.g., C−O).

Catalytic residues other than the nucleophile can also be targeted by irreversible cova-
lent inhibitors of esterases and proteases. For example, tosyl-L-phenylalanine chloromethyl
ketone (TPCK) inhibits the serine protease chymotrypsin by binding covalently to His-57,
which is part of the Asp-102-His-57-Ser-195 catalytic triad. The binding blocks His-57 and
prevents it from serving as a general acid or base during the reaction.

Not all irreversible inhibitors resemble their corresponding enzymes’ natural substrates,
products or transition states, nor do they necessarily act specifically on those enzymes. In
some cases, an irreversible inhibitor can bind covalently to the same amino acid in different
enzymes, and even to different amino acids of a certain type [296]. The binding in such cases
is direct and does not involve the formation of a Michaelis complex before formation of the
covalent bond (in contrast to the case of specific inhibitors). One example of a non-specific
irreversible inhibitor is 2-iodoacetamide, which binds covalently to thiol groups (−SH)*1,
and can therefore target the side chain of a cysteine residue; 2-iodoacetamide is widely used
in the lab to study proteins whose structures are affected by cysteine residues (e.g., via disul-
fide bonds, as in structural proteins such as keratin). This inhibitor is also used to study en-
zymes that use cysteine as an important component of their catalytic mechanisms (e.g., cys-
teine peptidases). Other examples of non-specific irreversible inhibitors include acetic an-

*12-Iodoacetamide also reacts (but more slowly) with tyrosine−OH, −NH2, methionine and histidine at
lower pH [309].
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hydride, which binds to −NH2, −OH and −SH groups [310], and 2,4-dinitrofluorobenzene,
which binds to −NH2, −SH, tyrosine−OH and imidazole groups [311] (see more examples
in [296]). The lack of specificity limits the use of such inhibitors as pharmaceutical drugs or
as pesticides, but it enables biochemists to study enzymatic mechanisms by identifying the
residues that are important for catalysis.

An interesting special case of irreversible-covalent inhibition is mechanism-based inhi-
bition, or, as it is sometimes called, ‘suicide inhibition’. In this case, a non-reactive molecule
binds to the active site noncovalently, where it becomes reactive. As a result, the molecule
binds covalently to an active site residue and inactivates the enzyme.The fact that only the
target enzyme can activate these inhibitors makes them much more attractive as phar-
maceutical drugs compared with typical irreversible inhibitors, since this attribute re-
duces the risk for unwanted side reactions and resulting toxicity. Examples of such drugs
include the following (see more examples in [296]):

• 𝛽-lactam antibiotics such as clavulanic acid (Augmentin®) – see details below [312,313].

• Deprenyl (a.k.a. selegiline) – an anti-Parkinsonian drug, which acts on monoamine
oxidase-B (MAO-B; EC 1.4.3.4) [314].

• 𝛾-acetylenic GABA – an anti-convulsive drug that acts on GABA transaminase
(EC 2.6.1.19) [315].

• 5-fluorodeoxyuracil monophosphate (5-FdUMP) – an anti-cancer drug that acts on
thymidylate synthase (EC 2.1.1.45) [316].

• Allopurinol – a drug used to treat gout. Allopurinol acts on xanthine oxidase
(EC 1.1.3.22) [317].

A nice example of an enzyme’s activation of a suicide inhibitor is observed in the case of the
𝛽-lactam antibiotic clavulanic acid (Augmentin) [277], which inhibits the enzyme 𝛽-lactamase
(EC 3.5.2.6) (Figure 9.40). Like other members of this family of antibiotics, clavulanic acid
contains an internal amide (i.e., lactam), which is strained and therefore unstable [318].When
the molecule binds noncovalently to its target enzyme, the amide’s carbonyl carbon is at-
tached by an active site serine nucleophile, which facilitates the breaking of the lactam bond
and results in the formation of a stable enzyme-inhibitor acyl intermediate. This makes the
molecule amenable to a second nucleophilic attack by the enzyme, followed by the break-
ing of another bond. In this form, the molecule is tightly attached to the enzyme, making
inhibition irreversible.

As mentioned above, irreversible inhibition can also occur when the inhibitor binds
to the enzyme noncovalently, but with very high affinity. Such inhibition characterizes the
action of certain pharmaceutical drugs, such as methotrexate (for treating certain types of
cancer), allopurinol (for treating gout), and the active form of acyclovir (for treating herpes
virus infections).
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FIGURE 9.40 Clavulanic acid (Augmentin) as a suicide inhibitor. When clavulanic acid binds
to the active site of 𝛽-lactamase, a serine nucleophile in the enzyme’s active site attacks its amide’s
carbonyl carbon and forms a stable enzyme-inhibitor acyl intermediate, which induces cleavage
of the lactam bond (step 1). Another active site nucleophile (N•

•) initiates a second attack on the
molecule, which induces cleavage of a C−O bond in the second ring (step 2) [277]. This, in turn,
leads to a C−N bond cleavage that separates the enzyme-bound part from the rest of the molecule
(steps 3 and 4). Whereas the latter leaves the active site as product, the former remains permanently
attached to the enzyme. The mechanism involves several protonation and deprotonation events that
are not shown here, for clarity.

9.6 INDUSTRIAL USES OF ENZYMES

9.6.1 Medical uses of enzymes
9.6.1.1 Drugs and drug targets
As we have seen in Chapter 8 and in Section 9.5 above, the central role of enzymes in hu-
man (and animal) physiology makes them a prime target of pharmaceutical drugs. Indeed,
it is estimated that 29% of all human drug targets are enzymes (the second-largest target
group after cell-surface receptors) [272]. The drugs are in most cases small molecules that
bind to their target enzymes and modify their activity through competition or allostery.
Some enzymes have a more active role in the pharmaceutical industry; instead of being
merely the targets of drugs, they are the drugs. Such enzymes are usually used to treat ge-
netic illnesses that result from a deficiency in a natural enzyme. A classic example is adeno-
sine deaminase deficiency, which involves the natural enzyme adenosine deaminase (ADA;
EC 3.5.4.4). ADA is involved in purine nucleotide metabolism. Specifically, it catalyzes the
irreversible hydrolytic deamination of adenosine and 2′-deoxyadenosine to inosine and 2′-
deoxyinosine, respectively [319]. Loss of ADA activity leads to accumulation of its substrates,
resulting in inhibition of enzymes that are important for lymphocyte maturation and func-
tion. Indeed, inmost people, inheritedmutations that prevent the expression of ADA lead to
severe combined immunodeficiency (SCID), which manifests as recurrent infection and fail-
ure to thrive [320]. Infants who carry this disease often die within the first year of life if not
treated. The treatment of choice is bone marrow transplantation, which allows the patient
to manufacture active ADA [321]. However, when a compatible donor is not found, or when
the transplantation is expected to fail for other reasons, the alternative is to administer ADA
directly, bound to polyethyleneglycol (PEG). Such enzyme replacement therapies (ERTs) are
also available for certain lysosomal diseases (e.g., Gaucher and Fabry diseases) [322]. ERTs
are relatively rare because, like other protein-based drugs, enzymes cannot be administered
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orally, owing to their molecular size and the fact that they are digested in the stomach. In-
stead, these drugs are usually given via blood transfusion.

Enzymes are also used as food additives, although their action can be considered to
be medical — they break down foodstuff molecules to which the human body is either al-
lergic or intolerant. In some cases these hydrolytic enzymes are given directly, whereas in
other cases the medicinal preparation includes microorganisms that produce the required
enzyme. A well-known example of the latter is yogurt, which is given to lactose-intolerant
individuals to help them break down the milk sugar lactose in their food [323]. Yogurts con-
tain ‘probiotic’ bacteria (e.g., Lactobacillus bulgaricus, L. acidophilus and Streptococcus ther-
mophilus) that produce lactase, the lactose-breaking enzyme. The bacteria survive the acid
environment of the stomach, and once they pass to the duodenum and small intestine they
start digesting lactose.

9.6.1.2 Diagnostic roles
Another common use of enzymes in the medical industry is for diagnostic pur-
poses [324,325], particularly asmolecularmarkers for tissue damage. Some enzymes are ex-
pressed primarily within certain tissues*1, and their levels in blood are normally low. When
the tissue in which these enzymes reside is damaged, its content is spilled into the blood
circulation. The resulting rise in the blood levels of these enzymes can therefore be used
to identify whether damage has occurred, and to assess its severity. Since few enzymes are
expressed solely in one tissue, this type of diagnosis never relies on the blood levels of a sin-
gle enzyme. However, an increase in the levels of multiple enzymes (and sometimes other
proteins) that are identified with a certain tissue is usually a reliable indicator of damage
to that tissue, particularly when the blood levels increase according to a certain order that
is known to characterize the tissue. Common examples for diagnostic enzymes include the
following [324,325]:

• Creatine phosphokinase (CK, CPK) – This enzyme is expressed in various tissues,
but one of its isozymes (CK-MB) is specific tomuscle and brain tissues. Its primary use
is to help diagnose myocardial infarction (i.e., heart attack). Since a rise in CK levels
may also result from other muscle-damaging pathologies (e.g., rhabdomyolysis), as
well as from plain injuries or high fever, the diagnosis relies on additional markers,
the most important of which is the protein troponin.

• Liver enzymes – Diagnosis of damage to the liver or to bile ducts relies, among other
things, on a battery of enzymes such as alanine aminotransferase (ALT/sGPT), aspar-
tate aminotransferase (AST/sGOT), 𝛾-glutamyl transpeptidase (GGT/𝛾GT), and alka-
line phosphatase (AP). In many cases, the combination of the blood levels of these
enzymes in a given patient’s bloodwork enables doctors to identify the exact cause for
the damage, e.g., a virus, a toxin, obstruction, or ischemia.

• 𝛼-Amylase and pancreatic lipase –These enzymes are used for the diagnosis of acute
pancreatitis.

*1Many enzymes have tissue-specific isoforms (i.e., isozymes), although this specificity is not absolute.
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9.6.2 Use of enzymes as industrial catalysts
In the past decade or so, the pharmaceutical industry has started to use enzymes as cat-
alysts for the synthesis of key drug components [326–329]. Every drug contains a chemical
compound called an active pharmaceutical ingredient (API), which renders the drug bio-
logically active*1. Pharmaceutical drugs have traditionally been synthesized from simple
chemical building blocks through the use of multi-step chemical syntheses. While these
processes are efficient and produce the desired API, they often include numerous steps and
require the use of expensive metal catalysts (e.g., palladium, rhodium) and of organic sol-
vents, both of which are environmental pollutants. The price of the catalysts and the need
to safely dispose of all pollutants used in the synthesis increases the cost of drug production
markedly.

As a result, pharmaceutical companies are constantly searching for ways to reduce
their API production costs. One approach is to replace the expensive metal catalysts
with enzyme catalysts. In addition to being less costly than catalytic metals, enzymes have
several important advantages [330]:

1. A given enzyme is likely to catalyze only one type of reaction and act only on a specific
group in its substrate(s) (i.e., enzymes are regiospecific). Metal catalysts, in contrast,
are non-specific, and their use often involves the occurrence of other reactions, or
the same reaction on different chemical groups of the substrate. To avoid such un-
desired reactions, chemical syntheses that rely on metal catalysts often include steps
that block all functional groups in the substrate, except the one upon which the cat-
alyst is intended to act. As a result, metal-catalyzed syntheses take a long time, and
are associated with high costs. The use of enzymes usually makes the additional steps
unnecessary and therefore reduces the cost of production.

2. Many enzymes are enantiospecific, which enables them to create enantiopure prod-
ucts. Specifically, in a single step, an enantiospecific enzyme can convert a pro-chiral
group (e.g., a ketone or a C−−C bond) in the substrate into a chiral group of a sin-
gle configuration (e.g., a hydroxyl or amino group). As explained in Chapter 8, many
drug molecules must be enantiopure to have biological activity, or even to avoid be-
ing toxic (see Chapter 8, Box 8.2). Synthetic reactions that rely on metal catalysts
tend to create 50% of the chiral groups in one configuration and the other 50% in
the other (a racemic mixture). Since only one configuration is usable, this protocol
involves a 50% product loss, which compels the manufacturer to use expensive recy-
cling techniques to regenerate the substrate from the undesired product, and use it
for additional rounds of catalysis. The ability of enzymes to catalyze asymmetric re-
actions in a single step makes the whole production process much simpler and less
expensive. The most common enzymatic chiral syntheses in the pharmaceutical
industry involve the conversion of carbonyl groups in ketones, aldehydes or acids
into chiral hydroxyl groups (by oxidoreductases) [51], or into amino groups (by
amino acid dehydrogenases or aminotransferases) [56]. Other enzymes used in chi-
ral syntheses include ammonia lyases (EC 4.3.1) and hydroxynitrile lyases (EC 4.1.2).
In the absence of an appropriate enzyme for chiral synthesis, an alternative approach

*1The other components of the drug are called ‘excipients’. They have various roles, such as impeding the
oxidation or degradation of the API, stabilizing it, facilitating absorption in the GI tract, and conferring a
particular color or texture.
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is racemic resolution. In this process, the product is created as a racemic mixture, and
then a stereoselective enzyme, such as a hydrolase or oxidoreductase, is used to de-
grade or change the product molecules that have the undesired configuration [331].
This approach, however, is inferior to chiral (asymmetric) synthesis, as it involves the
loss of 50% of the product.

3. Enzymes are natural substances and therefore cause considerably less pollution com-
paredwith other catalysts. Also, since theywork in aqueous solutions, they oftenmake
organic solvents unnecessary, which further limits the amount of pollution caused by
the reaction.

4. Although enzymes are reaction-specific, the direction of the reaction can often be
reversed by changing the experimental conditions. This attribute increases the com-
mercial potential of enzymes, as it enables them to participate in multiple reactions.
For example, peptide hydrolases (a.k.a. peptidases, proteases) act in nature to degrade
proteins and peptides by breaking peptide bonds. However, under the right condi-
tions, they can be used to form such bonds [332].

5. Being much larger than the other reagents and chemicals present in the reactionmix-
ture, enzymes are easy to separate from the final product.

6. Enzymes act under mild temperatures (20 to 40 °C), pressure (~1 atmosphere), and
pH (typically 5 to 8). Thus, they are easy to work with.

7. Enzymes are proteins, and can therefore be engineered by mutagenesis to acquire
optimal stability, specificity, and even catalytic rate. Asmentioned above,most natural
enzymes display only moderate catalytic efficiency (kcat/𝐾𝑀), despite having evolved
over a long period of time [3]. Thus, engineering has the potential to yield substantial
improvement (see next subsection).

Indeed, although the pharmaceutical industry has been using enzymes as catalysts for
only a short period of time, there are already several notable examples of large-scale
enzymatic processes used to synthesize drug intermediates (Table 9.2; see also [333] for
more examples).

TABLE 9.2 Examples of enzymatic reactions developed for production of drug intermedi-
ates [327,333]. For each drug, the table shows the disease or condition treated by the drug, the type
of enzyme used for producing the drug, the specific chemical reaction catalyzed by the enzyme,
and the company which developed the enzymatic process. The catalyzed reactions involve carbonyl
(C−−O), hydroxyl (C−OH), chloro (C−Cl), cyano (C−C−−−N), amino (C−NH2), carboxyl (COOH),
ethyl-ester (COO−Et), and methyl-ester (COO−Me) groups.

Drug Disease or Condition Enzyme Catalyzed Reaction Company

Cymbalta Depression Ketoreductase C−−O ⟶ C−OH Codexis
Lipitor High cholesterol Halohydrin dehalogenase C−Cl ⟶ C−C−−−N Codexis
Januvia Diabetes Transaminase C−−O ⟶ C−NH2 Codexis
Lyrica Epilepsy Esterase COO−Et ⟶ COOH Pfizer
Tekturna Hypertension Esterase COO−Me ⟶ COOH DSM
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The idea of using enzymes as industrial catalysts did not originate in the pharmaceu-
tical industry; enzymes have been used for this purpose for decades in the food, textile,
detergent and fine-chemical industries [334,335]. In fact, the use of enzymes for the produc-
tion of cheese, sourdough, beer, wine, vinegar, leather, and linen goes back thousands of
years. Obviously, people in early societies did not have the technology to isolate enzyme
molecules. However, they knew how to cultivate organisms that use them (yeast, bacteria)
and harvest them fromanimal organs or from fruit [334]. As technology becamemore sophis-
ticated, people learned how to grow selected strains of these organisms in bulk quantities
and how to isolate their desired enzymes. This, in turn, enabled enzymatic processes to be
integrated into the above industries. With the emergence of molecular biology techniques,
genes encoding specific enzymes were used to further enhance the industrial production
and use of enzymes. Finally, the development of protein engineering methods enabled nat-
ural enzymes to undergo optimization for specific processes and/or process conditions, and
enabled enzymes to be designed with different substrate specificities, and even with com-
pletely new activities.

Most of the enzymesused in ‘traditional’ industries, such as the detergent, textile and
starch industries, belong to the hydrolase group [48,334]. This is because most of the reac-
tions required in these industries involve degradation of complex molecules into simpler
ones through breakage of ester, amide, ether, or other chemical bonds. For example, in the
detergent industry, enzymes are used to degrade molecules that form stains. Thus, stains
that are created by lipid, protein, or starch molecules are degraded by lipases, proteases,
and amylases, respectively. Similarly, in the starch industry, amylases are used to degrade
and liquefy starch, whereas in the dairy industry different hydrolases are used to change
products’ texture and flavor (milk, cheese), to degrade lactose, etc. Enzymatic degradation
of complex carbohydrates (e.g., starch) and lipids (triacylglycerol) is also used in the
energy industry, to produce bio-fuel and bio-diesel, respectively (see examples in [334]).
Hydrolases are also popular, owing to their large range of substrates, stability, relative toler-
ance for organic solvents (especially in lipases), commercial availability, and lack of expen-
sive cofactors [336]. Finally, hydrolysis can also be used to obtain a specific product rather
than to merely dispose of a substrate. For example, degradation of esters by esterases can
be used to obtain alcohol or organic acid components. Besides hydrolases, oxidoreductases
are also very common in industrial enzymatic processes, due to the prevalence of redox
reactions [48].

Asmentioned above, the pharmaceutical and fine-chemicals industries require enzymes
mostly for synthetic purposes, i.e., to efficiently synthesize molecules of interest (e.g., APIs).
Such syntheses includemany types of chemical reactions: bond formation and breaking, ox-
idation, isomerization, etc. The enzymes used in such reactions are more diverse than those
used in the traditional industries, and belong to all six enzyme classes [48]. For example,
aminotransferases are used for the synthesis of APIs that are based on natural or unnatural
amino acids [337]. Similarly, glycosyltransferases may be used for the synthesis of APIs that
contain saccharide moieties (e.g., aminoglycoside antibiotics). Still, in the pharmaceutical
industry, as in traditional industries, hydrolases and oxidoreductases are by far the most
commonly used enzymes [48]. Moreover, as enzymes tend to be highly specific, they offer
particularly high added value to the pharmaceutical and fine-chemicals industries (as com-
pared, for example, to the food or textile industries), which are tightly regulated and require
that products be synthesized in a highly specificmanner, with very few impurities. In partic-
ular, there is demand in these industries for enzymes that can perform chiral (asymmetric)
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synthesis. Indeed, enzymes tend to specialize in such reactions; however, in order to use an
enzyme for synthesis of ‘artificial’ molecules (e.g., APIs), it is often necessary to optimize
it via mutagenesis to maintain its enantiospecificity. An interesting example is the single-
step synthesis of the antidiabetic compound sitagliptin (Januvia®), which is achieved by an
aminotransferase engineered specifically for this purpose [161]. In this case, a natural enzyme
was chosen which was capable of catalyzing the right type of reaction (the rare 𝑅-specific
transamination), albeit not with the sitagliptin precursor. Using both rational design and
directed evolution, engineers gradually changed the enzyme so that it would be able to act
on the desired substrate (and on another co-substrate), as well as to function in the presence
of organic solvents.

9.6.3 Limitations and solutions
Despite the clear advantages of enzymes as catalysts, there are some aspects that limit their
use in industrial processes. The main aspects are as follows:

• The task of finding the right enzyme for the desired reaction and substrate is far from
trivial. This is due to the fact that the number and diversity of enzyme-catalyzed
reaction types are smaller than those used industrially. In addition, APIs and the
molecules from which they are produced tend to be larger and more hydrophobic
than the average biological metabolite. As a result, such molecules often have lim-
ited compatibility as enzyme substrates, especially for enzymes with narrow ranges of
substrates. It should be noted, though, that the inherent tendency of many enzymes
to promiscuity can alleviate some of these problems.

• Enzymes are sensitive to the extreme conditions that are common in industrial
syntheses, including high temperature, extreme pH, and the use of non-aqueous
solvents (such as methanol, dimethylformamide (DMF) and dimethylsulfoxide
(DMSO)) [338,339]. At least some of these conditions are necessary for increasing the
solubility of hydrophobic substrates, but they may also harm the enzyme in the solu-
tion. For example, organic solvents disrupt enzyme activity by weakening its 3D fold,
decreasing its dynamic properties, removing active site water molecules, changing
substrate solubility, and even competing with the substrate [340,341]. These problems
are somewhat less severe in lipases and proteases, which seem to be less sensitive to
organic solvents (to a degree) [340].

• Many enzymes are prone to product inhibition, resulting from the high substrate or
product concentrations in industrial syntheses [342].

• Some enzymes use expensive cofactors that raise the cost of the industrial process.

• Enzymes have a limited shelf life compared to metal catalysts.

Many of the problems and limitations associated with the use of enzymes in industry
can be solved to different degrees by their engineering through mutagenesis*1. Such en-
gineering may be carried out using two main approaches. The first is a rational approach, in

*1Note that even when engineering is used, the preferred enzymes for such studies are those that display at
least some degree of promiscuity.
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which the required mutations are introduced by design. That is, existing knowledge on the
enzyme’s structure and catalytic mechanism is used in order to improve its activity, speci-
ficity, stability, etc. In many cases, calculations of enzyme structural changes and enzyme-
substrate interactions are used in the rational approach to predict the consequences of the
designed mutations. The rational approach works best when the active site of the en-
zyme is targeted for optimizing substrate specificity or activity. This is because the active
site is the place where the relationship between the activity of the enzyme and its physical-
chemical properties is most clear.

As we saw in Chapter 5, the functional attributes of proteins, including enzymes, are
also affected by parts that are far away from the binding or active site. Such effects are me-
diated by protein dynamics, whether inside a single chain or through subunit-subunit in-
teractions (as in many allosteric proteins). This means that the enzyme can be optimized
by engineering non-active site regions, including those that are far fromwhere catalysis
actually takes place. Since the structure-activity relationship in these cases is not straight-
forward, it is difficult to use a rational approach to design optimizing mutations. Instead,
an alternative approach called directed evolution [119,120] is usually employed, in which dif-
ferent parts of the enzyme are randomly mutated, and the mutants with the best activity are
selected, and then subjected to additional rounds of mutagenesis and selection. This pro-
tocol is carried out until mutants are identified with activity, specificity and stability that
are significantly better than those of the original wild-type enzyme. Random approaches
such as directed evolution have a good record of finding mutants that live up to industrial
standards. However, application of these methods requires expensive equipment, may be
lengthy, and depends on high-throughput biochemical assays for measuring the activity of
each of the mutants produced. Therefore, the trend today is to combine rational mutagene-
sis with random approaches and to use ‘smart’ mutant libraries in the latter, that is, libraries
that are already enriched with active mutants. This is called a ‘semi-random’ approach.

Another approach that solves many of the problems associated with the use of isolated
enzymes as industrial catalysts is to use them in whole cells. This entails expressing the en-
zyme inside a host unicellular organism (bacterium or yeast), carrying out the desired reac-
tion, and harvesting the product. This approach, which is called ‘metabolic engineering’ [343],
can be employed only when the following conditions are satisfied:

1. The organisms used for this purpose must be able to easily uptake the substrate from
the medium.

2. The enzyme used for the reaction must be expressed in sufficient quantities to yield a
sizable amount of product.

3. Neither the reaction substrate nor its product can be toxic to the host organism.

4. It must be possible to efficiently extract the reaction product from the host organism.

In the simplest form of the whole cell approach, a single enzyme is overexpressed in host
cells and used for the desired reaction. This solves the problems associated with the vulner-
ability of isolated enzymes in industrial solutions, as well as with the cost of the cofactor
(the cofactor is recycled inside the organism).

However, the real advantage of using whole cells is in cases where the creation of the
product requires the consecutive action of several enzymes. Such a feat is very difficult to
achieve with isolated enzymes in solution, mainly because of unspecific enzyme-substrate
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reactions and diffusion-related problems. That is, in order for the process to be efficient, the
product of each enzyme must be quickly ‘fed’ to the next enzyme. Since reaction mixtures
provide ample space for diffusion, such coupled processes using isolated enzymes tend to be
inefficient when more than two enzymes are used. In contrast, when the process is carried
out inside a crowded cell, in which the enzymes are expressed inside the same compart-
ment, free diffusion of the different products is not a significant problem. This is especially
true when the enzymes used in the process are part of an existing biochemical pathway. In
such cases, the system is already designed to carry out the individual enzymatic reactions
consecutively in a highly efficient manner.

The use of whole cells for industrial catalysis predates the use of isolated enzymes. How-
ever, whereas past uses of this approach involved enzymes and pathways indigenous to
the host organism, today scientists are able to transfer entire metabolic pathways from
one organism to another. Moreover, the accumulated knowledge on natural enzymes
allows us to engineer existing pathways by changing their constituent enzymes, to ob-
tain the best results. Indeed, metabolic engineering has already been used to produce vari-
ousmolecules of industrial importance, including alkaloids, polyketides and non-ribosomal
peptides, isoprenoids, vitamins, flavor molecules, and even fuels (see [343] for details).

9.7 SUMMARY

• Life processes are based on chemical reactions that must happen within 10−5 to 102 sec-
onds. Given that such reactions in solution are typically orders ofmagnitude slower, living
organisms must accelerate them. Enzymes have been selected by evolution for this task,
probably because of their high levels of selectivity for substrates and reactions, in addition
to the ability to control their activity through allosteric or post-translational regulation.

• Enzymes can be grouped into six classes according to the types of reactions they catalyze:
oxidoreductases, transferases, hydrolases, lyases, isomerases and ligases. According to the
accepted classification method, each enzyme is identified by a number comprising four
numerals, which designate the type of reaction the enzyme catalyzes and the types of
chemical groups or bonds upon which it acts.

• Enzymes accelerate chemical reactions by lowering their activation energy, i.e., by sta-
bilizing the reaction’s transition state. To do so, enzymes use several catalytic strategies,
including noncovalent stabilization of the transition state, covalent binding to the sub-
strate, electron/proton transfer, and electrostatic polarization of either the substrate or
enzyme catalytic entities. Although these strategies have been studied for decades, there
is still a vigorous debate on their relative importance. In particular, the role of short-term
dynamics in enzymatic catalysis is highly controversial.

• The various catalytic strategies employed by enzymes are carried out inside the active
site by different chemical entities. These chemical entities include amino acid residues
and, in many cases, small organic molecules or metals that are collectively referred to as
‘cofactors’. These species may interact noncovalently with the substrate and/or act chem-
ically on it (e.g., by nucleophilic attack or proton/electron transfer). Both are carried out
in a highly specific manner; this specificity results from the positioning of the functional
chemical species inside the enzyme’s active site and the specific interactions that occur
between them.
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• Thehigh complementarity between the active site and the transition state is also themain
contributor to the substrate selectivity displayed by enzymes.

• The study of enzyme-mediated catalysis has been going on for over 100 years. Early stud-
ies focused on the kinetics of enzymatic reactions and on the manner in which it is influ-
enced by environmental conditions; in recent decades, however, the emergence of high-
resolution three-dimensional structures of enzymes and sophisticated lab methods has
enabled scientists to elucidate many of the fine details of catalysis. This include struc-
tures of reaction transition state and the many short-lived intermediates that are formed
during reactions, in addition to the rapid occurrences that are involved in the chemical
transformation.

• Enzymes are of great importance to various industries. The pharmaceutical industry uses
enzymes as biological drugs, drug targets, and diagnostic tools, and in the last decade it
has also used them as catalysts for the synthesis of active pharmaceutical ingredients.The
food, textile and fine-chemicals industries are also using enzymes as catalysts for organic
syntheses.

EXERCISES

9.1 A. Prove mathematically that the half-life time of the zero-order reaction of Equa-
tions (9.1.1) and (9.1.2) is given by [A]0/2𝑘, where [A]0 is the initial concentration
of the substrate, and 𝑘 is the reaction rate.

B. Prove that the half-life of the first-order reaction of Equations (9.1.4) and (9.1.5) is
given by Equation (9.1.8), and that the half-life time of the second order reaction
of Equations (9.1.9) and (9.1.10) is given by Equation (9.1.12).

9.2 According to the Michaelis-Menten model, which of the following describes correctly
the dependency of the initial reaction rate (velocity 𝑉0) of an enzyme on substrate
concentration when the substrate concentration is very low?

a. 𝑉0 depends linearly on the substrate’s concentration, with a rate coefficient

of
kcat

𝐾𝑀
[E]𝑓 .

b. 𝑉0 depends linearly on the substrate’s concentration, with a rate coefficient of
𝐾𝑀
kcat

.

c. 𝑉0 depends cooperatively on the substrate’s concentration.

d. 𝑉0 is constant at low substrate concentration, and is equal to the concentration of
the enzyme ([E]𝑡).

9.3 The initial velocity of an enzymatic reaction (𝑉0) was measured under the following
conditions:

• Condition 1: with 2mM of the enzyme’s natural substrate (S).

• Condition 2: with 2mM of the enzyme’s natural substrate (S) and 0.5mM of an
inhibitor (I).
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• Condition 3: with 2mM of the enzyme’s natural substrate (S) and 1mM of the in-
hibitor (I).

The dependency of 1/𝑉0 on [S] under these three conditions was as follows:

1
[S]

1
𝑉0

0

123

How can the inhibitor’s effect be lifted?

a. Only by removing the inhibitor from the reaction mixture.

b. Either by removing the inhibitor or by raising the substrate’s concentration to high
values.

c. By removing the inhibitor and chemically reverting the enzyme’s catalytic residues
to their original form.

d. The inhibition is irreversible and cannot be lifted.

9.4 Under which condition can 𝐾𝑀 be considered as a measure for the affinity of the en-
zyme to its substrate(s)?

9.5 Two isozymes, A and B, deaminate alanine to pyruvate. Their 𝐾𝑀 values are 0.5mM
and 4mM, respectively. When the two isozymes at 3mM concentration were in-
cubated with 10mM of alanine under the same conditions, their rates (𝑉0) were
15mMs−1 and 300mMs−1, respectively. Which isozyme is more efficient?

9.6 The activity of an enzyme wasmeasured under saturation and different pH values.The
following dependency was obtained:

pH

𝑉max

2 4 6

Then, the amino acids in the active site of the enzyme were systematically replaced
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(mutated), and the activity was measured again. Which of the following mutations is
most likely to be deleterious (i.e., lead to loss of activity)?

a. Alanine ⟶ glutamine

b. Glutamate ⟶ valine

c. Arginine ⟶ aspartate

d. Phenylalanine ⟶ tryptophan

9.7 How does coenzyme A activate metabolites for subsequent condensations?

9.8 The following enzymatic cofactors are involved in group transfer. Match each cofactor
with the group it transfers.

Cofactor

a. S-adenosyl methionine

b. Thiamine pyrophosphate

c. Coenzyme A

d. Pyridoxal phosphate (PLP)

e. Biotin

Group

i. Acyl

ii. Methyl (CH3)

iii. Amino (NH2)

iv. CO2

v. Aldehyde

9.9 Which of the following cofactors carries out reactions that involve radicals?

a. Tetrahydrofolate (THF)

b. NADH

c. Coenzyme B12

d. Coenzyme A

9.10 What is the common mechanistic aspect of the enzymatic cofactors pyridoxal phos-
phate (PLP) and thiamine pyrophosphate (TPP)?

9.11 The following enzyme activities were measured in the lab:

[S] (mM) 𝑉0 (mmol/min)

0 0.0
1 3.0
2 5.0
4 6.6
8 7.0
12 6.2
15 5.0
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Does the enzyme presentMichaelis-Menten kinetics?How can you explain the activity
values measured at high substrate concentrations?

9.12 Two enzymes from two different organisms catalyze the oxidation of glucose. Which
of the following parameters would you expect to be the same in the two catalyzed
reactions?

a. 𝑉max

b. 𝐾𝑀

c. 𝐾eq (equilibrium constant)

d. Optimal temperature

e. Optimal pH

9.13 An enzyme has a 𝐾𝑀 of 2mM. At which substrate concentration will the enzyme’s
activity be 1

4 of 𝑉max?

9.14 The activity of two enzymes was measured at different substrate concentrations:

[S] (nM) 𝑉0 (nmol/min) 𝑉 ′
0 (nmol/min)

1 150 82
2 256 150
10 600 450
30 770 670
50 818 750

A. Show that both enzymes follow Michaelis-Menten kinetics, and estimate their 𝐾𝑀
values.

B. Assuming that the concentrations of the enzymes are 0.2 nm and 0.5 nm, respec-
tively, what are their turnover numbers?

9.15 The non-enzymatic decomposition of 2NO2 to 2NO and O2 is a second-order reac-
tion. If the initial concentration of NO2 is 10mM, and the catalytic rate of the reaction
is 0.4mM−1 s−1, what is its half-life?

9.16 The binding of a competitive inhibitor (I) to its target enzyme (E) can be described by
the following scheme:

EI + S −−⇀↽−− [k−3][k3]E + S + I −−⇀↽−− [k1][K−1]ES + I −−→ [k2]E + P + I

Based on the scheme, derive the Michaelis-Menten equation for cases of competitive
inhibition.

9.17 In an experiment, three batches of the same enzyme were incubated with 5mM of
substrate and 2mM of inhibitor. In each batch the inhibitor was of a different type:
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• Batch 1: competitive inhibitor

• Batch 2: uncompetitive inhibitor

• Batch 3: non-competitive inhibitor

Assuming that 𝑉max = 80 mM s−1; 𝐾𝑀 = 8 mM; and the 𝐾I of all three inhibitors was
10mM, which of the inhibitors was the most efficient (i.e., had the strongest effect on
𝑉0)?
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APPENDIX: ENZYME NOMENCLATURE RECOMMENDATIONS OF
THE NC-IUBMB*1

Enzyme Nomenclature Contents
1. Oxidoreductases

1.1 Acting on the CH−OH group of donors
1.1.1 With NAD+ or NADP+ as acceptor
1.1.2 With a cytochrome as acceptor
1.1.3 With oxygen as acceptor
1.1.4 With a disulfide as acceptor
1.1.5 With a quinone or similar compound as acceptor
1.1.98 With other, known, acceptors
1.1.99 With other acceptors

1.2 Acting on the aldehyde or oxo group of donors
1.2.1 With NAD+ or NADP+ as acceptor
1.2.2 With a cytochrome as acceptor
1.2.3 With oxygen as acceptor
1.2.4 With a disulfide as acceptor
1.2.5 With a quinone or similar compound as acceptor
1.2.7 With an iron-sulfur protein as acceptor
1.2.99 With other acceptors

1.3 Acting on the CH−CH group of donors
1.3.1 With NAD+ or NADP+ as acceptor
1.3.2 With a cytochrome as acceptor
1.3.3 With oxygen as acceptor
1.3.5 With a quinone or related compound as acceptor
1.3.7 With an iron-sulfur protein as acceptor
1.3.99 With other acceptors

1.4 Acting on the CH−NH2 group of donors
1.4.1 With NAD+ or NADP+ as acceptor
1.4.2 With a cytochrome as acceptor
1.4.3 With oxygen as acceptor
1.4.4 With a disulfide as acceptor
1.4.5 With a quinone or other compound as acceptor
1.4.7 With an iron-sulfur protein as acceptor
1.4.99 With other acceptors

1.5 Acting on the CH−NH group of donors
1.5.1 With NAD+ or NADP+ as acceptor
1.5.3 With oxygen as acceptor
1.5.4 With a disulfide as acceptor
1.5.5 With a quinone or similar compound as acceptor

*1G. P. Moss. Enzyme nomenclature: recommendations of the Nomenclature Committee of the International
Union of Biochemistry and Molecular Biology on the nomenclature and classification of enzymes by the reactions
they catalyse. NC-IUBMB, 2008. http://www.chem.qmul.ac.uk/iubmb/enzyme/.

http://www.chem.qmul.ac.uk/iubmb/enzyme/
http://www.chem.qmul.ac.uk/iubmb/enzyme/


882 ■ Proteins: Structure, Function & Motion

1.5.7 With an iron-sulfur protein as acceptor
1.5.8 With a flavin as acceptor
1.5.99 With other acceptors

1.6 Acting on NADH or NADPH
1.6.1 With NAD+ or NADP+ as acceptor
1.6.2 With a heme protein as acceptor
1.6.3 With oxygen as acceptor
1.6.4 With a disulfide as acceptor (deleted sub-subclass)
1.6.5 With a quinone or similar compound as acceptor
1.6.6 With a nitrogenous group as acceptor
1.6.7 With an iron-sulfur protein as acceptor (deleted sub-subclass)
1.6.8 With a flavin as acceptor (deleted sub-subclass)
1.6.99 With other acceptors

1.7 Acting on other nitrogenous compounds as donors
1.7.1 With NAD+ or NADP+ as acceptor
1.7.2 With a cytochrome as acceptor
1.7.3 With oxygen as acceptor
1.7.5 With a quinone or similar compound as acceptor
1.7.7 With an iron-sulfur protein as acceptor
1.7.99 With other acceptors

1.8 Acting on a sulfur group of donors
1.8.1 With NAD+ or NADP+ as acceptor
1.8.2 With a cytochrome as acceptor
1.8.3 With oxygen as acceptor
1.8.4 With a disulfide as acceptor
1.8.5 With a quinone or similar compound as acceptor
1.8.6 With a nitrogenous group as acceptor (deleted sub-subclass)
1.8.7 With an iron-sulfur protein as acceptor
1.8.98 With other, known, acceptors
1.8.99 With other acceptors

1.9 Acting on a heme group of donors
1.9.3 With oxygen as acceptor
1.9.6 With a nitrogenous group as acceptor
1.9.99 With other acceptors

1.10 Acting on diphenols and related substances as donors
1.10.1 With NAD+ or NADP+ as acceptor
1.10.2 With a cytochrome as acceptor
1.10.3 With oxygen as acceptor
1.10.99 With other acceptors

1.11 Acting on a peroxide as acceptor
1.11.1 Peroxidases

1.12 Acting on hydrogen as donor
1.12.1 With NAD+ or NADP+ as acceptor
1.12.2 With a cytochrome as acceptor
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1.12.5 With a quinone or similar compound as acceptor
1.12.7 With an iron-sulfur protein as acceptor
1.12.98 With other, known, acceptors
1.12.99 With other acceptors

1.13 Acting on single donors with O2 as oxidant and incorporation of oxygen into the
substrate (oxygenases). The oxygen incorporated need not be derived from O2

1.13.11 With incorporation of two atoms of oxygen
1.13.12 With incorporation of one atom of oxygen (internal monooxygenases or

internal mixed-function oxidases)
1.13.99 Miscellaneous

1.14 Acting on paired donors, with O2 as oxidant and incorporation or reduction of
oxygen. The oxygen incorporated need not be derived from O2

1.14.1 With NADH or NADPH as one donor (deleted sub-subclass)
1.14.2 With ascorbate as one donor (deleted sub-subclass)
1.14.3 With reduced pteridine as one donor (deleted sub-subclass)
1.14.11 With 2-oxoglutarate as one donor, and incorporation of one atomof oxy-

gen into each donor
1.14.12 With NADH or NADPH as one donor, and incorporation of two atoms

of oxygen into the other donor
1.14.13 With NADH or NADPH as one donor, and incorporation of one atom

of oxygen into the other donor
1.14.14 With reduced flavin or flavoprotein as one donor, and incorporation of

one atom of oxygen into the other donor
1.14.15 With reduced iron-sulfur protein as one donor, and incorporation of one

atom of oxygen into the other donor
1.14.16 With reduced pteridine as one donor, and incorporation of one atom of

oxygen into the other donor
1.14.17 With reduced ascorbate as one donor, and incorporation of one atom of

oxygen into the other donor
1.14.18 With another compound as one donor, and incorporation of one atom

of oxygen into the other donor
1.14.19 With oxidation of a pair of donors resulting in the reduction of O2 to two

molecules of water
1.14.20 With 2-oxoglutarate as one donor, and the other dehydrogenated
1.14.21 With NADH or NADPH as one donor, and the other dehydrogenated
1.14.99 Miscellaneous

1.15 Acting on superoxide as acceptor
1.15.1 Acting on superoxide as acceptor (only sub-subclass identified to date)

1.16 Oxidizing metal ions
1.16.1 With NAD+ or NADP+ as acceptor
1.16.3 With oxygen as acceptor
1.16.8 With a flavin as acceptor

1.17 Acting on CH or CH2 groups
1.17.1 With NAD+ or NADP+ as acceptor
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1.17.2 With a cytochrome as acceptor
1.17.3 With oxygen as acceptor
1.17.4 With a disulfide as acceptor
1.17.5 With a quinone or similar compound as acceptor
1.17.7 With an iron-sulfur protein as acceptor
1.17.99 With other acceptors

1.18 Acting on iron-sulfur proteins as donors
1.18.1 With NAD+ or NADP+ as acceptor
1.18.2 With dinitrogen as acceptor (deleted sub-subclass)
1.18.3 With H+ as acceptor (deleted sub-subclass)
1.18.6 With dinitrogen as acceptor
1.18.96 With other, known, acceptors (deleted sub-subclass)
1.18.99 With H+ as acceptor (deleted sub-subclass)

1.19 Acting on reduced flavodoxin as donor
1.19.6 With dinitrogen as acceptor

1.20 Acting on phosphorus or arsenic in donors
1.20.1 With NAD+ or NADP+ as acceptor
1.20.4 With disulfide as acceptor
1.20.98 With other, known, acceptors
1.20.99 With other acceptors

1.21 Acting on X−H and Y−H to form an X−Y bond
1.21.3 With oxygen as acceptor
1.21.4 With a disulfide as acceptor
1.21.99 With other acceptors

1.22 Acting on halogen in donors
1.22.1 With NAD(P)+ as acceptor

1.97 Other oxidoreductases
1.97.1 Sole sub-subclass for oxidoreductases that do not belong in the other

subclasses
2. Transferases

2.1 Transferring one-carbon groups
2.1.1 Methyltransferases
2.1.2 Hydroxymethyl-, formyl- and related transferases
2.1.3 Carboxy- and carbamoyltransferases
2.1.4 Amidinotransferases
2.2 Transferring aldehyde or ketonic groups
2.2.1 Transketolases and transaldolases

2.3 Acyltransferases
2.3.1 Transferring groups other than aminoacyl groups
2.3.2 Aminoacyltransferases
2.3.3 Acyl groups converted into alkyl groups on transfer

2.4 Glycosyltransferases
2.4.1 Hexosyltransferases
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2.4.2 Pentosyltransferases
2.4.99 Transferring other glycosyl groups

2.5 Transferring alkyl or aryl groups, other than methyl groups
2.5.1 Transferring alkyl or aryl groups, other than methyl groups (only sub-

subclass identified to date)
2.6 Transferring nitrogenous groups

2.6.1 Transaminases
2.6.2 Amidinotransferases (deleted sub-subclass)
2.6.3 Oximinotransferases
2.6.99 Transferring other nitrogenous groups

2.7 Transferring phosphorus-containing groups
2.7.1 Phosphotransferases with an alcohol group as acceptor
2.7.2 Phosphotransferases with a carboxy group as acceptor
2.7.3 Phosphotransferases with a nitrogenous group as acceptor
2.7.4 Phosphotransferases with a phosphate group as acceptor
2.7.5 Phosphotransferases with regeneration of donors, apparently catalysing

intramolecular transfers (deleted sub-subclass)
2.7.6 Diphosphotransferases
2.7.7 Nucleotidyltransferases
2.7.8 Transferases for other substituted phosphate groups
2.7.9 Phosphotransferases with paired acceptors
2.7.10 Protein-tyrosine kinases
2.7.11 Protein-serine/threonine kinases
2.7.12 Dual-specificity kinases (those acting on Ser/Thr and Tyr residues)
2.7.13 Protein-histidine kinases
2.7.99 Other protein kinases

2.8 Transferring sulfur-containing groups
2.8.1 Sulfurtransferases
2.8.2 Sulfotransferases
2.8.3 CoA-transferases
2.8.4 Transferring alkylthio groups
2.9 Transferring selenium-containing groups
2.9.1 Selenotransferases

3. Hydrolases

3.1 Acting on ester bonds
3.1.1 Carboxylic-ester hydrolases
3.1.2 Thioester hydrolases
3.1.3 Phosphoric-monoester hydrolases
3.1.4 Phosphoric-diester hydrolases
3.1.5 Triphosphoric-monoester hydrolases
3.1.6 Sulfuric-ester hydrolases
3.1.7 Diphosphoric-monoester hydrolases
3.1.8 Phosphoric-triester hydrolases
3.1.11 Exodeoxyribonucleases producing 5′-phosphomonoesters
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3.1.13 Exoribonucleases producing 5′-phosphomonoesters
3.1.14 Exoribonucleases producing 3′-phosphomonoesters
3.1.15 Exonucleases that are active with either ribo- or deoxyribonucleic acids

and produce 5′-phosphomonoesters
3.1.16 Exonucleases that are active with either ribo- or deoxyribonucleic acids

and produce 3′-phosphomonoesters
3.1.21 Endodeoxyribonucleases producing 5′-phosphomonoesters
3.1.22 Endodeoxyribonucleases producing 3′-phosphomonoesters
3.1.23 Site-specific endodeoxyribonucleases: cleavage is sequence specific

(deleted sub-subclass)
3.1.24 Site specific endodeoxyribonucleases: cleavage is not sequence specific

(deleted sub-subclass)
3.1.25 Site-specific endodeoxyribonucleases that are specific for altered bases
3.1.26 Endoribonucleases producing 5′-phosphomonoesters
3.1.27 Endoribonucleases producing 3′-phosphomonoesters
3.1.30 Endoribonucleases that are active with either ribo- or deoxyribonucleic

acids and produce 5′-phosphomonoesters
3.1.31 Endoribonucleases that are active with either ribo- or deoxyribonucleic

acids and produce 3′-phosphomonoesters
3.2 Glycosylases

3.2.1 Glycosidases, i.e., enzymes that hydrolyse O- and S-glycosyl compounds
3.2.2 Hydrolysing N-glycosyl compounds
3.2.3 Hydrolysing S-glycosyl compounds (deleted sub-subclass)

3.3 Acting on ether bonds
3.3.1 Thioether and trialkylsulfonium hydrolases
3.3.2 Ether hydrolases

3.4 Acting on peptide bonds (peptidases)
3.4.1 𝛼-Amino-acyl-peptide hydrolases (deleted sub-subclass)
3.4.2 Peptidyl-amino-acid hydrolases (deleted sub-subclass)
3.4.3 Dipeptide hydrolases (deleted sub-subclass)
3.4.4 Peptidyl peptide hydrolases (deleted sub-subclass)
3.4.11 Aminopeptidases
3.4.12 Peptidylamino-acid hydrolases or acylamino-acid hydrolases (deleted

sub-subclass)
3.4.13 Dipeptidases
3.4.14 Dipeptidyl-peptidases and tripeptidyl-peptidases
3.4.15 Peptidyl-dipeptidases
3.4.16 Serine-type carboxypeptidases
3.4.17 Metallocarboxypeptidases
3.4.18 Cysteine-type carboxypeptidases
3.4.19 Omega peptidases
3.4.21 Serine endopeptidases
3.4.22 Cysteine endopeptidases
3.4.23 Aspartic endopeptidases
3.4.24 Metalloendopeptidases
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3.4.25 Threonine endopeptidases
3.4.99 Endopeptidases of unknown catalytic mechanism (sub-subclass is cur-

rently empty)
3.5 Acting on carbon-nitrogen bonds, other than peptide bonds

3.5.1 In linear amides
3.5.2 In cyclic amides
3.5.3 In linear amidines
3.5.4 In cyclic amidines
3.5.5 In nitriles
3.5.99 In other compounds

3.6 Acting on acid anhydrides
3.6.1 In phosphorus-containing anhydrides
3.6.2 In sulfonyl-containing anhydrides
3.6.3 Acting on acid anhydrides to catalyse transmembrane movement of

substances
3.6.4 Acting on acid anhydrides to facilitate cellular and subcellularmovement
3.6.5 Acting on GTP to facilitate cellular and subcellular movement

3.7 Acting on carbon-carbon bonds
3.7.1 In ketonic substances

3.8 Acting on halide bonds
3.8.1 In carbon-halide compounds
3.8.2 In phosphorus-halide compounds (deleted sub-subclass)

3.9 Acting on phosphorus-nitrogen bonds
3.9.1 Acting on phosphorus-nitrogen bonds (only sub-subclass identified to

date)
3.10 Acting on sulfur-nitrogen bonds

3.10.1 Acting on sulfur-nitrogen bonds (only sub-subclass identified to date)
3.11 Acting on carbon-phosphorus bonds
3.11.1 Acting on carbon-phosphorus bonds (only sub-subclass identified to

date)
3.12 Acting on sulfur-sulfur bonds
3.12.1 Acting on sulfur-sulfur bonds (only sub-subclass identified to date)
3.13 Acting on carbon-sulfur bonds
3.13.1 Acting on carbon-sulfur bonds (only sub-subclass identified to date)

4. Lyases

4.1 Carbon-carbon lyases
4.1.1 Carboxy-lyases
4.1.2 Aldehyde-lyases
4.1.3 Oxo-acid-lyases
4.1.99 Other carbon-carbon lyases

4.2 Carbon-oxygen lyases
4.2.1 Hydro-lyases
4.2.2 Acting on polysaccharides
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4.2.3 Acting on phosphates
4.2.99 Other carbon-oxygen lyases

4.3 Carbon-nitrogen lyases
4.3.1 Ammonia-lyases
4.3.2 Amidine-lyases
4.3.3 Amine-lyases
4.3.99 Other carbon-nitrogen lyases

4.4 Carbon-sulfur lyases
4.4.1 Carbon-sulfur lyases (only sub-subclass identified to date)

4.5 Carbon-halide lyases
4.5.1 Carbon-halide lyases (only sub-subclass identified to date)

4.6 Phosphorus-oxygen lyases
4.6.1 Phosphorus-oxygen lyases (only sub-subclass identified to date)

4.99 Other lyases
4.99.1 Sole sub-subclass for lyases that do not belong in the other subclasses

5. Isomerases

5.1 Racemases and epimerases
5.1.1 Acting on amino acids and derivatives
5.1.2 Acting on hydroxy acids and derivatives
5.1.3 Acting on carbohydrates and derivatives
5.1.99 Acting on other compounds

5.2 cis-trans-Isomerases
5.2.1 cis-trans Isomerases (only sub-subclass identified to date)

5.3 Intramolecular oxidoreductases
5.3.1 Interconverting aldoses and ketoses, and related compounds
5.3.2 Interconverting keto- and enol-groups
5.3.3 Transposing C−−C bonds
5.3.4 Transposing S−S bonds
5.3.99 Other intramolecular oxidoreductases

5.4 Intramolecular transferases
5.4.1 Transferring acyl groups
5.4.2 Phosphotransferases (phosphomutases)
5.4.3 Transferring amino groups
5.4.4 Transferring hydroxy groups
5.4.99 Transferring other groups

5.5 Intramolecular lyases
5.5.1 Intramolecular lyases (only sub-subclass identified to date)

5.99 Other isomerases
5.99.1 Sole sub-subclass for isomerases that do not belong in the other

subclasses
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6. Ligases

6.1 Forming carbon-oxygen bonds
6.1.1 Ligases forming aminoacyl-tRNA and related compounds
6.1.2 acid-alcohol ligases (ester synthases)

6.2 Forming carbon-sulfur bonds
6.2.1 Acid-thiol ligases

6.3 Forming carbon-nitrogen bonds
6.3.1 Acid-ammonia (or amine) ligases (amide synthases)
6.3.2 Acid-amino-acid ligases (peptide synthases)
6.3.3 Cyclo-ligases
6.3.4 Other carbon-nitrogen ligases
6.3.5 Carbon-nitrogen ligases with glutamine as amido-N-donor

6.4 Forming carbon-carbon bonds
6.4.1 Ligases that form carbon-carbon bonds (only sub-subclass identified to

date)
6.5 Forming phosphoric-ester bonds

6.5.1 Ligases that form phosphoric-ester bonds (only sub-subclass identified
to date)

6.6 Forming nitrogen-metal bonds
6.6.1 Forming coordination complexes
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Symbols

11-cis-retinal cofactor, 589
1D nuclear magnetic resonance spectroscopy, 279
2,3 bisphosphoglycerate, 836
2,4-dinitrofluorobenzene, 847
2-iodoacetamide, 846
3 to 7 lock, 589
3-phosphoshikimate 1-carboxyvinyltransferase, 841
310-helix, 124–125
4D ultra-fast electron diffraction, crystallography,

and microscopy, 460
5-fluorodeoxyuracil monophosphate (5-FdUMP),

847

A

A-ATPase, 768
A2A, see human adenosine (A2A) receptor
AA-DH, see amino acid dehydrogenases (AA-DH)
ab initio methods, 291, 292
Abl (protein), 191
ABO antigens, 16
absolute configuration, 77
absolute, calculation of, 643–646
absorption, distribution, metabolism, excretion, and

toxicity (ADMET), 686
AC, see adenylyl cyclase (AC)
accuracy-rate tradeoff, 806
ACE, see angiotensin-coverting enzyme (ACE)
ACE inhibitors

C-domain selective inhibitors, 707–712
COX-2 inhibitors, 700
design, 706–712
development and design, 700–712
enzyme inhibition, 834
first-generation inhibitors, 706–707
hypertension and

Renin-Angiotensin-Aldosterone system,
701–705

introduction, 700–701
peripheral H1 receptor antagonists, 701

acetaminophen, 654
acetic anhydride, 846
acetoacetate, 776
acetoacetate decarboxylase, 809
acetyl, acylation, 195
acetyl-CoA (ACoA), 67
acetyl-CoA (ACoA) carboxylase, 205

acetyl-CoA acetyltransferase, 766
acetylcholine (ACh)

electrostatic complementarity, 653
neurotransmitter, 658
proteins as toxin targets, 24

acetylcholinesterase (AChE), 653, 659, 808, 833, 834,
845, 846

acetylcholinesterase (AChE) inhibitors
beneficial uses, 661–662
introduction, 658–661
warfare, neurotoxic agents, 662–665

ACh, see acetylcholine (ACh)
AChE, see acetylcholinesterase (AChE)
acid-base catalysis

indirect action, 819–821
overview, 817–818
substrate, 818–819

acids, pKa, 73
acids/bases, amino groups, 694–695
ACoA, see acetyl-CoA (ACoA)
aconitase, 778
ACTH, see adrenocorticotropic hormone (ACTH)
actin

intracellular/extracellular structures formation,
19

microfilaments, 209
polymerization, 566
ubiquitination, 197

activated endothelial cells, 515
activated-closed conformation, 451
activation energy (𝐸𝑎), 6, 730, 732
activator, 440
activators, 737
active conformation, 691
active pharmaceutical ingredient (API), 850
active site, 8, 795
active sites

biological roles, 738
cellular processes, catalysis, 6–8
complex function, tertiary structure properties,

141
diversity, quaternary structure, 186
formation/distortion, 452
opening/closing, 452
thermally-induced conformational changes,

428–432
acute pancreatitis, 849
acyclovir, 847
acyl-CoA dehydrogenases, 746

891
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acyl-enzyme intermediate, 659, 809
acylation

𝜀-N-acetylation, 195–196
introduction, 195
N′-myristoylation, 196
post-translational modifications, 189
S-palmitoylation, 196
ubiquitination, 197–198

AD, see Alzheimer’s disease (AD)
ADA, see adenosine deaminase (ADA)
adaptation, extreme environments, 380–382
ADD, see attention deficit disorders (ADD)
adenine diphosphate (ADP) ribosylation

mixed modifications, 204
toxins, 204

adenosine deaminase (ADA), 700, 848
adenosine deaminase deficiency, 848
adenosine triphosphate (ATP)

catalysis, metabolic processes, 9
metabolic needs, 729
respiration, energy transfer, 9

adenosylcobalamin (AdoCbl), 779, 825
adenylate kinase, 399, 429, 823
adenylation, 199
adenylyl cyclase (AC), 569, 573
adherence junctions, 215
ADMET, see absorption, distribution, metabolism,

excretion, and toxicity (ADMET)
AdoCbl, see adenosylcobalamin (AdoCbl)
ADP, see adenine diphosphate (ADP) ribosylation
adrenergic antagonists, 588
adrenergic receptors, 585–588
adrenocorticotropic hormone (ACTH), 587
Advil, 683
affibodies, 412
affinity

biological context, 671
biological response, 671
protein-ligand binding, 641–643
protein-protein binding, division of labor,

interfacial residues, 671
transporters, 546

aflatoxin, 766
AFPs, see antifreeze proteins (AFPs)
age-related illnesses, 207–208
aggregation

disease, 679
prevention, collagen, 229

agmatine, 106
agonists

adrenergic receptors, 587–588
cell-surface receptors, drug effects, 680
G protein-coupled receptor signaling, 569
partial agonist, 451

AKR, see aldo-keto reductase (AKR)
Ala, see alanine (Ala; A)

alamethicin, 310-helix, 125
alanine (Ala; A)

amino acid derivates, 106
molecular structure, 81
nonpolar amino acids, 85
side chain description, 82

alanine aminotransferase (ALT/sGPT), 741, 849
alanine racemase, 778
alanine scanning, 671
alchemical methods, 643–644
alcohol acidity, 694
alcohol dehydrogenase, 741, 744, 746
aldo-keto reductase (AKR), 747, 820
aldol cleavage, 775
aldol cleavage reactions, 812
aldol condensation, 775, 781, 812
aldolase class I, 171, 812
aldolases, 775
aldosterone, 702
aliskiren, 834, 837
alkali proteases, 383
alkaline phosphatase (AP), 768, 849
alkylation

adenylation, 199
introduction, 198
methylation, 198–199
post-translational modifications, 189
S-prenylation, 199

allicin, 104, 107
alliinase enzyme, 104
allopurinol, 847
allosteric drugs

cell-surface receptors, 681–683
directly-acting drugs, 611

allosteric site, 435
allostery

applications, 455
cooperativity, hemoglobin, 445–450
enzyme activity regulation, 187
functional effects, ligand binding, 436–439
introduction, 434–436
models

concerted, 441
conclusions, 450–451
hemoglobin, 441–450
introduction, 439–441
partial agonist, 451
sequential, 441

physical effects, ligand binding, 436–439
without conformational change, 453–455

allysine, 229
𝛼 conformation, 122
𝛼 motif, 145–149
𝛼-𝛼 corner, 145
𝛼-amino, 72
𝛼-amylase, 849
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𝛼-carbon, 72
𝛼-carboxyl, 72
𝛼-helical bundle, 537–550
𝛼-helical proteins, 530–531
𝛼-helix

amphipathic 𝛼-helices, 123
classification tools, 168
geometry, 122
intramolecular interactions, 122–123
Ramachandran’s plot, 116

𝛼-hemolysin, 531
𝛼-keratin, 223–224
𝛼-ketoacid dehydrogenases, 205
𝛼-ketoglutarate, 776
𝛼-ketoglutarate dehydrogenase, 67
𝛼-L-aminotransferases, 755
𝛼-latrotoxin, 577
𝛼-loop-𝛼, 145
𝛼-synuclein, 408
𝛼-thalassemia, 448
ALS, see amyotropic lateral sclerosis (ALS)
ALT/sGPT, see alanine aminotransferase

(ALT/sGPT)
altruistic organ, 792
Alzheimer’s disease (AD), 196, 408, 597, 679
AMBER, see Assisted Model Building with Energy

Refinement (AMBER)
ambivalent, 442
amidation, 200
amide (NH) groups, 110
amides, 47, 695
amidines, 695
amidino group, 742
amino acid dehydrogenase (AA-DH), 751, 752
amino acid derivates in proteins, 104–110
amino acid sequence, 26
amino acid taste receptors (TAS1R), 577
amino acids and their properties

acidic group, 94–95
aromatic, 101–103
basic group, 95–97
configuration, 72, 77–79
derivatives in proteins, 104–105
introduction, 72
side-chain properties

aromatic amino acids, 101–103
glycine, 85
introduction, 79–80
nonpolar amino acids, 85–86
polar-charged amino acids, 94–101
polar-uncharged amino acids, 86–94

structure, 72
amino acids, secondary structure preference

𝛼-helix, 135–137
𝛽 conformation, 137–138
introduction, 135

aminopeptidases, 773
aminotransferases, 752, 755
ammonia lyases, 850
amoeboid motion, 216
amphetamines, adrenergic receptors, 588
amphipathic, 123
amphipathic 𝛼-helices, 123
amphipathic helices, integrated binding, 552
amphipathicity

effects of lipid properties, lipid bilayer, 514
electrostatic complementarity, binding, 653

amphotericin, 766
amplitude, X-ray diffraction, 262
amylin, 409
amyloid-𝛽 (A𝛽), 408
amyloidoses, 407
amyloids

consequences, 416
disease, 407
factors causing, 412–414
therapeutic implications, 411–412
toxicity, amyloid mechanism, 415–416

amyloids aggregates, 410
amyotrophic lateral sclerosis (ALS)

acetylecholine, as neurotransmitter, 658
protein misfolding, 408
subcellular motion, 218

anabolic reactions, 85, 587, 729, 746
anabolism, 729
analogues, 168
anchor residues, 674
anemia, sickle-cell, 175
angioedema, 711
angiotensin biosynthetic pathway, 834
angiotensin I, 701
angiotensin II, 701
angiotensin-converting enzyme (ACE)

ACE inhibitors case study
C-domain selective inhibitors, 707–712
COX-2 inhibitors, 700
design, 706–712
first-generation inhibitors, 706–707
hypertension and

Renin-Angiotensin-Aldosterone system,
701–705

introduction, 700–701
peripheral H1 receptor antagonists, 701

enzyme inhibition, 834
inhibitors, development and design, 700–712
peripheral H1 receptor antagonists, 701

angiotensinogen, 701
aniline, 694
anisotropic network model (ANM), 460
ANM, see anisotropic network model (ANM)
ANS, see autonomic nervous system (ANS)
antagonists
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adrenergic receptors, 588
cell-surface receptors, drug effects, 680
G protein-coupled receptor signaling, 571
partial agonist, 451

antenna, 11
anthrax toxin, 24
anti-bacterial peptides, 111
anti-cholinergic side effects, 701
anti-diuretic hormones, 702
anti-parallel 𝛽-sheet, 129
antibodies

antigens, affinities of proteins, 642
glycosylation, 193

anticoagulants, enzyme inhibition, 834
antifreeze proteins (AFPs), 382
antigens, defense, 18
antihypertensive, 588
antioxidants, 93
AP, see alkaline phosphatase (AP)
API, see active pharmaceutical ingredient (API)
apical membrane, 516
Aplysia, 416
apolipoprotein E, 408
apoprotein, 426
apoptosis, 13
apoptotic cells, 515
apparent affinity, 835
application-specific integrated circuits (ASICs), 300
applications, allostery, 455
aqua-glyceroporins, 538
aquaporins, 538
ar/R motif, 538
arachidonate, 683
arachidonic acid, 683
Archaea, 380
architecture of proteins

complex folds, 150–160
domains, 161–167
introduction, 143
protein classification, 167–173
simple folding motifs, 143–150
tertiary structure, 139–143

architecture, CATH classification tool, 169
Arg, see arginine (Arg; R)
arginine (Arg; R)

amino acid derivates, 106
molecular structure, 81
polar-charged amino acids, 94
side chain description, 82
structural & functional features in proteins, 83

aripiprazole, 609
aromatic amino acids, 80, 83, 101–103
aromatic belt, 522
aromatic gorge, 653
aromatic residues, 522–523
arrestin family, 600

arrestins, 598
Arrhenius equation, 6, 730
arsenic

Bonaparte, Napoleon, 70
co-enzymes and prosthetic groups, 67
introduction, 69

ascorbic acid
triple helix stabilization, 228
vitamin C deficiency, 230

ASICs, see application-specific integrated circuits
(ASICs)

Asn, see asparagine (Asn; N)
Asn-Pro-Ala motifs, 538
Asp, see aspartic acid (Asp; D)
asparagine (Asn; N)

molecular structure, 81
polar-uncharged amino acids, 86, 94
side chain description, 82
structural & functional features in proteins, 83

aspartame, 774
aspartate (Asp; D)

amino acid derivates, 106
molecular structure, 81
polar-charged amino acids, 94
side chain description, 82
structural & functional features in proteins, 83

aspartate aminotransferase (AST/sGOT), 849
aspartic acid, see aspartate (Asp; D)
aspartic protease, 374, 820
aspartic protease group, 774
aspirin, 684, 845
aspirin hydrolase, 741
assemblers, intrinsically disordered regions, 480
assessment, prediction, 324
assisted folding

assisting enzymes, 418
chaperonins, 417–418
in vivo folding, 416–418
stabilizers, 417

Assisted Model Building with Energy Refinement
(AMBER), 304

AST/sGOT, see aspartate aminotransferase
(AST/sGOT)

asthma, 689
asymmetry, 514–515
atomic distance constraints, 280
atoms, 305–306
ATP, see adenosine triphosphate (ATP)
ATP synthase, 9, 547, 768
ATP-binding cassette (ABC) transporters, 545
ATP-dependent ion transporters, 546
atropine, 660
attention deficit disorders (ADD), 689
Augmentin, 847
autoimmune response, disease, 679
autonomic nervous system (ANS), 585
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autonomic system, 658
autophagy, 13, 197
autophosphorylate, 191
average location, deviation, crystallography, 263
averaging, 273
avidin, 641

B

B-complex vitamins, 824
B-factor, deviation, crystallography, 263
B-lymphocytes, 18
bacillus amyloliquefaciens, 386
backbone folding, secondary protein structure, 113
backbone, amino acid structure, 72
bacteria, recognition by complement system, 515
bacteriorhodopsin, 274
barbiturates, 683
bases, pKa, 73
basolateral membrane, 516
BBB, see blood-brain barrier (BBB)
BCL::EM-Fit, 327
Benadryl, 701
benzene, 101
benzodiazepines, 682
benzyl-succinic acid, 707
beriberi, 67
𝛽 conformation

amino acids, secondary structure preference,
129–130

𝛽-barrel structure, 130
𝛽 motif, simple folding, 149
𝛽-alanine, 106
𝛽-𝛼-𝛽 loop, 129
𝛽-bulge, 412
𝛽-hairpin motif, 149
𝛽-helix, 79, 149
𝛽-hydroxylation, 95
𝛽-lactam antibiotics

enzyme inhibition, 834
irreversible inhibition, 847

𝛽-lactamase, 847
𝛽-meander, 149
𝛽-oxidation, 766
𝛽-propeller, 149
𝛽-sandwich, 149, 150
𝛽-sheet proteins

classification tools, 168
membrane protein structure, 531–532
Ramachandran’s plot, 116

𝛽-strand conformation, 129
𝛽-turns

𝛽 conformation, 129–130
reverse turns, 133–134

8-𝛽/𝛼 barrel, 157
𝛽2 adrenergic receptors, 589

biased drugs, 612
biased ligands, 599
binding

active sites, formation, 141
domains, 666–667
energetics

thermodynamic determinants, 648–650
total binding free energy, 641–647

irreversible, enzymes, 683
promiscuity, ligand-binding site, 654–657
protein-protein interactions, 665–677
target proteins, intrinsically unstructured

proteins, 489–494
binding promiscuity, 654
bioactive peptides, 111
bioinformatics, 307
biological context, protein-protein interactions, 666
biological membranes

composition, lipid bilayer
ethers, 511
glycerophospholipids, 508
introduction, 508
sphingolipids, 508–511
sterols, 511
variability, 511–513

effects of lipid properties, lipid bilayer
amphipathicity, 514
asymmetry, 514–515
curvature, 516–518
order, degree of, 515–516
thickness, degree of, 515–516

properties and general structure, 506–507
biological roles, proteins

cells and cellular processes
cell/tissue-specific functions, 20–21
communication, 13–16
processes catalysis, 6–8

defense, 17–19
energy transfer, 8–9
enzymes

classification, 739–744
co-enzymes/prosthetic groups, 795
coupling energy producing/demanding

processes, 738
efficiency, 737
hydrolases, 741, 766–774
isomerases, 741, 778–779
ligases, 741, 779–780
lyases, 741, 774–776
oxidoreductases, 739, 744–753
promiscuity, catalytic, 781–783
sequential reactions confinement, 738
substrate/reaction specificity, 737–738
transferases, 741, 753–766

extracellular structures formation, 19–20
fundamentals, 6
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gene expression, 11–13
intracellular structures formation, 19–20
metabolic processes, catalysis, 6–8
molecular recognition, 16–17
photosynthesis, 11
respiration, 9–10
solutes, transport across biological membranes,

13
transcription, 12
translation, 12

biosynthetic thiolase, 766
biotin

basic amino acids, 95
ligases, 780
mixed modifications, 205
substrate bonds, covalent catalysis and

electronic polarization, 814
total binding free energy, 641

bisphosphoglycerate mutase, 836
bitopic membrane proteins, 518
bivalent ligands, 611
bleaching, 589
blood-brain barrier (BBB), 701
Bohr effect, 447
Boltzmann constant (𝑘B), 43
Bonaparte, Napoleon, 70
bonded force fields, 302
Borgia family, 70
Born effect (desolvation), see also generalized Born

(GB) formalism
helices and sheets, 131
residual pKa, environmental modulation, 98

Born model of solvation, 131
Bothrops jararaca, 706
botox, proteins as toxin targets, 24
botulinum toxin

acetylcholinesterase, 660
mixed modifications, 204
proteins as toxin targets, 24

bradykinin, 702
branched-chain amino acid aminotransferase, 761
bread baking, enzymes, 383
breathing

substrate diffusion, 429
thermally-induced conformational changes, 429

bristles, entropic chain activity, 482
Brønsted acid, 817
Brønsted base, 817
budding, curvature, 516
buffering, pKa, 74
building blocks, evolutionary, 162
bupropion, 689
butterfly effect, 429

C

C-domain selective inhibitors, 707–712
C-terminus, 111, 767
Ca2+/calmodulin (CaM)-dependent kinases, 146
Ca2+-sensing receptors (CaSRs), 577
Ca2+-dependent proteases, 385
CADD, see computer-aided drug design (CADD)
cadherin

𝛽 motifs, 151
cell-cell/cell-ECM recognition, 505
tissue organization/cell environment

communication, 215
Caenorhabditis elegans, 519
calcitonin, 577
calcium ions (Ca2+), 145–147
calmodulin (CaM), 146, 640
calmodulin-peptide systems, 649
Cα, amino acid structure, 72
CaM, see calmodulin (CaM)
Cambrian explosion, 4
cAMP, see cyclic AMP (cAMP)
cAMP-PKA pathway, 569
cancer, 205–207, 680
candida antarctica lipase B, 781
captopril, 707
carbamates, 662
carbinolamine, 754
carbonic anhydrase, 792, 816
carbonyl (C−−O) groups, 110
carboxamide (CONH2), 94
carboxylase, 780
carboxypeptidases, 773
cardiolipin, 508
cardiovascular disease, 231
cargo, nuclear pore complex, 482
carnitine, 108, 231
carotenoids, 11
carriers, membrane proteins, 504
casein, scavengers, 480
CASP, 324
CaSRs, see Ca2+-sensing receptors (CaSRs)
catabolic reactions, 729
catalase, 747
catalysis

enzymes, 796
metabolic processes, 6–8
protein-ligand interactions, 637

catalysts, 7
catalytic, 799
catalytic groups, 27
catalytic perfection, 793
catalytic residues, 192
catalytic RNA, 12
catalytic triad Ser-His-Asp/Glu, 179, 659, 773, 846
cataracts
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protein misfolding, 409
vitamin C deficiency, 231

catechol (dihydroxybenzene) ring, 654
catecholamine

adrenergic receptors, 585
G protein-coupled receptors, 578
neurotransmitters, 654

CATH classification tool
architecture, 169
class, 169
domain, 171
homologous superfamily, 171
introduction, 169
sequence family, 171
topology, 169

cation-𝜋 interactions
aromatic amino acids, 102
aromatic rings, 47

caveolin, 566
CCR (chemokine receptor), 196
Celebrex, 685, 700
celecoxib, 700
cell environment communication, 214–215
cell-cell/cell-ECM recognition, 505
cell-surface receptors, 680–683
cells and cellular functions

biological role, 20–21
communication, 13–16
metabolic needs, 6
motion, fiber-based structures, 216–218
processes catalysis, 6–8
respiration, energy transfer, 9–10
trafficking, 505
wall, molecular organization, 3

cellular branch, 18
cellular motion, 216–217
cellular respiration, 10
centrosome, microtubules, 212
ceramide, sphingolipids, 510
CF, see cystic fibrosis (CF)
CFF, see consistent force field (CFF)
chalcogens, 85
channelopathies, 538
channels, transport proteins, 504
chaperones, intrinsically disordered regions, 480
chaperonins (HSP60/HSP70)

assisted folding, 417–418
introduction, 418
stablizers, 417

charge delocalization, 803
CHARMM, see Chemistry at HARvard

Macromolecular Mechanics (CHARMM)
chemical context importance, 693
chemical denaturation, 379–380
chemical shift, 279
chemiosmotic theory, 768

Chemistry at HARvard Macromolecular Mechanics
(CHARMM), 304

chemotrophs, respiration, 9
CHESHIRE, 328, 551
chlorophyll II, 11
chloroplasts

molecular organization, living organisms, 3
photosynthesis, 11

chlorpromazine, ring systems, 696
cholera toxin

G protein-coupled receptors, 572
molecular recognition, 17

cholesterol, 511
choline, 108, 508
cholinergic crisis, 660
cholinergic system, 660
chondroitin sulfate, 194
chorismate mutase, 803
chymotrypsin, 179, 773, 809, 846
cilia, cellular motion, 216
cinacalcet, 683
Circe effect, 803
circular dichroism spectroscopy, 285
cis configuration, peptide bond, 115
cis-trans isomerase, 741, 778
citric acid (Krebs) cycle

catalysis, metabolic processes, 9
co-enzymes and prosthetic groups, 67
metabolic needs, 729

citrulline, 106
CJD, see Creutzfeldt-Jakob disease (CJD)
CK, see creatine phosphokinase (CK, CPK)
CK-MB, 849
Claisen condensation, 763
Claritin, 701
class

CATH classification tool, 169
protein category, 168
SCOP classification, 168

class I force fields, 304, see also force fields
class II force fields, 304, see also force fields
classical mechanics, 293
clathrin, 600
clathrin-coated vesicles, 566, 600
clavulanic acid, 847
clinical trials, drug development process, 686
closing/opening, active sites, 452
ClustalW, 309
CMAT, 322
CoA, see coenzyme A (CoA)
coarse-grained model, 296
coat proteins, vesicle-formation, 566
cocaine, 588
CoDNaS database, 434
coenzyme A (CoA), 67, 753
coenzyme B12, 779
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coenzymes, 66, 824
coenzymes and prosthetic groups

biological role, 795
enzyme cofactors, 824
protein structure, 66–71

cofactors
co-enzymes and prosthetic groups, 66
enzyme cofactors, 824
substrate binding, 795

coherence, 431
coherent scattering, 270–271
coiled coils

𝛼-keratin, structure-function relationship, 222
classification tools, 168

colchicine, subcellular motion, 218
collagen

derivatives formed after translation, 104
fibrous proteins, 224–229
intracellular/extracellular structures formation,

19
vitamin C deficiency, 230–231

coloring, evolutionary conservation, 120
combinatorial explosion, 699
communication

cells, biological role, 13–16
membrane proteins, 504–505
protein-ligand interactions, 637

compactness, complex function, 141
comparative approach

fold recognition via threading, 315–317
homology modeling, 308–311
principles, 307
shortcomings, 309–311
steps, 308–309

complement system
defense, 18
recognition of bacteria, 515

complex folds, see also folding motifs, simple
immunoglobulins (Ig), 150–151
introduction, 150
number of folds, 159–160
P-loop fold, 153
Rossmann fold, 151–153
TIM barrel fold, 157–158

complex-promoting group, 487
composition, lipid bilayer

ethers, 511
glycerophospholipids, 508
introduction, 508
sphingolipids, 508–511
sterols, 511
variability, 511–513

computer-aided drug design (CADD), 686
configurations

amino acid structure, 77–79
amino acids and their properties, 72–110

entropy, dominant driving forces, 369–370
entropy, low IUP-target affinity results, 490
space sampling, physical approach, 294–297

conformational selection model, 437, 450, 571, 640
conformational selection theories, 674
conformations

allostery without, 453–455
binding affinity, 674
configurational space, sampling, 295
ensembles, spontaneous dynamics, 426
free energy, dependence, 645
lipid bilayer, effects on membrane proteins,

555–556
phosphorylation, 192
sampling, 674
thermally-induced, spontaneous dynamics,

428–432
time-averaged, folded state dynamics, 425

Congo Red, amyloid aggregates, 410
CONH2, see carboxamide (CONH2)
coniine, 766
conjugated base, 73
connective tissues, 19
Consensus approaches, 314
consensus, Rossmann fold, 152
conservation, evolutionary, 174–180
consistent force field (CFF), 302
constraints, rational drug design, 687
contact inhibition, 16
continuous wave technique, 280
continuum-solvent (CS) model, 41
continuum-solvent approach, 298
convergent evolution, 145, 783
cooperativity, 442
cooperativity and allostery, hemoglobin, 445–450
COPI/COPII, 566
copper amine oxidases, 801
core

extreme environments, protein adaptation to,
381

vs. surface, tertiary structure properties,
141–142

correlated mutations, 178
cortex fibers, 209
corticotropin-releasing factor (CRF), 577
cortisol, adrenergic receptors, 587
Costal-2 (Cos2), 609
COSY, see j-coupling
Coulomb interactions

electrostatic interactions, 32–33
residual pKa, environmental modulation,

99–100
Coulomb’s law, 32
coupled mutations, 178
coupling
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binding-folding coupling, intrinsically
unstructured proteins, 490–491

energy producing/demanding processes, 738
mutations, structure conservation, 178
nuclear magnetic resonance spectroscopy, 279
time-space, metabolically related processes, 186

covalent binding, 552
covalent cross-linking, collagen stabilization, 229
coverage, 163
COX-2 inhibitors, 700
COXs, see cyclooxygenases (COXs)
cpI Fe-Fe-hydrogenase, 823
cpI hydrogenase, 429
CPK, see creatine phosphokinase (CK, CPK)
CR, see cysteine-rich (CR) domain
creatine, 106
creatine phosphate, 762
creatine phosphokinase (CK, CPK), 849
Creutzfeldt-Jakob disease (CJD), 408
CRF, see corticotropin-releasing factor (CRF)
cross-docking, 699
crowding effect, 677
cryo-electron microscopy, 275
cryogenics, 275
Cryptosporidium parvum, 751
crystallin, 197
crystallization, X-ray diffraction, 262
crystallography, see also X-ray diffraction

information obtained from
deviation, 263–265
molecular structure, 263
resolution, 265

problems with method, 266–267
data collection, 266
preparation, 266
quality of results, 267

CS, see continuum-solvent (CS) model
CS-Rosetta, 327
CS23D, 328, 551
curvature

effects of lipid properties, lipid bilayer, 516–518
lipid bilayer, effects on membrane proteins, 556

curvature changes, 565–567
curvature frustration, 518
CWxP motif, 582
cyclic AMP (cAMP)

communication, 637
D. discoideum, 577
enzyme activity regulation, 187
G protein-coupled receptors, 569

cyclooxygenases (COXs), 654, 683–685, 700, 747,
834, 845

Cys, see cysteine (Cys; C)
cysteine (Cys; C)

amino acid derivates, 107
antioxidants, 92–93

molecular structure, 81
polar-uncharged amino acids, 86, 88–91
side chain description, 82
structural & functional features in proteins, 83

cysteine protease, 91
cysteine proteases group, 774
cysteine-rich (CR) domain, 607
cystic fibrosis (CF)

protein misfolding, 407
ubiquitination, 197

cystine, 88
cytochalasin D, 217
cytochrome c oxidase, 139, 746
cytochrome P450, 20, 747, 796
cytochromes, 10
cytokines

𝛽 motifs, 150
defense, 19

cytokinesis, 217
cytoplasm

dense, 406
molecular organization, living organisms, 2

cytoplasmic region
vs. exoplasmic leaflets, 513
molecular organization, living organisms, 2

cytoskeleton
fiber-based structures, inside/outside cells, 209
fibrous proteins, 209–212
intracellular/extracellular structures formation,

19
cytosol, 3

D

D-Ala, see D-alanine (D-Ala)
D-alanine (D-Ala), 78
D-alanine-D-alanine ligase, 741
D-amino acid aminotransferase, 755, 761
D-amino acid transaminase, 758
D-ornithine 4,5-aminomutase, 779
D-serine, 108
D/ERY motif, 583, 598
DAG, see diacylglycerol (DAG)
dark reaction, 11
data-derived, 307
DCA, 322
DD-transpeptidase, 834, 845
de novo methods, 291
deacylases, acylation, 195
decarboxylases, 775
decarboxylation, 775
decay, nuclear magnetic resonance spectroscopy, 279
defense

biological role, 17–19
membrane proteins, 505
protein-ligand interactions, 638
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deformation, lipid bilayer, 565–567
degeneracy, 431
degeneracy of binding sites, 657
degree of obligation, 666
degrons, 487
dehydratase, 775
dehydrogenases, 739, 746
denaturation

chemical denaturation, 379–380
experimental tool, 377–378
peptide bond, 112
pH dependence, 379
pressure-induced denaturation, 379
temperature dependence, 378

dense cytoplasm, 406
deoxy-hemoglobin, cooperativity and allostery, 445
deprenyl, 847
deprotonation, 73
dermorphin, molecular organisms, 78
desensitization, 600–601
design

ACE inhibitors case study, 706–712
drug action, protein-ligand interactions,

685–712
desipramine, adrenergic receptors, 588
desmosomes, intermediate filaments, 212
desolvation, 130
desolvation (Born effect)

residual pKa, environmental modulation, 98
deuterium (2H), 270
deviation

crystallography, information obtained from,
263–265

dextromethorphan, 697
DHFR, see dihydrofolate reductase (DHFR)
di-hydroxy-phenylalanine, 801
diabetes mellitus, cysteine as antioxidant, 92
diabetes, protein misfolding, 409
diacylglycerol (DAG)

GPCR signaling, 569
membrane proteins, 561
protein trafficking, 637

diaphorase, 739
diclofenac, 837
Dictyostelium discoideum, 577
dielectric constant, 33
diethylpropion, 689
diffraction pattern analysis, X-ray diffraction,

262–263
diffraction/scattering methods, structure

determination and prediction
electron microscopy

advantages and shortcomings, 277–278
principles, 273–275

introduction, 260
neutron scattering

advantages and shortcomings, 272–273
coherent scattering, 270–271
incoherent scattering, 271–272
principles, 270

X-ray diffraction
information obtained, 263–266
principles, 261
problems of the method, 266–267
working steps, 262–263
X-ray scattering, 267–270

diffusion-collision, 404
dihydrofolate reductase (DHFR), 452
dihydropteroate synthase, 837
dihydrosphingosine, 508
dihydroxyacetone phosphate, 818
dimension characteristics, quaternary structure, 183
dimers, quaternary structure, 182
diol dehydratase, 828
dioxygenases, 747
dipeptidases, 773
dipeptidyl peptidases, 773
diphenhydramine, 701
diphtheria toxin, 17
directed evolution, 384, 799, 854
directly-acting drugs

allosteric drugs, 611
orthosteric drugs, 609–611

disease, protein involvement, 679–680
disorder, entropy, 363
dispersion force, 50
display sites, intrinsically disordered regions, 480
distal, hemoglobin structure, 443
distortion/formation, active sites, 452
distribution, see absorption, distribution,

metabolism, excretion, and toxicity
(ADMET)

disulfide bond, 88
disulfide bridges, 88
divergent evolution, 145, 782
division of labor, interfacial residues

affinity, 671–674
biological context and response, 671
hot spots, 671–674
interfacial water molecules, 674
introduction, 668
kinetics/dynamics, 674
rapid formation, initial complex, 674
slow conformational sampling, 674
specificity, 668–670

DKTG motif, 546
DNA binding, 𝛼-motifs, 147–149
DNA-binding domain WHD, 165
docking group, 487
docking, lead compound, 700
domains

binding, protein-protein interactions, 666–667
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biological importance, 161
building blocks, evolutionary, 162
CATH classification tool, 171
complex folds, 150–160
definition, 161
evolutionary building blocks, 162
modularity, 165–167
protein structural dynamics, 397
SCOP classification, 169
swapping, subunit interactions, 185
trans-membrane domain, 506

dominant driving forces
configurational entropy effect, 369–370
folded state, 367
introduction, 366–367
nonpolar interactions, 367–369
unfolded state, 367

donecopride, 613
donor group-transferase, 755
donor type, 747
donor:acceptor group-transferase, 755
donor:acceptor type, 747
dopamine

amino acid derivate, 109
monoamine transmitters, 659
neurotransmitters, 654
Parkinson’s disease, 408

dopamine 𝛽 hydroxylase, 231
double reciprocal, 789
drug action and design, protein-ligand interactions

development and design
case study, ACE inhibitors, 700–712
development process, 686–687
pharmaceutical drug sources, 685
rational drug design, 686–687
steps, rational drug design, 687–700

disease, protein involvement, 679–680
modes of action

cell-surface receptors, 680–683
enzymes, 683–684
introduction, 680
selectivity, 684–685
side effects, 684–685

drug re-purposing, 657
drug targets, proteins as, 22–23
dual-acting drugs, 612
Duchenne muscular dystrophy, 689
Dunathan’s stereoelectronic hypothesis, 759
dynamic disorder, 481
dynamic light scattering, crystallography, 266
dynamics, see also kinetics

defined, 355
division of labor, interfacial residues, 674

dynein, subcellular motion, 217

E

𝐸𝑎, see activation energy (𝐸𝑎)
EC, see extracellular (EC) region
ECDs, see extracellular domains (ECDs)
ECM, see extracellular matrix (ECM)
EF-hand, 146
EF-hand motif, 146
effectors, intrinsically disordered regions, 480
effects of lipid properties, lipid bilayer

amphipathicity, 514
asymmetry, 514–515
curvature, 516–518
order, degree of, 515–516
thickness, degree of, 515–516

egoistic organ, 792
EINS, see elastic inherent neutron scattering (EINS)
elastic inherent neutron scattering (EINS), 271
elastic network models (ENM), 460
elastin

extracellular matrix, 214
intracellular/extracellular structures formation,

19
electrochemical gradient of protons (H+), 9
electrolytes, 200
electron crystallography, 274
electron density map, 263
electron microscopy (EM)

advantages and shortcomings, 277–278
principles, 273–275

electron paramagnetic resonance (EPR)
spectroscopy, 278, 283–284, 403

electron sink, 694, 758
electron transport, 201
electron tunneling, 431
electron-transport chain, 10
electrospray ionization (ESI), 286
electrostatic binding, 552
electrostatic complementarity, 652–654
electrostatic field representation, proteins, 120
electrostatic free energy (𝐺elec), 42
electrostatic gradient, 653
electrostatic interactions

aromatic rings, 45–47
Coulomb interactions, 32–33
functional importance, 373–374
hydrogen bonds, 44–45
introduction, 31, 371–375
polarization component, 37–38
principles, 32–40
solute-solute vs. solute-solvent interactions, 40
structural importance, 374
sulfur atoms, 47–49

electrostatic potential (Φ), 41
electrostatic preorganization, 807
electrostatic stabilization, 815
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electrostatic steering, 653
ELFV dehydrogenase fold, 752
EM, see electron microscopy (EM)
EM-FOLD, 327
embryonic development, 608
EMDataBank, 274
empirical scoring functions, 692
enabled VASP homology 1 (EVH1), 667
enalaprilat, 707
enantiomer

amino acids configuration, 77
industrial applications, 25

enantiopure, 850
enantioselectivity, 793
enantiospecific, 850
encounter complex, 492, 674
end effectors, 568
endocrine system, 13
endocytosis

proteins as toxin targets, 24
subcellular motion, 218

endopeptidases, 767, 773
endoplasmic reticulum (ER), 3
endorphins

peptide bond, 111
proteins as toxin targets, 23

endosymbiotic theory, 4
endothelial cells, 515
enediol intermediate, 818
energetics and protein stability, see also stability and

stabilization
adaptation, extreme environments, 380–382
defined, 355
protein denaturation, 377–382
protein stability and forces involved

conclusions, 375–377
dominant driving forces, 366–367
electrostatic interactions, 371–375
structural stability, 365–366
van der Waals interactions, 375

stability enhancement, protein engineering
engineering of enzymes, 384
industry enzymes, 383
rational engineering of enzymes, 384–386

summary, 387–388
thermodynamics

enthalpy, entropy, and molecular
thermodynamics, 358–365

free energy and spontaneous processes,
356–358

principles, 355
protein structure, 365

energy
barriers, 295
lowest configuration, 297–299
minimization, 294

production, membrane proteins, 505
Energy Landscape Theory, 401
energy of position, 359
energy transfer

biological role, 8–9
photosynthesis, 11

energy-based calculations, 281
engineered, 384
engineering of enzymes, 384
enkephalins

peptide bond, 111
proteins as toxin targets, 23

ENM, see elastic network models (ENM)
enolase, 815
enolase superfamily, 782
ensembles of conformations, 477
ENTH domains, 562
enthalpy, 358–360
enthalpy-entropy compensation, 364, 644
entropic chain activity, 482
entropic changes, 32
entropy

assistance-related roles, 494–495
free energy and spontaneous processes,

356–358
lowest energy configuration, 297–299
polarization, electrostatic free energy, 40
thermodynamics, 363

entropy of procession, 565
entropy trap, 802
environmental changes, 456
enzyme

kinetics
basic concepts, 784–785
introduction, 783–784
Michaelis-Menten Equation, derivation,

790–791
Michaelis-Menten kinetic parameters,

791–794
Michaelis-Menten model, 786–791
Michaelis-Menten model limitations,

794–795
enzyme cofactors

chemical characteristics, 830–832
functional characteristics, 833
overview, 824–828

enzyme inhibition
ACE inhibitors, 834
anticoagulants, 834
𝛽-lactam antibiotics, 834
HIV protease, 834
irreversible, 845–847
modes, 834
mono-amine oxidase (MAO) inhibitors, 834
non-steroidal anti-inflammatory drugs

(NSAIDs), 834
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overview, 833–834
parasympathomimetics, 834
reversible, 835–843

competitive, 835–837
mixed, 841–843
non-competitive, 841–843
uncompetitive, 840–841

enzyme replacement therapies (ERTs), 848
enzyme-mediated catalysts

general acid-base catalysis
aspartic protease group, 820

introduction, 799–802
substrate bonds, covalent catalysis and

electronic polarization, 807–814
substrate confinement, 802
transition state, noncovalent stabilization,

803–807
enzymes

activity regulation, quaternary structure, 187
catalysts, 8
drug effects, 683–684
extracellular, glycosylation, 193
industrial uses, 848–855

catalysts, 850–853
limitations and solutions, 853–855
medical, 848–849

inhibitor, affinities of protein, 642
introduction to proteins, 1
loss of activity

disease, 679
mediation, 456–457
medical uses, 848–849

diagnostic, 849
drugs and drug targets, 848–849

promiscuity, function evolution, 180
stability enhancement, protein engineering,

383–386
transition state, affinities of protein, 642

epigenetic, 189
epigenetic code, 198
epimerases, 778
epinephrine

amino acid derivate, 109
amino acids, 104
monoamine transmitters, 659
neurotransmitters, 654

epithelial cell’s regeneration, protein synthesis, 221
EPR, see electron paramagnetic resonance (EPR)
𝜀-N-acetylation, 195–196
equilibrium constant (Ka), 73
ER, see endoplasmic reticulum (ER)
ergosterol, 511
ERTs, see enzyme replacement therapies (ERTs)
erythromycin, 766
erythropoietin, 199
ESI, see electrospray ionization (ESI)

esterases, 846
ethanolamine, 508
ethanolamine ammonia lyase, 828
ether bond, 511
ethers, lipid bilayer composition, 511
eukaryotes

molecular organization, living organisms, 3
variability, lipid bilayer composition, 511

eukaryotic, 3
evaluation, 309
EVcomplex, 323
EVfold, 323
EVH1, see enabled VASP homology 1 (EVH1)
evolutionary building blocks, 162
evolutionary conservation

function evolution, 179–180
interests, individual vs. species, 174–176
mechanisms, structure conservation, 176–179
tertiary structure, 174–180

evolutionary importance, proteins, 22
excipients, 850
excitation, nuclear magnetic resonance spectroscopy,

278
excluded volume, 677
excretion, see absorption, distribution, metabolism,

excretion, and toxicity (ADMET)
exergonic, 361, 762
exocytosis, subcellular motion, 217
exon shuffling, 165
exopeptidases, 767, 773
exoplasm, 503
exoplasmic vs. cytoplasmic leaflets, 513
exosites, 842
experimental tool, denaturation, 377–378
explicit treatments, calculation, 646
exportins, 482
extended conformation, 129
external effects, protein dynamics

allostery, 434–455
environmental changes, 456
enzyme mediation, 456–457
introduction, 434
ligand-induced dynamics, 434–455

external structures, inside/outside cells, 218–219
extracellular (EC) region, 579
extracellular domains (ECDs), 579
extracellular enzymes, glycosylation, 193
extracellular matrix (ECM)

fiber-based structures, inside/outside cells,
212–214

fibrous proteins, 209
intracellular/extracellular structures formation,

19
extracellular structures formation, 19–20
extreme environments, 380–382
extremophiles, 387
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Eyring-Polanyi equation, 730

F

F-ATPase, 768
FAD, see flavin adenine dinucleotide (FAD)
FADH2, 729
FAK activation, 215
family

protein classification importance, 167
proteins, physiological and evolutionary

importance, 22
SCOP classification, 169

farnesyl
cysteine, 91
S-prenylation, 199

FAS, see fatty acid synthase (FAS)
fasciculin-2, 660
fast protein binding and release, 489–492
fatty acid synthase (FAS), 186, 763
fermentors, 383
ferric form, iron, 443
ferrous form, iron, 443
fiber-forming vs. fibrous proteins, 221
fibrinogen, microtubules, 212
fibroblasts, 19
fibroin, external structures, 219
fibronectin

𝛽 motifs, 151
intracellular/extracellular structures formation,

20
fibrous, 209
fibrous proteins

𝛼-keratin, 223–224
collagen, 224–229
globular, structural differences, 221–222
hierarchy, protein structure, 65–66
inside/outside cells

cell environment communication, 214–215
external structures, 218–219
introduction, 209
mechanical support, 209–214
motion, 216–218
roles, 219–221
tissue organization, 214–215

tertiary structures, 139
vs. fiber-forming proteins, 221

fight-or-flight response, 231
fight-or-flight situation, 585
FILM3, 323
filopodia, cytoskeleton, 210
fingerprints, 286
Finite Difference method, 41
first-generation inhibitors, 706–707
fixations, 174
flaccid paralysis, 660

flagella, cellular motion, 216
flavin adenine dinucleotide (FAD), 67
flexibility, 653
flexible docking, 699
flippase, asymmetry, 514
floppase, asymmetry, 514
fluid mosaic (FM) model, 506
fluorescence resonance energy transfer (FRET)

fluorescent spectroscopy, 284–285
slow to intermediary motion, 459

fluorescent spectroscopy, 284–285
fluorophores, 284
fly casting, 492
FM, see fluid mosaic (FM) model
focal contacts, 215
fold, 150, 168
fold recognition, 312
fold recognition (threading), 551
fold recognition methods, 291
FOLD-EM, 327
folded state and folded state protein dynamics

dominant driving forces, 367
external effects on

allostery, 434–436
environmental changes, 456
enzyme mediation, 456–457
introduction, 434
ligand-induced dynamics, 434–455

introduction, 425–426
spontaneous dynamics

conformational ensembles, 426
disordered proteins, 428
solvent effects, 433
statistical-thermodynamic view, 426–428
thermally-induced conformational changes,

428–432
folding

collagen, 226
enhancing, glycosylation, 195
in vivo folding

assisted folding, 416–418
factors that complicate, 405–406

intrinsically unstructured proteins, 490–491
kinetic aspects

Energy Landscape Theory, 401
Levinthal’s Paradox, 400–401
models and mechanisms, 403–405

misfolding, disease, 679
water molecules inside proteins, 181

folding motifs, simple, see also complex folds
𝛼-motifs, 145–149
𝛽-motifs, 149
architecture of proteins, 143–149
introduction, 143–145

folds
complex folds, 150–160
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protein classification importance, 167–168
SCOP classification, 169

folic acid, 837
force field, 293, 302
force fields

biological systems simulation, 304
computational resources, 300
integrating experimental data with predictions,

301
knowledge-based scoring function, 301
non-energy expressions, 305
overview, 301–302
parameter derivation, 305
protein fragmentation, 300
reliability, 299
similarities, 304
statistical sampling, 300
total potential energy, calculation, 292–293
types, 302–307

formation/distortion, active sites, 452
forward commitment factor, 823
four-residue combination, 201
Fourier transform, 262
Fourier transform infrared (FTIR), 278
FoXSDock, 327
fragment-based calculations, 318
framework model, 404
free energy

binding, smallness, 644–645
biological processes, changes, 361–363
biological roles, proteins, 6
conformation dependence, 645
physical approach, 292
polarization contribution calculation, 40
spontaneous processes, thermodynamics,

356–358
free energy perturbation, 643
frequency factor, 730
FRET, see fluorescence resonance energy transfer

(FRET)
fructose bisphosphate aldolase, 812
FTIR, see Fourier transform infrared (FTIR)
full agonists, 571
fumarase, 792, 819
fumarate hydratase, 819
function evolution, 179–180
function requirements, complex, 141
function vs. structure, 159–160
functional importance, 373–374
Fusarium oxysporum, 811
future leads, 529–530
FYVE domains, 562

G

G protein-coupled receptor kinase (GRK), 583, 598,
600

G protein-coupled receptors (GPCR)
desensitization, 600–601
G-protein activation, 588–600

agonist effect, 593–600
structural changes, 589–592

introduction, 568–569
mechanisms, 572–573
membrane proteins, 505
of other classes, 601–609

class B, 601–603
class C, 607–608
class F, 608–609

regulation, 572–573
signaling, 569–573
structure, 575–584

general features, 575–577
structural variations, 578–584

targeting drugs, 609–613
G-proteins

activation, 588–600
membrane proteins, 505
S-prenylation, 199
signaling, 569

G6PD, see glucose-6-phosphate dehydrogenase
(G6PD)

GABA, 107
GABA transaminase, 847
GABAB receptors, 577
GAFF, see general AMBER force field (GAFF)
galactose, 193
galactose oxidase, 828
galactosemia, 679
galanthamine, 662
𝛾-acetylenic GABA, 847
𝛾-carboxyglutamate, 104
𝛾-crystalline, 409
𝛾-glutamyl carboxylase, 104
𝛾-glutamyl transpeptidase (GGT/𝛾GT), 849
gangliosides, 510
gatekeeper residues, 412
gates, ion channels, 102, 485, 521, 539, 541
Gaussian network model (GNM), 460
GB, see generalized Born equation (GB)
GBSA

explicit treatment calculations, 646
lowest energy configuration, 299

GDP/GTP exchange factors (GEF), 573
GEF, see GDP/GTP exchange factors (GEF)
gel electrophoresis, see two-dimensional (2D) gel

electrophoresis
general acid-base catalysis

acid-base catalysis, 817
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aspartic protease group, 820
specific acid-base catalysis, 817
triosephosphate isomerase (TIM), 818
tunneling, 821

general AMBER force field (GAFF), 306
generalized Born (GB) formalism, see also Born

effect (desolvation)
lowest energy configuration, 299
non-energy expressions, 307

generalized Born equation (GB), 646
genes

fundamentals, 11–13
rearrangement, 151
shuffling, 157
transcription, 12
translation, 12

genome, 11
geometric complementarity, 650–651
geometry

𝛼-helix, 122
collagen, 226–228
structure determination, 281–282

geometry-based calculations, 281
geranyl-geranyl, 199
GGT/γGT, see γ-glutamyl transpeptidase

(GGT/γGT)
Gibbs-Thomson effect, 382
GIP, see glucose-dependent insulinotropic

polypeptide (GIP)
Gleevec, 206, 843
Gln, see glutamine (Gln; Q)
global distance test (GDT_TS) score, 164
global energy minimum, 295
global sequence similarity, 308
globins, 169
globular proteins

functions, 141
structural differences, 221–222
tertiary structures, 139

GLP-1, see glucagon-like peptide 1 (GLP-1)
Glu, see glutamate (Glu; E)
glucagon

G protein-coupled receptors classes, 576
peptide bond, 111

glucagon-like peptide 1 (GLP-1), 576
glucocorticoid hormones, 587
glucokinase, 792
gluconeogenesis, 729, 812
glucose, 193
glucose-6-phosphate dehydrogenase (G6PD), 92, 746
glucose-dependent insulinotropic polypeptide

(GIP), 576
glutamate (Glu; E)

amino acid derivates, 107
molecular structure, 81
polar-charged amino acids, 94

side chain description, 82
structural & functional features in proteins, 83

glutamate class, 577
glutamate dehydrogenase, 752, 755
glutamic acid, see glutamate (Glu; E)
glutamic proteases group, 774
glutaminase, 755
glutamine (Gln; Q)

amino acid derivates, 107
molecular structure, 81
polar-uncharged amino acids, 86, 94
side chain description, 82

glutamine deamidation
mixed modifications, 204–205
toxins, 204–205

glutamine synthetase, 755
glutamine:pyruvate aminotransferase, 753
glutathione (GSH)

amino acid derivate, 107
cysteine, 88
cysteine as antioxidant, 93

glutathione peroxidase, 747
glutathione S-transferase, 796
Gly, see glycine (Gly; G)
Gly-X-Y motif, 226
glycans, 71, 193
glyceraldehyde 3-phosphate, 762
glyceraldehyde 3-phosphate dehydrogenase, 746,

749, 762, 764
glycerol, 508
glycerol 3-phosphate, 766
glycerophospholipids, 508
glycine (Gly; G)

aggregation prevention, collagen, 229
amino acid derivates, 107
amino acid type, 80
enzymes classification, 742
membrane protein structure, 522
molecular structure, 81
proximity, creating between helices, 228
side chain description, 82
side-chain properties, 85
structural & functional features in proteins, 82
triple helix stabilization, 228–229

glycine amidinotransferase, 742
glycocalyx, 506
glycogen phosphorylase, 192, 759, 763
glycolate oxidase, 746
glycolipids, 16
glycolysis, 9, 67, 729, 812, 818
glycophorin A, 533
glycoproteins

co-enzymes and prosthetic groups, 71
glycosylation, 193
molecular recognition, 16–17

glycosidases, 809
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glycosphingolipids (GSLs), 510
glycosylation

mixed modifications, 204
post-translational modifications, 189, 193–195
serine and threonine, 87
toxins, 204

glyoxylate, 776
glyoxylate reductase, 746
glyphosate, 841
GNM, see Gaussian network model (GNM)
Golgi apparatus, 3
GPCR, see G protein-coupled receptors (GPCR)
gramicidin, 79
Greek key, 149
green mamba toxin, 660
GRF, see growth hormone-releasing factors (GRF)
grid-based approach, 692
GRK, see G protein-coupled receptor kinase (GRK)
GroEL, 418
GroEL-GroES complex, 419
GroES, 418
GROMOS/GROMACS, see GROningen MAchine

for Chemical Simulations
(GROMOS/GROMACS)

GROningen MAchine for Chemical Simulations
(GROMOS/GROMACS), 304

grooves, tertiary structure, 533
groups of organisms, 511
growth factor receptors, 191, 204, 505
growth hormone-releasing factors (GRF), 577
GSH, see glutathione (GSH)
GSLs, see glycosphingolipids (GSLs)
guanidine, 95
guanidinium, 95
GWGxP motif, 603
GxxxG motif, tertiary structure, 533
GxxxGxxxG glycine zipper, 533

H

H– , see hydride ion (H– )
1H, see protium (1H)
2H, see deuterium (2H)
H2O2, see hydrogen peroxide (H2O2)
hair follicle growth cycle, 220
half-life, 734
haloperidol, 609
HbH, cooperativity and allostery, 448
HD, see Huntington’s disease (HD)
heat capacity, 359
heat-shock proteins, 417
heat-shock response, 417
hedgehog (Hh) signaling pathway, 608
helical wheel projection, 225
helices, creating proximity, 228
helix caps, 137

helix-loop-helix (HLH), 145, 494
helix-turn-helix (HTH), 145, 149
hemagglutinin, molecular recognition, 16
heme

amino acid derivate, 107
co-enzymes and prosthetic groups, 71
cysteine as antioxidant, 92
sickle-cell anemia, 175

HEMGH sequence, 703
hemi-desmosomes, 212
hemoglobin

allostery, 441–442
cooperativity, 445–450
evolutionary conservation, 175–176
individual vs. species interests, 175
protein-ligand interactions, 638
structure of, 442–445

hemolytic anemia, 92
hemoproteins, 71
heptad repeat, 223
heroin, proteins as toxin targets, 23
heterodimerization, 166
heterologous desensitization, 600
heterolytic cleavage, 825
heteromer, quaternary structure, 182
heteromolecules, 305
heteronuclear 2D TOCSY/NOESY, 280
heteronuclear NMR, 279
heterotrimeric G-proteins, 15
heterotropic, 451
heterotropic regulation, 436
hexamers, quaternary structure, 182
hexokinase, 759, 764, 792
Hidden Markov Models (HMM), 308, 314
hierarchy, protein structure, 65–66
high-performance liquid chromatography (HPLC),

208
His, see histidine (His; H)
histamine

amino acid derivate, 108
amino acids, 104

histidine (His; H)
amino acid derivates, 108
molecular structure, 81
polar-charged amino acids, 94
side chain description, 82
structural & functional features in proteins, 83

histone, 𝜀-N-acetylation, 195
HIV protease, enzyme inhibition, 834
HIV-1 aspartyl protease, 186
HLH, see helix-loop-helix (HLH)
HMM, see Hidden Markov Models (HMM)
holoprotein, 426
homeglobin Bart’s, 448
homeodomain superfamily, 405
homeostatic, 556
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Homo sapiens, 519
homochirality, 78
homocysteine, 108
homodimerization, 166
homologous desensitization, 600
homologous segments, 167
homologous superfamily, CATH classification tool,

171
homologues, protein classification, 167
homology (comparative) modeling methods, 291
homology modeling

principles, 308
shortcomings, 309–311
steps, 308–309
structure prediction, 551

homolytic bond cleavage, 825
homomer, quaternary structure, 182
homonuclear 2D-COSY/NOESY, 280
homonuclear NMR, 279
homotropic, 451
homotropic regulation, 436
hormonal action, adrenergic receptors, 585
hormones

cellular communication, 13
glycosylation, 193
peptide bond, 111
receptors, affinities of proteins, 642

host-guest approach, 528
host-guest peptides, 135, 528
hot spots, 671–674
HPA, see hypothalamic-pituitary-adrenal (HPA) axis
HPLC, see high-performance liquid chromatography

(HPLC)
Hsp10 and cpn10, 418
HSP60/HSP70/HSP10, see chaperonins

(HSP60/HSP70)
HTH, see helix-turn-helix (HTH)
hub proteins, 166
human adenosine (A2A) receptor, 580
human 𝛽2-adrenergic receptor, 580
humoral branch, defense, 18
huntingtin, 408
Huntington’s disease (HD), 196, 408, 658, 679
hyaluronate, 194
hybrid force fields, 306
hydration shell, 433
hydride ion (H– ), 744
hydrogen 1H-2H exchange, 458
hydrogen acceptor, 44
hydrogen bonds

electrostatic interactions, 31, 44–45
residual pKa, environmental modulation, 100

hydrogen donor, 44
hydrogen peroxide (H2O2), 92, 747
hydrolases

biological roles, proteins, 741

overview, 766–768
peptide hydrolases, 772–774
P−O bonds, 768–772
polarization, substrate activation, 816

hydropathy plot, 524–528
hydrophilic, 54
hydrophobic, 54
hydrophobic collapse, 403
hydrophobic effect, 53–54
hydrophobically mismatch, 555
hydrophobicity scale, 524–528
hydroxyallysine, 229
hydroxyapatite

extracellular matrix, 214
intracellular/extracellular structures formation,

20
hydroxylases, 747
hydroxylation, 199–200
hydroxynitrile lyases, 850
hydroxyproline (Hyp)

aggregation prevention, collagen, 229
derivatives formed after translation, 104
triple helix stabilization, 228–229
type II polyproline helix, 226–228

Hyp, see hydroxyproline (Hyp)
hyper-thermophiles, 381
hyper-variable region, 151
hypertension, 680, 701–705
hyperthermophiles, 366
hypothalamic-pituitary-adrenal (HPA) axis, 587
hypothalamus, 587
hypothetical interaction sites, 689
hypoxia, 199

I

I-COMS, 322
I-TASSER, 318, 551
IAA, see iodoacetic acid (IAA)
ibuprofen, 683, 837
identification, 208
IDPs, see intrinsically disordered proteins (IDPs)
IDRs, see intrinsically disordered regions (IDRs)
Ig, see immunoglobulins (Ig)
Ig superfamily (IgSF), 150
IgD, see immunoglobulin domain (IgD)
IgSF, see Ig superfamily (IgSF)
IINS, see inelastic inherent neutron scattering (IINS)
Ile, see isoleucine (Ile; I)
imatinib, 206, 683, 843
imidazole group, 96
imide, 694
imine, 754
immune memory, 18
immune system, 17
immunoglobulin domain (IgD), 670
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immunoglobulin fold, 150
immunoglobulins (Ig)

𝛽 motifs, 149
defense, 18
fold, 150–151

IMP, see Integrative Modeling Platform (IMP)
impermeability, 514
implicit description, 297
importance of proteins

biological roles, proteins
cells and cellular processes, 6–21
defense, 17–19
energy transfer, 8–9
extracellular structures formation, 19–20
fundamentals, 6
gene expression, 11–13
intracellular structures formation, 19–20
metabolic needs, cells, 6
metabolic processes, catalysis, 6–8
molecular recognition, 16–17
photosynthesis, 11
respiration, 9–10
solutes, transport across biological

membranes, 13
transcription, 12
translation, 12

drug targets, 22–23
evolutionary importance, 22
fundamentals, 1–2
industrial applications, 24–25
industrial importance, 22–25
medical importance, 22–25
molecular organization, 2–6
physiological importance, 22
social importance, 22–25
toxin targets, 23–24

importins, 482
in vivo experiments, 495
in vivo folding

assisted folding, 416–418
factors that complicate, 405–406

in-cell NMR, 282, 459
in-silico approach, 686
inclusions, 409
incoherent neutron scattering, 461
incoherent scattering, 270–272
indirectly-acting drugs, 611
individual interactions, thermodynamics, 364–365
individual vs. species interests, 174–176
indole, aromatic amino acids, 101
induced fit, 807
induced fit model, 397, 674
induced fit theory, 639
inductive effects, 809
industrial importance, 22–25
industry enzymes, 383

inelastic inherent neutron scattering (IINS), 271
infection-induced misfolding, 415
inflammatory diseases, 680
inhibitors

affinities of protein, 642
irreversible, enzymes, 683
substrate/reaction specificity, 737

initial complex, rapid formation, 674
initial velocity, enzyme, 784
innate system, defense, 18
inner membranes vs. plasma, eukaryotes, 513
inositol 1,4,5-trisphosphate (IP3)

communication, 637
G protein-coupled receptors, 569
membrane proteins, effects on, 561

inositol 4,5-bisphosphate (IP2), 508
inositol monophosphatase, 841
inside/outside cells

cell environment communication, 214–215
external structures, 218–219
introduction, 209
mechanical support, 209–214
motion, 216–218
roles, 219–221
tissue organization, 214–215

inside/outside structures, 532
insulin

peptide bond, 111
stability, quaternary structure, 188

integral lipids, 558
integral proteins, 506
integrated binding, amphipathic helices, 552
Integrative Modeling Platform (IMP), 327
integrins, 20, 214, 505
intensities (I), 267
interacting groups, chemical considerations

acids/bases, amino groups, 694–695
alcohol acidity, 694
chemical context importance, 693
introduction, 693
ring systems, spatial-electronic properties, 696
stereoisomerism, 696–697

interests, individual vs. species, 174–176
interfaces, quaternary structure, 183
interfacial water molecules, 674
interferon, defense, 19
interleukin-2 tyrosine kinase (Itk), 456
intermediate filaments

cytoskeleton, fibrous proteins, 210–212
epithelial cell’s regeneration, 221

internal dynamics, 382
International Union of Biochemistry and Molecular

Biology (IUBMB), 739
International Union of Pure and Applied Chemistry

(IUPAC), 739



910 ■ Index

intracellular region, G protein-coupled receptors,
583–584

intracellular structures formation, 19–20
intramolecular interactions, 122–123
intramolecular lyases, 779
intramolecular oxidoreductases, 778
intramolecular transferases, 778–779
intrinsically disordered proteins (IDPs), 477
intrinsically disordered regions (IDRs)

fundamentals, 477–479
nuclear pore complex, 482–486
sequence and structural organization, 487

intrinsically unstructured proteins (IUPs)
binding to target protein, 489–494
entropic chain activity, 482
entropy assistance-related roles, 494–495
in vivo experiments, 495
introduction, 477–479
molecular recognition, 479–481
sequence and structural organization, 487
structure-function relationship, 489–495
tertiary structures, 139

introduction to proteins
biological roles

cells and cellular processes, 6–21
defense, 17–19
energy transfer, 8–9
extracellular structures formation, 19–20
fundamentals, 6
gene expression, 11–13
intracellular structures formation, 19–20
metabolic needs, cells, 6
metabolic processes, catalysis, 6–8
molecular recognition, 16–17
photosynthesis, 11
respiration, 9–10
solutes, transport across biological

membranes, 13
transcription, 12
translation, 12

conclusions, 55–56
drug targets, proteins as, 22–23
evolutionary importance, 22
fundamentals, 1–2
industrial applications, 24–25
industrial importance, 22–25
medical importance, 22–25
molecular organization, 2–6
noncovalent interactions, atoms in

biomolecules
electrostatic interactions, 31–50
fundamentals, 29
hydrophobic effect, 53–54
nonpolar interactions, 53–54
van der Waals interactions, 50–53

organization of book, 56

physiological importance, 22
social importance, 22–25
structural complexity and effects on function,

25–28
summary, 56
toxin targets, proteins as, 23–24

inventory check, 367
inverse agonists

cell-surface receptors, drug effects, 681
G protein-coupled receptor signaling, 571

iodoacetic acid (IAA), 91
ion exchange chromatography, 76
ion pair, 31
ionic hydrogen bonds, 45
ionic interaction, 31
ionic lock, 584
ionic strength, polarization, 43
ionization state residues, 100–101
ions

channels, architecture, 538–543
fundamentals, 503
membrane proteins, 503
partitioning, 503

IP2, see inositol 4,5-bisphosphate (IP2)
IP3, see inositol 1,4,5-trisphosphate (IP3)
irradiation, X-ray diffraction, 262
irreversible binding, 683
isocitrate dehydrogenase, 192
isocitrate lyase, 741
isoelectric point, 76
isoenzymes, 744
isolation, X-ray diffraction, 262
isoleucine (Ile; I)

molecular structure, 81
nonpolar amino acids, 85
side chain description, 82

isomerases
biological role, 741, 778–779
CATH classification tool, 171

isopeptide bond, 198
isoprene-based chain, 199
isozymes, 744
Itk, see interleukin-2 tyrosine kinase (Itk)
IUBMB, see International Union of Biochemistry

and Molecular Biology (IUBMB)
IUPAC, see International Union of Pure and Applied

Chemistry (IUPAC)
IUPs, see intrinsically unstructured proteins (IUPs)

J

j-coupling, 279
Januvia, 853
jelly-roll, 𝛽 motifs, 149
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K

k-Nearest-Neighbor approaches, 314
Ka, see equilibrium constant (Ka)
kaliotoxin, 540
kAP, see keto-ACE (kAP)
karyopherins, 482
keratan sulfate, 194
keratin

hair follicle growth cycle, 220
intermediate filaments, 210

keratinized, dead cells, 210
keratinocytes

intermediate filaments, 210
skin pigmentation regulation, 220

keto-ACE (kAP), 711
keto-enol tautomerization, 695
ketone bodies, 92
ketone-based inhibitors, 711
ketoreductase, 751
ketosteroid isomerase, 821
kinases

phosphoryl transferases, 763
phosphorylation, 191

kinesin, subcellular motion, 217
kinetic stability, 376
kinetic traps, 401
kinetics, see also dynamics

binding-folding coupling, intrinsically
unstructured proteins, 492–493

division of labor, interfacial residues, 674
enzyme

basic concepts, 784–785
introduction, 783–784
Michaelis-Menten kinetic parameters,

791–794
Michaelis-Menten model, 786–791
Michaelis-Menten model limitations,

794–795
folding

Energy Landscape Theory, 401
Levinthal’s Paradox, 400
models and mechanisms, 403–405

folding models and mechanisms, 403
knobs-into-holes packing, 533
knowledge-based scoring functions

force fields, 301
mapping, binding site, 692

Krebs (citric acid) cycle
catalysis, metabolic processes, 9
co-enzymes and prosthetic groups, 67

L

L-asparaginase, 809
L-aspartate, 78

L-lactate dehydrogenase (LDH), 749, 751
L-phenylalanine dehydrogenase, 639
L-threonine ammonia-lyase, 840
lactam, 847
Lactobacillus acidophilus, 849
Lactobacillus bulgaricus, 849
lamin, intermediate filaments, 212
large structures, quaternary structure, 188
latch residues, 674
lateral diffusion

lateral diffusion, degree of order and thickness,
515

lateral diffusion, lipid bilayer, effects on
membrane proteins, 555

lateral segregation, 553
laundry detergents, enzymes, 383, 384, 774
law of mass action, 787
LBHB, see low-barrier hydrogen bonds (LBHB)
LC/MS, see liquid chromatography MS (LC/MS)
lck, tyrosine kinase, 196
LDH, see L-lactate dehydrogenase (LDH)
lead compound, choosing/designing, 697–699
lead optimization, 700
leads, 687
leaving group effect, 762, 780
length, primary structure, 521
Leu, see leucine (Leu; L)
leucine (Leu; L)

molecular structure, 81
nonpolar amino acids, 85
side chain description, 82
zipper structure, 𝛼-keratin, 224, 533

leucine dehydrogenase, 752
Levinthal’s Paradox, 400–401
levorphanol, 697
Lewis acids, 815
Lewy bodies, 409
LHRH, see luteinizing hormone-releasing hormone

(LHRH)
libido rule, 819
Liddle syndrome, 197
LIE, see linear interaction energy (LIE) method
life, concept of, 1
Ligand Binder, 643
ligand promiscuity, 657
ligand-based approach, 689–691
ligand-binding site

binding promiscuity, 654–657
electrostatic complementarity, 652–654
geometric complementarity, 650–651
introduction, 650

ligand-induced dynamics, 434–455
ligands

aromatic rings, 47
binding

G protein-coupled receptors, 568–573
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metal ions, addition, 201
phosphorylation, 192
physical effects, allostery, 436–439
pocket, G protein-coupled receptors,

579–582
interaction assistance, 181–182

ligases, 741, 779–780
light reaction, photosynthesis, 3, 11
light-harvesting complex II, 274
linear interaction energy (LIE) method, 644
Lineweaver-Burk plot, 789
linkers, entropic chain activity, 482
lipid bilayer

biological membranes, 506
composition

ethers, 511
glycerophospholipids, 508
introduction, 508
sphingolipids, 508–511
sterols, 511
variability, 511–513

effects of lipid properties on
amphipathicity, 514
asymmetry, 514–515
curvature, 516–518
lipid saturation, 516
order, degree of, 515–516
sterol presence in, 516
thickness, degree of, 515–516

effects on membrane proteins
curvature, 556
general lipid types, 558
introduction, 553
mechanical pressure, 558
membrane proteins, 560–563
order, degree of, 553–556
phospholipid-protein interaction, 559–560
specific bilayer lipids, 558–563
thickness, degree of, 553–556
topology, 553
viscosity, 556

introduction, 508
membrane protein effects on

curvature changes, 565–567
deformation, 565–567
introduction, 565
mobility decrease, 565

lipid binding to proteins, 558
lipid saturation, degree of, 516
lipid types

annular lipids, 558
bound lipids, 558
bulk lipids, 558

Lipinski’s rule of five, 697
lipoic acid

co-enzymes and prosthetic groups, 67

enzyme cofactors, 825
mixed modifications, 205

lipoproteins, 71
liquid chromatography MS (LC/MS), 286
liquid disordered (ld), 515
liquid ordered (lo), 515
liquid-crystal state nuclear magnetic resonance, 282
lisinopril, 707
lithium, 841
liver enzymes, 849
LIxxGVxxGVxxT sequence motif, 533
LMs, 487
local energy minima, 295, 401
local frustrations, 439
local motions, 397
local sequence similarity, 308
location prediction, TM segments

future leads, 528–530
hydropathy plot, 524–528
hydrophobicity scale, 524–528
introduction, 524
shortcomings, 528–530

Lock and Key model, 397
Lock and key theory, 639
London force, 50
long-chain alcohol dehydrogenases, 747
loops, reverse turns, 134
loratadine, 701
Losec, 845
lovastatin, 685
low IUP-target affinity results, 490–491
low-barrier hydrogen bonds (LBHB), 45, 643
luteinizing hormone-releasing hormone (LHRH),

703
lyases, 741, 774–776
Lys, see lysine (Lys; K)
Lys, covalent crosslinking, 229
lysine (Lys; K)

amino acid derivates, 108
molecular structure, 81
polar-charged amino acids, 94
side chain description, 82
structural & functional features in proteins, 83

lysosomes, molecular organization, 3

M

macrodipole, intramolecular interactions, 123
macromolecules

membrane proteins, 503
molecular organization, living organisms, 5

macrophages, 217, 515
mad cow disease, 679
MAFFT, 309
magnetic moment, 272
major intrinsic protein (MIP), 532
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malaria, 176
malate/lactate dehydrogenase, 798
malathion, 661
MALDI, see matrix-assisted laser

desorption/ionization (MALDI)
malonate, 836
mannose, 193
MAO, see mono-amine oxidase (MAO)
MAO-B, see mono-amine oxidase-B (MAO-B)
MAOI, see mono-amine oxidase (MAO) inhibitors
MAP, see mitogen-activated protein (MAP) kinase
maraviroc, 611, 683
mass spectrometry (MS)

post-translational modifications, 208
slow to intermediary motion, 458

mass-to-charge ratio, 286
mating pheromone receptors, 577
matrix-assisted laser desorption/ionization

(MALDI), 286
maturation

antibodies-antigens, 642
biological response, 671

maximal velocity, enzyme, 785
maximum entropy, 322
mazindol, 689
MC, see Monte Carlo (MC) approach
MCSS, see multiple copy simultaneous search

(MCSS)
MD, see molecular dynamics (MD)
MDMA, adrenergic receptors, 588
mean field approach, 297
mean field models, 646
MECA, see melatonin, EDG, cannabinoid and

adenosine (MECA)
mechanical pressure, 558
mechanical support, 209–214
mechanism-based inhibition, 683, 847
mechanisms

binding-folding coupling, intrinsically
unstructured proteins, 492–493

G protein-coupled receptors, 572–573
kinetic aspects, folding, 403–405
structure conservation, 176–179

medical importance, proteins, 22–25
melanin

amino acid derivate, 109
electron transport, 815
skin pigmentation regulation, 220

melanocytes, 220
melanosomes, 220
melatonin, 108
melatonin, EDG, cannabinoid and adenosine

(MECA), 576
membrane proteins

biological membranes, structure and
organization

composition, lipid bilayer, 508–513
effects of lipid properties, lipid bilayer,

514–518
properties and general structure, 506–507

introduction, 503–506
peptides, structure-function relationship

between
G protein-coupled receptors, 568–613
introduction, 503–506

peripheral membrane proteins, 552–553
principles, 518–519
protein-membrane interactions

effects on lipid bilayer properties, 565–567
lipid bilayer effects, 553–563

structures
introduction, 519–520
primary, 521–524
secondary, 530–532
tertiary, 532–552

summary, 613–614
MEMSAT, 529
mercaptoethanol, denaturation, 112
mesophiles, 381
Met, see methionine (Met; M)
meta-servers, 324
metabolic engineering, 854
metabolic processes, catalysis

cells and cellular processes
catalysis, 729–731
metabolic needs, 729

enzymes
classification, 739–744
co-enzymes/prosthetic groups, 795
coupling energy producing/demanding

processes, 738
efficiency, 737
hydrolases, 741, 766–774
isomerases, 741, 778–779
ligases, 741, 779–780
lyases, 741, 774–776
oxidoreductases, 739, 744–753
promiscuity, catalytic, 781–783
sequential reactions confinement, 738
substrate/reaction specificity, 737–738
transferases, 741, 753–766

metabolism, see absorption, distribution,
metabolism, excretion, and toxicity
(ADMET)

metabotropic glutamate receptors (mGluRs), 577
metal ions, addition

co-enzyme stabilization/activation, 202
electron transport, 201
enzymatic catalysis, 202
introduction, 200–201
ligand binding, 201
stabilization, protein structure, 201



914 ■ Index

substrate stabilization/activation, 202
metal-ion catalysis, 814–816
metalloenzymes, 202, 814
metalloproteins, 200
metamorphic proteins, 434
MetaPSICOV, 322
metastasis, cancer, 207
methemoglobin, 443
methemoglobinemia, 443
methionine (Met; M)

amino acid derivates, 108
molecular structure, 81
nonpolar amino acids, 85
side chain description, 82
structural & functional features in proteins, 82

methotrexate, 452, 847
methyl de-aminase, 199
methyl-succinyl-Pro, 707
methyl-transferases, 198
methylation, 198–199
methylcobalamine, 753
methylmalonyl-CoA mutase, 779
methylphenidate, 682, 689
mGluRs, see metabotropic glutamate receptors

(mGluRs)
Michael addition, 781
Michaelis complex, 806
Michaelis constant, 786
Michaelis-Menten equation, 787
Michaelis-Menten formalism, 784
Michaelis-Menten kinetic parameters

enzyme efficiency & specificity, 792–794
enzyme proficiency, 794
enzyme-substrate affinity, 791–792

Michaelis-Menten model, 786–791
microdipole, intramolecular interactions, 123
microdomains, 513
MicroED technique, 274
microfilaments, 209–210
microorganisms, 78
microspray, 286
microtubules, 212
microvilli, filopodia, 210
MiniMotifs, 487
MIP, see major intrinsic protein (MIP)
misfolding

amyloid aggregates, 410
consequences, 416
disease, 407–409, 679
factors causing, 412–414
therapeutic implications, 411–412
toxicity, amyloid mechanism, 415–416

MISTIC, 322
mitochondria, 3
mitogen-activated protein (MAP) kinase

cancer, 206

G protein-coupled receptor signaling, 569
mixed anhydride, 762
mixed force fields

explicit treatment calculations, 646
lowest energy configuration, 298

mixed inhibition, 842
mixed modifications, 204–205
mixed motifs, 150
MM, see molecular mechanics (MM)
MM-family force fields, 304
MM-GBSA

lowest energy configuration, 299
non-energy expression, 307

MM-PBSA
lowest energy configuration, 299
non-energy expressions, 307

MM/PB(GB)SA, 644
MM/PB(GB)SA calculations, 646
mobility decrease, 565
models

allostery
conclusions, 450–451
hemoglobin, 441–450
introduction, 439–441
partial agonist, 451

kinetic aspects, folding, 403–405
modes of action

cell-surface receptors, 680–683
enzymes, 683–684
introduction, 680
selectivity, 684–685
side effects, 684–685

modularity, domains, 165–167
molecular chaperones

assisted folding, 416
peptide bond, 113

molecular conformation, 77
molecular dipole (𝑑), 34
molecular docking, 699
molecular dynamics (MD), 295, see also structure

determination and prediction, methods
force fields, 301

molecular mechanics (MM)
approach, 293
force fields, 301
hybrid force fields, 306

molecular mimicry
cell-surface receptors, drug effects, 680
ion channels, 540

molecular organization, living organisms, 2–6
molecular recognition

biological role, 16–17
enhancing, glycosylation, 195
intrinsically unstructured proteins, 479–481

molecular recognition elements or features (MoREs
or MoRFs), 490
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molecular replacement method, 262
molecular structure

crystallography, information obtained from,
263

molecular thermodynamics, 358–365
molmovdb database, 399
molten globule, 374, 403
moment, dielectric constant and polarization, 34
momentum transfer (𝑞), 267
mono-amine oxidase (MAO), 747, 834
mono-amine oxidase (MAO) inhibitors

adrenergic receptors, 588
enzyme inhibition, 834

mono-amine oxidase-B (MAO-B), 847
monoamine transmitters, 659
monoclonal antibodies, 613
Monod-Wyman-Changeux (MWC) model

allostery models, 439
conformational ensembles, 426

mononucleotide-binding fold, 153
monooxygenases, 747
Monte Carlo (MC) approach, 300
MoREs, see molecular recognition elements or

features (MoREs or MoRFs)
MoRFs, see molecular recognition elements or

features (MoREs or MoRFs)
morphine, proteins as toxin targets, 23
motifs, simple folding, see also complex folds

𝛼-motifs, 145–149
𝛽-motifs, 149
introduction, 143–145

motion, inside/outside cells, 216–218
motor endplate, 658
motor proteins, 19, 399
MS, see mass spectrometry (MS)
MSA, see multiple sequence alignment (MSA)
mucins, glycosylation, 193
multicellular organisms, 78
MultiFit, 327
multiple copy simultaneous search (MCSS), 692
multiple sequence alignment (MSA), 308–309
muscarine, 658
muscarinic (M2) receptor, 589
muscarinic acetylcholine receptors, 658
muscarinic receptors

peripheral H1 receptor antagonists, 701
selectivity and side effects, 684

MUSCLE, multiple sequence alignment, 309
mutases, 778, 825
mutational analyses, amino acids, 135
mutations-induced misfolding, 414
mutually induced fit, 640
MWC, see Monod-Wyman-Changeux (MWC)

model
MWC model, protein-ligand binding, 639
myasthenia gravis, 658, 845

Mycobacteria tuberculosis, 511
myocardial infarction, 849
myosin

calcium ions (Ca2+), 147
intracellular/extracellular structures formation,

19
ubiquitination, 197

myosin kinase, calcium ions (Ca2+), 147
myosin Va/VI, 217
myristoyl, acylation, 195

N

N-acetylglucosamine, 193
N-acetylneuraminic acid, 510, 837
N-carboxy-alkyl dipeptides, 707
N-linked glycosylation, 193
N′-myristoylation, 196
N-phosphonomethylglycine, 841
N-terminus, 111, 767
NADH, 729
NADPH, 729
nanospray, 286
native structure, 65
natively unfolded proteins (NUPs), 477
natural killer (NK) cells, 18
natural selection, 175
near-attack conformations, 802
negative design, 412, 531
negative hydrophobic mismatch, 555
negative membrane curvature, 517
negative staining, 275
neostigmine, 662
NES, see nuclear export signals (NES)
neural networks, 313
neuraminidase, 837
neuropeptides, 111
neurotensin, peptidyl dipeptidase A, 703
neurotoxins, 23
neurotransmission, 585
neurotransmitters

catecholamine, 654
dopamine, 654
epinephrine, 654
norepinephrine, 654
vitamin C, 231

neutron diffraction, 271
neutron scattering, structure determination and

prediction
advantages and shortcomings, 272–273
coherent scattering, 270–271
incoherent scattering, 271–272
principles, 270

nevirapine, 683, 843
Newton’s classical mechanics, 293
NF-𝜅B factor, 208



916 ■ Index

15N−1H heteronuclear single quantum coherence,
282

niacin, 108
nicotinic acetylcholine receptor, 658
nicotinic receptors, selectivity and side effects, 684
nitric oxide (NO), 106
nitroxide group, 283
NK, see natural killer (NK) cells
NLS, see nuclear localization signals (NLS)
NMA, see normal mode analysis (NMA)
NMDA, 106
NMR, see nuclear magnetic resonance (NMR)

spectroscopy
NOE, see nuclear Overhauser effect (NOE)
NOESY, see nuclear Overhauser effect (NOE)
non-𝛼-helices

310-helix, 124–125
𝛽 conformation, 129–130
introduction, 124
𝜋 helix, 125–126
type II polyproline helix, 126

non-bonded force fields, 302
non-competitive inhibition, 841
non-energy expressions, 305
non-obligate, quaternary structure, 182
non-obligatory oligomer, see non-obligate,

quaternary structure
non-steroidal anti-inflammatory drugs (NSAIDs)

electrostatic complementarity, 654
enzyme inhibition, 834
enzymes, drug effects, 683

noncovalent interactions, atoms in biomolecules
electrostatic interactions

aromatic rings, 45–47
Coulomb interactions, 32–33
halogens, 49–50
hydrogen bonds, 44–45
introduction, 31
lone electron pairs, 49
𝑛 → 𝜋∗, 49
polarization component, 37–38
principles, 32–40
solute-solute vs. solute-solvent interactions,

40
sulfur atoms, 47–49
X-bonds, 49–50

fundamentals, 29
hydrophobic effect, 53–54
nonpolar interactions, 53–54
van der Waals interactions, 50–53

nonpolar amino acids, 80
nonpolar interactions, 54, 367–369
nonpolar properties

amino acids, side-chain properties, 85–86
interactions, hydrophobic effect, 53–54
tails, amphipathicity, 514

norepinephrine
amino acid derivate, 109
monoamine transmitters, 659
neurotransmitters, 654

normal mode analysis (NMA), 460
normal modes, 460
NPA, 538
NPC, see nuclear pore complex (NPC)
NPxxY motif, 581, 597
NSAIDs, see non-steroidal anti-inflammatory drugs

(NSAIDs)
nuclear export signals (NES), 482
nuclear lamina, 19
nuclear localization signals (NLS), 482
nuclear magnetic resonance (NMR)

atomic distance constraints, 280
geometry, 281–282
measurement, 280
preparation, 280
signal assignment, 280

nuclear magnetic resonance (NMR) spectroscopy
advantages and shortcomings, 282–283
folding models and mechanisms, 403
principles, 278–280
steps, 280–282

nuclear Overhauser effect (NOE), 279
nuclear pore complex (NPC), 482–486
nuclear spin, 278
nucleation–condensation model, 405
nucleolus, 3
nucleophilic substitution, 766, 807
nucleoproteins, 482
nucleoside phosphorylase, 808
nucleotides, 11
nucleus, 3
NUPs, see natively unfolded proteins (NUPs)
nutritional proteins, glycosylation, 193

O

O-GlcNAc, see O-linked 𝛽-N-acetylglucosamine
(O-GlcNAc)

O-linked 𝛽-N-acetylglucosamine (O-GlcNAc), 193
O-linked glycosylation

glycosylation, 193
serine and threonine, 87

O-ring theory, 673
O –

2 , see superoxide radical (O –
2 )

obesity, 689
obligate, quaternary structure, 182
obligatory oligomer, see obligate, quaternary

structure
odorant receptors, 577
off-target binding, 657
offense

protein-ligand interactions, 638
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offense/defense
protein-ligand interactions, 638

Ohno’s model, 180
oligomerization

domain, quaternary structure, 183
enhancement/inhibition, 452
lipid bilayer, effects on membrane proteins, 556

oligomers, quaternary structure, 182
omeprazole, 845
onchidal, 845
Onchidella binneyi, 845
one-carbon groups, 742
open reading frames, 5
opening/closing, active sites, 452
opioids, proteins as toxin targets, 23
OPLS, see Optimized Potentials for Liquid

Simulations (OPLS)
opsin, G-protein activation, 589
optical isomers, amino acids, 77
optimal pH, 818
Optimized Potentials for Liquid Simulations (OPLS),

304
order, degree of

lipid bilayer, effects on membrane proteins,
515–516

membrane proteins, effects on lipid bilayer,
553–556

organelles, 3
organic molecules, chemical configuration, 294
organic osmolytes, 380
ornithine, 106
ornithine decarboxylase, 776
orphan receptors, 577
orthologues, domains, 162
orthosteric drugs, directly-acting drugs, 609–611
orthosteric site, 436
oseltamivir, 837
other types of electrostatic interactions

aromatic rings and 𝜋 interactions, 45–47
halogens and X-bonds, 49–50
lone electrons pairs, 49
sulfur, 47–49

oxaloacetate
biotin, 205
lyases, 776

oxidants, cysteine as antioxidant, 92
oxidase, 739, 746–747, 815
oxidation, post-translational modifications, 189,

199–200
oxidative deamination, 229
oxidative stress, 92
oxidoreductases

biological roles, proteins, 739
definition & examples, 744–747
protein-ligand interactions, 637
structure and stereospecificity, 747–753

oximes, acetylecholine esterase inhibitors, 662
oxy-hemoglobin, cooperativity and allostery, 445
oxygenase, 739, 747, 815

P

P-loop, 153
P-loop fold, 150, 153
p53

age-related illnesses, 208
𝜀-N-acetylation, 195

PAA(S/T), 531
PABA, see para-aminobenzoic acid (PABA)
PACAP, see pituitary adenylate cyclase activating

polypeptide (PACAP)
palmitic acid, 763
palmitoyl

acylation, 195
cysteine, 91

pancreas, 188, 587
pancreatic lipase, 849
pantoate-beta-alanine ligase, 780, 781
pantothenic acid, 67
papain, 91, 774
PAPS, see phosphoadenosine phosphosulfate (PAPS)
para-aminobenzoic acid (PABA), 837
parallel 𝛽-sheet, 129
paralogues, 162
parameter derivation, 305
parasympathetic branch, 653
parasympathomimetics, enzyme inhibition, 834
parathion, 661
parathyroid hormone (PTH), 577
Parkinson’s disease, 24, 208, 408, 597, 658, 680
parsimony, 145
partial agonist

allostery, 451
cell-surface receptors, drug effects, 681
G protein-coupled receptor signaling, 571

partial pressure, 442
partial solutions, 297–301
partners, number, 666
patch, peripheral membrane proteins, 552
pathological aspects, 205–208
Pauli’s exclusion principle, 50
PBE, see Poisson-Boltzman equation (PBE)
PBSA

explicit treatment calculations, 646
lowest energy configuration, 299
non-energy expressions, 307

PconsFold, 323
PDB, see protein data bank (PDB)
PDH, see pyruvate dehydrogenase (PDH)
PDI, see protein-disulfide isomerase (PDI)
penicillin, 685, 845
pentamers, quaternary structure, 182
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pentose-phosphate pathway, 746
pepsin, general acid-base catalysis, 774
peptidases, 772
peptide

bioactive, 111
bond, primary protein structure, 110
host-guest, secondary structure preferences,

135
peptide bond, 111
physiologically active, 111

peptide hydrolases, 767
peptidyl dipeptidase A, 703
peptidyl dipeptidases, 773
peptidyl prolyl cis-trans isomerase (PPI/PPIases)

assisting enzymes, 418
enzyme-mediated protein dynamics, 456
peptide bond, 115

peripheral H1 receptor antagonists, 701
peripheral membrane proteins

covalent binding, 552
electrostatic binding, 552
fundamentals, 506
integrated binding, amphipathic helices, 552
introduction, 552–553

permanence, 666
permanent, quaternary structure, 182
permeation, ion channels, 539
peroxidases, 739, 747
peroxisome, 3
pertussis toxin, 572
PEVK, 482
PH, see pleckstrin homology (PH)
pH dependence, 379
phagocytes, 18
pharmaceutical drug sources, 685
pharmacophore, 689
pharmacophore hypothesis, 691
phase I and II, 20
phase problem, 262
phase, X-ray diffraction, 262
phases, 515
Phe, see phenylalanine (Phe; F)
Phe-391 (S2 subsite), 712
Phe-Ala-Pro, 706
phenmetrazine, 689
phenobarbital, 683
phenol

alcohol, 694
aromatic amino acids, 101

phenolate ions, 103
phenothiazine ring system, 696
phenylalanine (Phe; F)

aromatic amino acids, 101
molecular structure, 81
side chain description, 82

phenylalanine dehydrogenase, 752, 754

phenylketonuria (PKU), 679
pheromone receptors, 577
phosphatase group, 763
phosphatases, 191, 768
phosphatidic acid, 766
phosphatidyl, 508
phosphatidylinositol 4,5-bisphosphate, 569
phosphoadenosine phosphosulfate (PAPS), 200
phosphoanhydride group, 762
phosphoenol pyruvate, 762
phosphoenzyme intermediate, 809
phosphoester bonds, 762
phosphofructokinase, 637
phosphofructokinase-1, 759, 833, 842
phosphofructokinase-2, 843
phosphoglucomutase, 809
phosphoglycerate kinase, 759
phosphoglycerate mutase, 778
phosphoinositol (PI) 3-kinase, 206
phospholipase C (PLC), 569
phospholipase C𝛾 (PLC𝛾 )

cancer, 206
membrane proteins, 561

phospholipid-protein interaction, 559–560
phospholipids, 766
phosphomannose isomerase, 801
phosphopyruvate hydratase, 803
phosphoryl transferases, 191
phosphorylases, see also kinases, phosphorylation

phosphoryl transferases, 763
phosphorylation, 191

phosphorylation
post-translational modifications, 189
serine and threonine, 87

photosynthesis
energy transfer, 11
membrane proteins, 505
molecular organization, living organisms, 3

photosynthetic reaction center, 431
phototrophs, 11
phyllomedusa sauvagii, 78
physical approach

configurational space, sampling, 294–297
introduction, 292
limitations, 297–301
partial solutions, 297–301
total potential energy, calculation, 292–293

physiological motion, 216
physiologically active peptides, 111
physostigmine, 662
PI, see phosphoinositol (PI) 3-kinase
pI, see isoelectric point
𝜋-helix, 125–126
𝜋-hydrogen bonds, 47
𝜋-𝜋 interactions, 102
pigments, photosynthesis, 11
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pituitary adenylate cyclase activating polypeptide
(PACAP), 577

PKA, see protein kinase A (PKA)
pKa

amino acids, basic group, 95–97
Coulomb interactions, 99–100
desolvation (Born effect), 98
hydrogen bonds, 100
meaning of, 73–76
residual, environmental modulation, 97–100

pKa, 73
PKC, see protein kinase C (PKC)
PKU, see phenylketonuria (PKU)
plaques, protein misfolding, 409
plasma vs. inner membranes, eukaryotes, 513
plasma membrane, 2
plasmalogen, ethers, 511
PLC𝛾 , see phospholipase C𝛾 (PLC𝛾 )
pleated conformation, 129
pleckstrin homology (PH), 166, 562
PLP, see pyridoxal-phosphate (PLP)
PMF, see potentials of mean force (PMF)
PMP, see Protein Model Portal (PMP)
Poisson equation, 41
Poisson-Boltzmann equation (PBE), 43, 100, 299,

307, 646
polar groups, 491–492
polar head, 514
polar-charged amino acids, 80
polar-uncharged amino acids, 80
polarity

phospholipid-protein interaction, 560
primary structure, 521
side-chain properties, 79

polarizable force field, 306
polarization

dielectric constant, 33–36
electrostatic free energy, 40–43
electrostatic interactions, 37–38
substrate activation, 815–816

polarization energy, 37
polyketides, 766
polypeptides

chains, quaternary structure, 182
peptide bond, 111

polyproline helix, 126, see also type II polyproline
helix (PPII)

polytopic membrane proteins, 518
porphyrin, hemoglobin structure, 443
positive allosteric regulator, 440
positive hydrophobic mismatch, 555
positive inside rule, 523–524
positive membrane curvature, 517
post-ganglionic transmission, 658
post-translational modifications (PTM)

acylation

𝜀-N-acetylation, 195–196
introduction, 195
N′-myristoylation, 196
S-palmitoylation, 196
SUMOylation, 197–198
ubiquitinylation, 197–198

alkylation
adenylation, 199
introduction, 198
methylation, 198–199
S-prenylation, 199

amidation, 200
glycosylation, 193–195
hydroxylation, 199–200
identification, 208
introduction, 188–189
metal ions, addition

electron transport, 201
introduction, 200–201
ligand binding, 201
stabilization, protein structure, 201
substrate/co-enzyme stabilization/activation,

202
mixed modifications, 204–205
oxidation, 199–200
pathological aspects

age-related illnesses, 207–208
cancer, 205–207

phosphorylation, 191–192
proteolysis, 200

potassium channel, 192
potential energy

computational approaches, individual
interactions, 364

total potential energy, calculation, 292–293
potential of mean force (PMF), 297, 365
PPI, 126
PPI/II, see type II polyproline helix (PPI/II)
PPI/PPIases, see peptidyl prolyl cis-trans isomerase

(PPI/PPIases)
PPII, 126
PPII helices, 492
pralidoxime, 662
pre-equilibrium, 451
pre-existing equilibrium and model

conformational ensembles, 426
G protein-coupled receptor signaling, 571

pre-ganglionic synapses, 658
preclinical studies, 686
preparation, structure determination and prediction

crystallography, 266
nuclear magnetic resonance, 280

pressure-induced denaturation, 379
primary structure

amino acids and their properties
configuration, 77–79
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derivatives in proteins, 104–110
introduction, 72
side-chain properties, 79–80
structure, 72

fundamentals, 65
introduction, 71–72
membrane protein structure

aromatic residues, 522–523
basic residues, 523–524
polarity and length, 521
Pro and Gly, 522
small residues, 524

peptide bond, 110–113
primary target constraints

establishing
introduction, 689–690
ligand-based approach, 690–691
receptor-based approach, 691–692

principle of minimal frustration, 401
prion, 415
prion diseases, 408, 415
Pro, see proline (Pro; P)
pro-chiral, 748
pro-R, 748
pro-S, 748
probiotic bacteria, 849
processes catalysis, 6–8
procollagen, 214
product inhibition

allostery, 436
competitive inhibition, 836
enzymes, substrate/reaction specificity, 737

profactor IX/X, 104
profile, 316
profile-to-profile alignment, 316
programmed cell death, 13
prokaryotes, 3
prokaryotic, 2
proline (Pro; P)

aggregation prevention, collagen, 229
𝛼-helical proteins, 530
membrane protein structure, 522
molecular structure, 81
nonpolar amino acids, 85
side chain description, 82
structural & functional features in proteins, 82
type II polyproline helix, 226–228

prolyl isomerase, 778
promiscuity

catalytic, 781–783
enzymes toward substrate, 744
function evolution, 180
ligand-binding site, 654–657

promoter gene, protein trafficking, 638
properties

biological membranes, structure and
organization, 506–507

tertiary structure
complex function requirements, 141
core vs. surface, 141–142
stabilizing forces, 143

property map, 689
prostacyclins, 683
prostaglandin (PG) G2, 683
prostaglandins, 683
prosthetic groups

co-enzymes, 66
protein-ligand interactions, 638

proteases, 772, 846
proteasome

threonine proteases group, 773
ubiquitination, 197

protection, glycosylation, 194
protein binding and release, fast, 489–492
protein data bank (PDB), 329–331
protein G, 176
protein kinase A (PKA)

communication, 16
communication, membrane proteins, 505
enzyme activity regulation, 187
membrane proteins, 569
specificity, 670

protein kinase C (PKC)
communication, membrane proteins, 505
membrane proteins, 561, 569
protein trafficking, 637

Protein Model Portal (PMP), 331
protein structure, classes and classifications

CATH classification tool, 169
importance, 167–168
SCOP classification, 168
selection of tool, 172–173
tools for, 168–171

protein-disulfide isomerase (PDI), 89, 418
protein-ligand interactions

binding energetics
thermodynamic determinants, 648–650
total binding free energy, 641–647

catalysis, 637
communication, 637
defense/offense, 638
drug action and design

development and design, 685–712
disease, protein involvement, 679–680
modes of action, 680–685

introduction, 637–638
ligand-binding site

binding promiscuity, 654–657
electrostatic complementarity, 652–654
geometric complementarity, 650–651
introduction, 650
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prosthetic groups, 638
protein-protein interactions

binding domains, 666–667
effect of molecular crowding, 677
overview, 665–666
structure-function relationships, 667–677

regulation, 637
summary, 713–714
theories, 638–640
trafficking, 637–638

protein-membrane interactions
effects on lipid bilayer properties

curve changes, 565–567
deformation, 565–567
introduction, 565
mobility decrease, 565

lipid bilayer effects on
curvature, 556
general lipid types, 558
introduction, 553
mechanical pressure, 558
membrane proteins, 560–563
order, degree of, 553–556
phospholipid-protein interaction, 559–560
specific bilayer lipids, 558–563
thickness, degree of, 553–556
topology, 553
viscosity, 556

protein-protein interactions
binding domains, 666–667
overview, 665–666
structure-function relationships

protein-protein interface, 667–674
type II polyproline helix, 676–677

protein-solvent interactions, 381
proteins

disease involvement, 679–680
graphic representation, 116–121
intracellular/extracellular structures formation,

19–20
physiological importance, 22
side chain properties, 79–80

proteins, introduction
biological roles

cell/tissue-specific functions, 20–21
cells and cellular processes, 6–8
communication, 13–16
defense, 17–19
energy transfer, 8–9
extracellular structures formation, 19–20
fundamentals, 6
gene expression, 11–13
intracellular structures formation, 19–20
metabolic needs, cells, 6
metabolic processes, catalysis, 6–8
molecular recognition, 16–17

photosynthesis, 11
respiration, 9–10
solutes, transport across biological

membranes, 13
transcription, 12
translation, 12

conclusions, 55–56
drug targets, proteins as, 22–23
evolutionary importance, 22
fundamentals, 1–2
industrial applications, 24–25
industrial importance, 22–25
medical importance, 22–25
molecular organization, 2–6
noncovalent interactions, atoms in

biomolecules
electrostatic interactions, 31–50
fundamentals, 29
hydrophobic effect, 53–54
nonpolar interactions, 53–54
van der Waals interactions, 50–53

organization of book, 56
physiological importance, 22
social importance, 22–25
structural complexity and effects on function,

25–28
summary, 56
toxin targets, proteins as, 23–24

proteins, stability and forces involved
conclusions, 375–377
dominant driving forces

configurational entropy effect, 369–370
folded state, 367
introduction, 366–367
nonpolar interactions, 367–369
unfolded state, 367

electrostatic interactions
functional importance, 373–374
introduction, 371–375
structural importance, 374

structural stability, 365–366
van der Waals interactions, 375

proteins, structural dynamics
folded state dynamics

external effects on, 434–457
introduction, 425–426
spontaneous dynamics, 426–433

introduction, 397–400
protein folding

inin vivo folding, 405–418
kinetic aspects, 400–405

study methods for
fast motions, 460–461
introduction, 457–458
slow to intermediary motion, 458–460

summary, 461–462



922 ■ Index

proteins, structure
coenzymes and prosthetic groups, 66–71
fibrous proteins

fiber-forming vs. fibrous proteins, 221
helical proteins, 223–229
inside/outside cells, 209–221
introduction, 209
structural differences, 221–222

hierarchy, 65–66
introduction, 65
post-translational modifications

acylation, 195–198
alkylation, 198–199
amidation, 200
glycosylation, 193–195
hydroxylation, 199–200
identification, 208
introduction, 188–189
metal ions, addition, 200–202
mixed modifications, 204–205
pathological aspects, 205–208
phosphorylation, 191–192
proteolysis, 200

primary structure
amino acids and their properties, 72–110
introduction, 71–72
peptide bond, 110–113

quaternary structure
advantages of, 186–188
characteristics, 183–185
introduction, 182–183

root mean square deviation, 162
secondary structure

𝛼-helix, 122–123
amino acid preference, 135–138
𝛽 conformation, 129–130
introduction, 113–116
non-𝛼-helices, 124–126
reverse turns, 133–134
selection of shapes, 130–133

summary, 232–233
tertiary structure

architecture of proteins, 143–174
evolutionary conservation, 174–180
introduction, 139–141
properties, 141–143
water molecules inside proteins, 180–182

thermodynamics, 365
proteoglycan, 194
proteolysis, 200
proteome, 165
prothrombin, 104
protium (1H), 270
protofibril, 𝛼-keratin, 223
protofilaments, 410
proximal residue, 443

proximity, creating, 228
Prozac, 22
pseudo first-order reaction, 736
pseudo second-order rate constant, 788
pseudo-bimolecular reaction, 788
pseudoephedrine, 689
pseudopodia, 217
PSI-BLAST algorithm, 308
psychrophiles, 382
PTH, see parathyroid hormone (PTH)
PTM, see post-translational modifications (PTM)
pumps, membrane proteins, 504
purification, X-ray diffraction, 262
PX domains, 562
pyridostigmine, 662, 845
pyridoxal-phosphate (PLP), 755
pyridoxine, 95, 755
Pyrococcus horikoshii, 381
pyrrole ring

amino groups, acids and bases, 695
tryptophan, 103

pyrrolidine, 85
pyrroline, 110
pyrrolysine, 105
pyruvate

biotin, 205
lyases, 776

pyruvate carboxylase, biotin, 205
pyruvate decarboxylase, 776
pyruvate dehydrogenase (PDH), 67, 746, 833
pyruvate dehydrogenase complex, 825
pyruvate formate lyase, 828
pyruvate kinase, 759, 815

Q

QINS, see quasi-elastic inherent neutron scattering
(QINS)

QM/MM approach, 293
QSAR, see quantitative structure-activity

relationship (QSAR)
quality of results, crystallography, 267
quantitative structure-activity relationship (QSAR),

686
quantum tunneling, 430
quantum tunneling events, 430–432
quasi-elastic inherent neutron scattering (QINS), 271
quaternary interactions, 182
quaternary structure

advantages of
active site diversity, 186
enhancing protein translation efficiency, 188
formation of large structures, 188
introduction, 186
regulation of enzyme activity, 187
stability, 187–188
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time and space coupling, metabolically
related processes, 186

characteristics
dimensions & complexity, 183
subunit interactions, 185
symmetry, 183–184

hierarchy, protein structure, 66
introduction, 182–183

quinary interactions, 376, 666

R

R-factor, X-ray diffraction, 263
RAA, see renin-angiotensin-aldosterone (RAA)

system
racemases, 778
racemic mixture, 697, 850
racemic resolution, 851
rafts, 513
Ramachandran’s plot, 113, 115–116
Raman spectroscopies, 278
ran (GTPase), 482
random coil, 366
rapamycin, 766
rapid formation, initial complex, 674
ras, S-prenylation, 199
rational approach

enzyme engineering, 384
enzymes, industrial uses, 853

rational drug design
case study, ACE inhibitors

C-domain selective inhibitors, 707–712
COX-2 inhibitors, 700
design, 706–712
first-generation inhibitors, 706–707
hypertension and

Renin-Angiotensin-Aldosterone system,
701–705

introduction, 700–701
peripheral H1 receptor antagonists, 701

drug development process, 686–687
lead compound, choosing/designing, 697–699
lead optimization, 700
overview, 687
primary target constraints, establishing

introduction, 689–690
ligand-based approach, 690–691
receptor-based approach, 691–692

secondary target constraints, assigning, 697
rational engineering of enzymes, 384–386
reactive sulfur species, 104
receptor overstimulation, disease, 679
receptor-based approach

GPCR-targeting drugs, 611
primary target constraints, 689

receptor-hormone complex, 642

receptors, overstimulation and disease, 679
redox

co-enzymes and prosthetic groups, 67
oxidoreductase reactions, 739

reductases, 739
reductive amination, 752
refinement, homology modeling, 309
regiospecific, 850
regulation

G protein-coupled receptors, 572–573
protein-ligand interactions, 637
using disorder for, 494

regulators of G protein signaling (RGSs), 573
relative binding energies, 647
relative calculation, total binding free energy, 647
relaxation, nuclear magnetic resonance spectroscopy,

279
reliability, force fields, 299
renin, 701, 834, 837
renin-angiotensin-aldosterone (RAA) system, 701
reorganization energy, 806
repulsive gating barriers, 485
rER, see rough endoplasmic reticulum (rER)
residues

amino acid structure, 72
combinations, metal ions addition, 201

four-residue, 201
three-residue, 201
two-residue, 201

division of labor, interfacial
affinity, 671–674
biological context and response, 671
hot spots, 671–674
interfacial water molecules, 674
introduction, 668
kinetics/dynamics, 674
rapid formation, initial complex, 674
slow conformational sampling, 674
specificity, 668–670

gatekeeper, misfolding factors, 412
ionization state, protein properties, 100–101
latch, conformational sampling binding affinity,

674
membrane protein structure, 522–524
metal ions, addition, 200–201
peptide bond, 110
phosphorylation, 192
pKa, environmental modulation, 100

resolution
crystallography, information obtained from,

265
X-ray diffraction, 261

respiration, energy transfer, 9–10
retinal

amino acids, 95
tunneling, 432
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reuptake inhibitors, 588
reverse turns

𝛽-turn, 133–134
introduction, 133
loops, 134

reversibility, protein-protein interactions, 665
RGSs, see regulators of G protein signaling (RGSs)
rhabdomyolysis, 849
rhinitis, 689
rho, S-prenylation, 199
rhodenase, 739
Rhodococcus sp., 754
rhodopsin

basic amino acids, 95
G protein-coupled receptors, 576
G-protein activation, 589

ribbon representation, proteins, 117
ribonuclease, peptide bond, 112
ribonucleic acid (RNA), 12–13
ribonucleotide reductase, 828
ribosome

amino acids configuration, 78
translation, 12

ribozymes, 731
ricin toxin, 24
ridges, tertiary structure, 533
rigid docking, 699
rigidification, 381
ring structure, phospholipid-protein interaction, 560
ring systems, stereoelectronic properties, 696
Ritalin, 682
rivastigmine, acetylecholine esterase inhibitors, 662
RNA, see ribonucleic acid (RNA)
RNA polymerase, 12
RNA splicing, 12
RNA world theory, 12
roles, inside/outside cells, 219–221
root mean square deviation (r.m.s.d.), 162
Rosetta, 318, 327, 551
Rosetta-GREMLIN, 323
Rossmann fold, 150–153, 331, 747
Rossmannoids, 153
rotational entropy, 490
rough endoplasmic reticulum (rER), 3
Roundup, 841
RSMD, see root mean square deviation (r.m.s.d.)
𝑅𝑇 significance, 37
rule of five, 697
rule-based algorithms, 692

S

S-adenosyl methionine (SAM)
enzyme cofactors, 828
nonpolar amino acids, 85
post-translational modifications, 189

transferases, 753
S-adenosyl-homocysteinase, 748
S-palmitoylation, 196
S-prenylation, 199
S−S bond, 88
Saccharomyces cerevisiae, 483
salt bridge, 31
SAM, 108, see s-adenosyl-methionine (SAM)
SANS, see small-angle neutron scattering (SANS)
SAR, see structure-activity relationship (SAR)
sarcomer, 216
sarcoplasmic reticulum (SR), 146, 555
sarcosine, 107
sarin, 846
saturation transfer EPR (ST-EPR), 284
SAXS, see small angle X-ray scattering (SAXS)
SAXTER, 328, 552
scaffold hopping, 691
scattering vector, 267
scavengers, intrinsically disordered regions, 480
Schiff base, 755
schizophrenia, 196, 597
SCID, see severe combined immunodeficiency

(SCID)
SCOP, see Structural Classification Of Proteins

(SCOP)
SCOP2, 173
scramblase, 514
screening, 698
scytalidopepsin B, 774
SDR, see short-chain dehydrogenases/reductases

(SDR)
secondary elements, 65, 397
secondary metabolites, 766
secondary structure

𝛼-helix
amphipathic 𝛼-helices, 123
geometry, 122
intramolecular interactions, 122–123

amino acid preference
𝛼-helix, 135–137
𝛽 conformation, 137–138
introduction, 135

𝛽 conformation, 129–130
fundamentals, 65
introduction, 113–116
membrane protein structure

𝛼-helical proteins, 530–531
𝛽-sheet proteins, 531–532
introduction, 530

non-𝛼-helices
310-helix, 124–125
𝛽 conformation, 129–130
introduction, 124
𝜋 helix, 125–126
type II polyproline helix, 126
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reverse turns
𝛽-turn, 133–134
introduction, 133
loops, 134

selection of shapes, 130–133
secondary target constraints, 687, 697
secretin, 576
selection of shapes, secondary structure, 130–133
Selective Serotonin Reuptake Inhibitor (SSRI) family,

22, 588, 681
selectivity

drugs, modes of action, 684–685
filter, ion channels, 540

selegiline, 588, 847
selenium, 105
selenocysteine, 105, 747
selenol group, 105
self-assembly capability, collagen, 224
semi-covalent bonds, 643
semi-random approach, 854
semi-rational approach, enzyme engineering, 384
SemiSweet transporter, 543
sequence

family, CATH classification tool, 171
organization, intrinsically unstructured

proteins, 487
vs. structure, folds, 159–160

sequence family, CATH classification tool, 171
sequential reactions confinement, 738
Ser, see serine (Ser; S)
sER, see smooth endoplasmic reticulum (sER)
serine (Ser; S)

𝛼-helical proteins, 531
amino acid derivates, 108
glycerophospholipids, 508
molecular structure, 81
polar-uncharged amino acids, 86–87
side chain description, 82
structural & functional features in proteins, 82

serine esterase enzyme group, 659
serine esterases, 87
serine protease, 87
serine protease/esterase group, 808
serine proteases group, 773
serine zipper, 533
serotonin

amino acid derivate, 108
amino acids, 104
monoamine transmitters, 659

Serotonin and Norepinephrine Reuptake Inhibitors
(SNRIs) family, 588

severe combined immunodeficiency (SCID), 848
SH2, 165
SH2/SH3, see src-homology 2/3 (SH2/SH3)
SH3, 165
shared sequence properties, 316

short peptides, structural-thermodynamic analysis,
135

short thermal fluctuations, 429–430
short-chain dehydrogenase and reductase (SDR), 747
shortcomings, location prediction, 528–530
sHSPs, see small heat-shock proteins (sHSPs)
sialic acid, sphingolipids, 510
sialidase, 837
sickle-cell anemia

individual vs. species interests, 175
structure/function, evolutionary conservation,

175–176
side effects

drugs, 684–685
ligand-binding site, 657

side-chains
amino acid structure, 72
aromatic amino acids, 101–103
glycine, 85
introduction, 79–80
nonpolar amino acids, 85–86
polar-charged amino acids, 94–101
polar-uncharged amino acids, 86–94
protein structural dynamics, 397

𝜎-hole, 50
signal assignment, 280
signal transduction, 504–505
signaling, 569–573
silk, external structures, 218
similarity, partners

protein-protein interactions, 666
simple folding motifs, see also complex folds

𝛼-motifs, 145–149
𝛽-motifs, 149
introduction, 143–145

simulated annealing, 296
single turnover rate, 823
singlet state, 815
sirtuins, age-related illnesses, 207
sitagliptin, 853
size, electrostatic complementarity, 653
skin pigmentation, 220
SLiMs, 487
slow conformational sampling, 674
small angle X-ray scattering (SAXS), 261
small heat-shock proteins (sHSPs), 417
small metabolites, 503
small residues, membrane protein structure, 524
small ubiquitin-like modifier proteins (SUMO), 198
small-angle neutron scattering (SANS), 271
smooth endoplasmic reticulum (sER), 3
snorkeling, residues, 524
SNRIs, see Serotonin and Norepinephrine Reuptake

Inhibitors (SNRIs) family
social importance, proteins, 22–25
SOD, see superoxide dismutase (SOD)
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solid-state nuclear magnetic resonance, 283
solubility

complex function, tertiary structure properties,
141

glycosylation, 194–195
soluble ACE (peptidyl dipeptidase A), 703
solutes

noncovalent interactions, atoms in
biomolecules, 29

solute-solute vs. solute-solvent interactions, 40
transport across biological membranes, 13

solvent effects
non-energy expressions, 306–307
spontaneous dynamics, 433

solvents
molecules, non-energy expressions, 306
noncovalent interactions, atoms in

biomolecules, 29
solvent-protein interactions, 381

soman, 846
somatic (motor) system, 658
somatic ACE (peptidyl dipeptidase A), 703
space and time coupling, 186
space-fill representation, proteins, 117
spallation, neutron diffraction, 273
spatial coordinates, assigning, 309
special pair, photosynthesis, 11
species vs. individual interests, 174–176
specific acid-base catalysis, 817
specific bilayer lipids, 558–563
specificity

division of labor, 668–670
factor, binding promiscuity, 657

specificity constant, 793
spectroscopic methods, structure determination and

prediction
electron paramagnetic resonance spectroscopy,

283–284
introduction, 278
nuclear magnetic resonance spectroscopy

advantages and shortcomings, 282–283
principles, 278–280
steps, 280–282

sphingolipids, 508–511
sphingomyelin, 510
spin label, 283
spontaneous dynamics

conformational ensembles, 426
disordered proteins, 428
solvent effects, 433
statistical-thermodynamic view, 426–428
thermally-induced conformational changes,

428–432
spontaneous processes, free energy and, 356–358
springs, entropic chain activity, 482
SR, see sarcoplasmic reticulum (SR)

src, 165, 191
src-homology 2/3 (SH2/SH3)

protein-protein binding domains, 666–667
type II polyproline helix, 126

S−S bond, see disulfide bond, disulfide bridge (S−S
bond)

SSRI, see Selective Serotonin Reuptake Inhibitor
(SSRI) family

ST-EPR, see saturation transfer EPR (ST-EPR)
stability and stabilization, see also energetics and

protein stability
collagen, 229
covalent cross-linking, collagen, 229
electrostatic, 815
forces, tertiary structure properties, 143
protein structure, 201
quaternary structure, 187–188
structural, glycosylation, 194
substrate/co-enzyme stabilization/activation,

202
triple helix, collagen, 228–229

stability enhancement, protein engineering
engineering of enzymes, 384
industry enzymes, 383
rational engineering of enzymes, 384–386

stabilizers, chaperonins, 417
(S/T)AP, 531
Staphylococcus aureus, 410, 532
static disorder, 481
statistical analysis, amino acids, 135
statistical-thermodynamic view, 426–428
statistically-based, 307
steady state, 786
steady-state constant, 786
steered methods, 644
steps, rational drug design, 687–700
stereochemical model, 445
stereoelectronic properties, ring systems, 696
stereoisomerism, 696–697
stereospecificity, 27, 794
sterol, 511
sterols

bilayer, presence of, 516
lipid bilayer composition, 511

stick representation, proteins, 117
stigmasterol, 511
stochastic patterns, lead compound, 699
(S/T)P, 531
strain, 803
streptococcus bacteria, 176
Streptococcus thermophilus, 849
stress, 587
stress fibers, 210
stress response, 587
structural biophysics, thermodynamics, 355
structural changes upon activation
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G protein-coupled receptors, 589–592
Structural Classification Of Proteins (SCOP),

168–169
class, 168
domain, 169
family, 169
fold, 169
superfamily, 169

structural complexity, effect on protein function,
25–28

structural genomics, 259
structural importance, 374
structural water, 180
structural-thermodynamic analysis, amino acids,

135
structure

biology, complexity, 27
fiber-forming vs. fibrous proteins, 221
intrinsically unstructured proteins, 487
rigidification, extreme environments, 381

structure determination and prediction, methods
assessment, 324
circular dichroism spectroscopy, 285
computational methods

comparative approach, 307–317
homology modeling, 308–311
integrative and fragment-based, 317–320
introduction, 291
physical approach, 292–301

conclusions, 329
diffraction/scattering methods

electron microscopy, 273–278
introduction, 260
neutron scattering, 270–273
X-ray diffraction, 261–270

experimentally-guided computational
prediction

applications and tools, 326–329
introduction, 325–326

fluorescent spectroscopy, 284–285
fold recognition via threading, 315–317
integrative and fragment-based, 317–320
introduction, 259–260
mass spectrometry, 286–289
protein data bank (PDB), 329–331
spectroscopic methods

electron paramagnetic resonance
spectroscopy, 283–284

introduction, 278
nuclear magnetic resonance spectroscopy,

278–283
summary, 333–334
verification, 324

structure prediction methods
assessment, prediction, 324
comparative approach (homology modeling)

overall efficiency, 309–311
principles, 308
shortcomings, 309–311
steps, 308–309

fold recognition via threading, 315–317
integrative and fragment-based, 317–320
introduction, 291
physical approach

configurational space, sampling, 294–297
introduction, 292
limitations, 297–301
partial solutions, 297–301
total potential energy, calculation, 292–293

verification, prediction, 324
structure vs. function, folds, 159–160
structure vs. sequence, folds, 159–160
structure-activity relationship (SAR), 611
structure-function relationships

protein-protein interface, 667–674
type II polyproline helix, 676–677

structure-guided drug design, 689
structures

amino acids and their properties, 72
biological membranes, structure and

organization, 506–518
complexity and effects on function, 25–28
G protein-coupled receptors, 575–584
importance, electrostatic interactions, 373–374
stability, forces involved, 365–377
stabilization, glycosylation, 194

study methods for
fast motions, 460–461
introduction, 457–458
slow to intermediary motion, 458–460

subcellular motion, 217–218
substance P, 703
substantia nigra, 408
substate

protein-ligand binding, 640
rapid formation, initial complex, 674

substrate
confinement, 802
protein-ligand binding, 639
proteins, introduction, 8
substrate/reaction specificity, 737
thermally-induced conformational changes,

428–432
substrate bond-hydrolase, 767
substrate group-lyase, 775
substrate promiscuity, 782, 796
substrate-ase, 768
substrate-level phosphorylation, 762
substrate1:substrate2 ligase, 779
subtilisin

enzyme engineering, 384
enzymes, 383, 773
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enzymes rational engineering, 385
function evolution, 179

subunit symmetry, 439
subunits

characteristics, quaternary structure, 185
quaternary structure, 182

succinate dehydrogenase, 837
suicide inhibition, 847
suicide inhibitors, 683
sulfation, tyrosine, 103
sulfhydryl oxidase (Ero1), 89
sulfonamides, 694, 837
sulfone group, 694
sulfur atoms, electrostatic interactions, 47–49
summaries

energetics and protein stability, 387–388
enzymatic catalysis, 855–856
introduction to proteins, 56
membrane proteins, 613–614
non-globular proteins, 495–496
protein structure and structural dynamics,

232–233, 461–462
protein-ligand interactions, 713–714
structure determination and prediction,

methods, 333–334
SUMO, see small ubiquitin-like modifier proteins

(SUMO)
SUMOylation, 197–198
supercomputers, 300
superdomains, 166
superfamily

protein classification importance, 167
SCOP classification, 169

superfolds
complex folds, 150
number of, 159

superoxide dismutase (SOD), 408, 792
superoxide radical (O –

2 ), 92
supersecondary structures, 143
supradomains, 166
surface representation, proteins, 119, 120
surface vs. core, 141–142
sustaining life, cellular processes catalysis, 6–8
sweet taste receptors, 577
SwissProt database, 479
SxxLxxx, 533
symmetry, quaternary structure, 183–184
sympathetic branch, ANS, 585
synthase, 775
synthetase, 775, 780
syphilis, 70

T

T-cell receptor, 505
T-Coffee, 309

T-lymphocytes
defense, 18
recognition of activated endothelial cells, 515

T3 hormones, 104
T3/T4, 109
T4 hormones, 104
tACE (peptidyl dipeptidase A), 703
talin, intracellular/extracellular structures formation,

20
Tamiflu, 837
tandem MS (MS/MS), 287
tardive dyskinesia, 611
taurine, 107
tautomerase, 778
taxol

pharmaceutical drug sources, 685
subcellular motion, 218

temperature
dependence, denaturation, 378
deviation, crystallography, 263

template modeling (TM) score, 164
template search/selection, 308
template-based, 307
template-based methods, 291, 551
templates, 163
termed long-lived proteins, 110
ternary structure, see tertiary structure
tertiary structure

architecture of proteins
complex folds, 150–160
domains, 161–167
introduction, 139–141
protein classification, 167–173
simple folding motifs, 143–149

evolutionary conservation
function evolution, 179–180
interests, individual vs. species, 174–176
mechanisms, structure conservation,

176–179
fundamentals, 65
introduction, 139–141
membrane protein structure

architectures, 537–550
energetics, 534–537
key characteristics, 532–534
structure prediction, 550–552

properties
complex function requirements, 141
core vs. surface, 141–142
stabilizing forces, 143

water molecules inside proteins, 180–182
tertiary two-state (TTS) model, 450
tetracycline, 685, 766
tetrahydrocannabinol (THC), 766
tetrahydrofolate (THF), 753
tetramers, quaternary structure, 182
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tetrodotoxin, 24
textile processing, enzymes, 383
THC, see tetrahydrocannabinol (THC)
theanine, 107
theories, protein-ligand interactions, 638–640
therapeutic implications, misfolding, 411–412
thermal hysteresis gap, 382
thermally-induced conformational changes, 428–432
thermodynamic cycle, 647
thermodynamic signature, 645
thermodynamics

determinants, 648–650
enthalpy, 358–360
entropy, 363
free energy and spontaneous processes,

356–358
individual interactions, 364–365
molecular thermodynamics, 358–365
principles, 355
protein structure, 365

thermolysin
first-generation inhibitors, 707
metalloproteases, 774

thermophiles, 381
thermosome, chaperonins, 418
THF, see tetrahydrofolate (THF)
thiamine, 67
thiamine pyrophosphate (TPP), 67, 776
thiazolium ring, 776
thickness, degree of

lipid bilayer, effects on membrane proteins,
515–516

membrane proteins, effects on lipid bilayer,
553–556

thioester, 199
thioether, 199
thiolase, 766
thiolysis, 766, 830
thioredixin (Trx), 93
Thr, see threonine (Thr; T)
threading, 316
three-dimensional structure, 737
three-residue combination, 201
threonine (Thr; T)

𝛼-helical proteins, 531
molecular structure, 81
polar-uncharged amino acids, 86–87
side chain description, 82
structural & functional features in proteins, 82

threonine proteases group, 773
thrombin, 212, 809
thromboxanes, 683
through-space field effect, 809
thymidylate synthase, 847
thyroid hormones, 104
thyroxin-releasing hormone (TRH), 200

TIM, see triosephosphate isomerase (TIM)
TIM barrel fold, see triosephosphate isomerase

(TIM) barrel fold
time and space coupling, 186
time-averaged conformation, 425
time-resolved SAXS, 269
tissues

organization, inside/outside cells, 214–215
variability, lipid bilayer composition, 511–513

titin, peptide bond, 112
titration curve, 74, 75
TLP, 385
TM, see trans-membrane (TM) domain
TMAO, see trimethylamine N-oxide (TMAO)
TMHMM, prediction, 529
tools

classification, protein, 168–171
rapid motions, 460–461
slow to intermediate motions, 458–460

TopGraph, 530
topology

CATH classification tool, 168, 169
lipid bilayer, effects on membrane proteins, 553
SCOP classification tool, 168
TM segments, prediction, 528–530

TopPred, 529
tosyl-L-phenylalanine chloromethyl ketone (TPCK),

846
total binding free energy

absolute, calculation of, 643–646
diverse affinities, 641–643
relative, calculation of, 647

total potential energy, calculation, 292–293
toxicity, see also absorption, distribution,

metabolism, excretion, and toxicity
(ADMET)

amyloid mechanism, misfolding, 415–416
toxins

adenine diphosphate (ADP) ribosylation, 204
disease, 679
glutamine deamidation, 204–205
glycosylation, 204
targets, proteins as, 23–24

TPCK, see tosyl-L-phenylalanine chloromethyl
ketone (TPCK)

TPP, see thiamine pyrophosphate (TPP)
trace element, 105, 200
trafficking, protein-ligand interactions, 637–638
trans configuration, peptide bond, 115
trans-autophosphorylation, 191
trans-membrane (TM) domain, see also biological

membranes
biological membranes, 506
future leads, 528–530
location prediction

future leads, 528–530
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hydropathy plot, 524–528
hydrophobicity scale, 524–528
introduction, 524
shortcomings, 528–530

topology prediction, 528–530
transaldolases, 824
transaminases, 755
transcription

gene expression, 12
protein-protein interactions, 665

transcription factors, 12
transducers-amplifiers, 568
transfer RNA (tRNA)

amino acids configuration, 78
derivatives formed before translation, 105

transferase
acyltransferases, 763–766
aminotransferases, 755–759
biological roles, proteins, 741
overview, 753–755
phosphoryl transferases, 759–763

transient, quaternary structure, 182
transition state, 6, 730
transition state analogues, 661, 836
transketolases, 824
translation

efficiency enhancement, 188
folding, in vivo, 406
gene expression, 12

translational entropy, 490
transmissible spongiform encephalopathies (TSEs),

415
transmission switch, 582
transport and transporters

assistance, 181
fundamentals, 504
glycosylation, 193
vesicles, molecular organization, 3

transport proteins, 504
transporters, 543–546
transportins, 482
transverse diffusion, 515
TRH, see thyroxin-releasing hormone (TRH)
tri-hydroxy-phenylalanine, 801
triacylglycerol, 766
TRiC/CCT, chaperonins, 418
tricyclics, adrenergic receptors, 588
trimers, quaternary structure, 182
trimethylamine N-oxide (TMAO), 380
trimethylglycine (betaine), 107
triosephosphate isomerase (TIM)

barrel fold
CATH classification tool, 171
complex folds, 150
fundamentals, 157–158
SCOP classification tool, 169

general acid-base catalysis, 818
tripeptidyl peptidases, 773
triple helix

𝛼-keratin, structure-function relationship, 222
collagen, 222
silk fibroin, 222
stabilization, 228–229

triplet spin state, 815
tRNA, see transfer RNA (tRNA)
tRNAsec, 110
tropocollagen, extracellular matrix, 214
troponin, 849
troponin C, 147
TROSY, nuclear magnetic resonance, 283
Trp, see tryptophan (Trp; W)
Trx, see thioredixin (Trx)
trypsin, 641, 773, 809
tryptophan (Trp; W)

amino acid derivates, 108
aromatic amino acids, 101, 103
molecular structure, 81
side chain description, 82
structural & functional features in proteins, 83

tryptophan hydroxylase, 231
TSEs, see transmissible spongiform encephalopathies

(TSEs)
TTS, see tertiary two-state (TTS) model
tubocurarine, 660
tubulin

intracellular/extracellular structures formation,
19

microtubules, 212
tumor suppressor protein, 196
tunneling

general acid-base catalysis, 821
optimization, 430–432

turnover number, 786
TVGYG signature sequence, 540
two-dimensional (2D) gel electrophoresis, 208
two-residue combination, 201
Tylenol, 654
type II polyproline helix (PPI/II)

collagen, 126
non-𝛼-helices, 126
structure-function relationships, 126

Tyr, see tyrosine (Tyr; Y)
tyrosine (Tyr; Y)

amino acid derivates, 109
aromatic amino acids, 101, 103
molecular structure, 81
side chain description, 82
structural & functional features in proteins, 83
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U

ubiquitin, 197
ubiquitination, 197–198
UDP-glucose 4-epimerase, 778
ULF, see unit length filament (ULF)
unfolded protein response, 418
unfolded state, 367
UniProt database, 112
unit length filament (ULF), 223
united atom force field, 304
universal currency, 729
universal energy currency, 9
universal frequency factor, 730
urea

oxidoreductases, 752
peptide bond, 112

urea cycle, 752
urease, 816

V

V-ATPases, 769
vacuole, molecular organization, 3
Val, see valine (Val; V)
Val-518 (S1 subsite), 712
validation, homology modeling, 309
valine (Val; V)

molecular structure, 81
nonpolar amino acids, 85
side chain description, 82

Valium, 682
van der Waals interactions

electrostatic interactions, 29
noncovalent interactions, atoms in

biomolecules, 50–53
phospholipid-protein interaction, 559–560
radius, 51
stability and forces involved, 375

variability, lipid bilayer composition, 511–513
vasoactive intestinal peptide (VIP), 576
vasoconstriction, adrenergic receptors, 587
vasoconstrictor, 701
vasoconstrictors, RAA system, 701
vasodilation, adrenergic receptors, 587
vasopressin

cellular communication, 15
peptide bond, 111
Renin-Angiotensin-Aldosterone system, 702

VASP, see enabled VASP homology 1 (EVH1)
Venus fly trap (VFT) domain, 607
verification, prediction, 324
vesicles

clathrin-coated, 566, 600
formation, coat proteins, 566–567
molecular organization, living organisms, 3

VFT, see Venus fly trap (VFT) domain
vibrations, 397
vinblastine, subcellular motion, 218
vinculin, cellular structures formation, 20
Vioxx, 685
VIP, see vasoactive intestinal peptide (VIP)
Viramune, 843
virtual screening, 612, 698
viscosity, lipid bilayer, 556
vital forces, concept of, 1
vitamin A, 589
vitamin B1, 67
vitamin B5, 67
vitamin B6, 755
vitamin C

deficiency, 230–231
triple helix stabilization, 228

vitamin H, 641
vitamin K, 104

W

warfare, neurotoxic agents, 662–665
water molecules inside proteins, 180–182
water solubility characteristics, 100
wavelength, X-ray diffraction, 262
WHD, see DNA-binding domain WHD
wide-amplitude conformational changes, 429–430
wide-angle X-ray scattering (WAXS), 268
wire representation, proteins, 117
wire-frame representation, proteins, 117
Wnt pathway, 577
WW domain, protein-protein binding, 667

X

X-bond, 49
x-Pro-x-x-Pro motif (xP), 667
X-ray crystallography, 261
X-ray diffraction, 65
X-ray diffraction, structure determination and

prediction
information obtained, 263–266
principles, 261
problems of the method, 266–267
working steps, 262–263
X-ray scattering, 267–270

Xanax, 682
xanthine oxidase, 746, 847

Z

zinc finger
cysteine, 91
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DNA binding, 147
zymogens, proteolysis, 200
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